FAST TRANSFER PATH ANALYSIS USING
CONTROLLED ELECTRIC MOTORS AS IN-SITU
BLOCKED FORCE VIBRATION SOURCES

KEVIN WIENEN

Ph.D. Thesis 2021



Fast Transfer Path Analysis Using
Controlled Electric Motors as In-Situ

Blocked Force Vibration Sources

University of

Salford

MANCHESTER

Acoustics Research Centre

School of Science, Engineering and Environment

Author

Kevin Wienen

Supervisory team

Prof. Andy T. Moorhouse
Dr. Joshua W.R. Meggitt
Dr. Andy S. Elliott
Dr. Michael Sturm

Doctorate of Philosophy in Acoustics and Audio Engineering

University of Salford 2021



Contents

List of Figures iv
List of Tables xii
Acknowledgements xiii
Author Publications xiv
Nomenclature XV
Abstract xviii
Introduction, Literature Review and Theory 1

1 Introduction 2
1.1 Background and Motivation . .. ... ... ... ... ... ... ... . 2

1.2 Concepts for Reliable and Fast TPA . . . . ... ... ... ... .... 6
1.3 Thesis Aims and Objectives . . ... ... ... ... .. .. ... .... 8
1.4 Thesis Outline . . . ... .. . . . . ... . 10

2 Review of Structure-Borne Sound Characterisation 11
2.1 Passive System Properties . . . ... ... ... .. o L. 11
2.1.1 Mobility and Related Frequency Response Functions . . . . . . 12

2.1.2 Impedance and Inverse Frequency Response Functions . . . . . 15

2.2 Independent Source Characterisation . . . . ... ... ... ....... 16
2.2.1 Direct Measurement of the Blocked Force . . . . . ... ... .. 18

2.2.2  In-Situ Blocked Force Approach (ISO 20270) . . ... ... ... 18

2.2.3 Direct Measurement of the Free Velocity (ISO 9611) . . .. .. 21

2.3 Rotational Degrees of Freedom . . . ... ... ... ... ... ...... 22
2.3.1 Equivalent Multi-Point Connection. . . . ... ... ... ... .. 24

2.3.2 Finite Difference Approximation . . ... ... ... ....... 26

2.3.3 Virtual Point Transformation . . . ... .. ... .. ....... 29

2.4 Uncertainty in the Interface Description . . . . .. ... ... ... ... 33
2.4.1 On-Board and Transferability Validation . .. .. ... ... .. 34

2.4.2 Transformation Consistency of Indicator DoFs . . . . . . .. .. 36

2.4.3 1ICC — Interface Completeness Criterion . . . . . ... ... ... 40

2.5 Introduction to Transfer Path Analysis. . . . ... ... ... ...... 42
2.5.1 Source- Interface- Receiver Model . . . .. ... ... ... ... 43

2.5.2 TPA Categories and Workflow . . ... ... ... ... ... ... 44

2.5.3 History and Classification of FastTPA . . . .. ... ... .. .. 48



Theoretical Concept of System Identification

3 Framework for Round-Trip Identity

3.1 Introduction to Indirect FRF Determination Using Ideal Excitations .
3.2 Single Interface Round-Trip Identity . . ... ... ... .. ... ....
3.3 Dual Interface Round-Trip Identity . . . . . .. .. ... ... ... ...
3.4 Generalised Round-Trip Identity . . .. ... ... ... ... ... ...
3.4.1 Alternative Derivation of the Generalised Round-Trip Identity

3.4.2 Application I: Obtaining Inaccessible Transfer FRFs from In-
direct Measurements . . . . . ... ... ... L.

3.4.3 ApplicationII: Improving Long Distance Transfer FRFs by
Sectioned Measurements . . . . ... ... ... ... ... ... .

3.5 Sub-Structure Round-Trip Identity . . . ... ... ... ... ... ...
3.6 Controllability and Observability of the Round-Trip Relations . . . . .
3.7 Summary and Concluding Remarks . . . . ... ... ... ... ... ...

Operational System Identification and Concept of FastTPA

4.1 Introduction to the Transmissibility Concept . . . . ... ... ... ..
4.1.1 Transmissibility Concept for Single-DoF Systems . . ... ...
4.1.2  Generalised Transmissibility for Multi-DoF Systems . ... ..

51

52
93
o4

o8
62

78

82

4.2  Round-Trip System Identification Using Operational Transmissibilities 86

4.3 Two-Stage MIMO System Identification Using a Controlled Blocked
Force Exciter . . . . . . . . ... .
4.3.1 FastTPA —Inverse Force Identification . . . . .. ... ... ...
4.3.2 FastTPA —Forward Prediction, Validation and FastVAP . . .
4.3.3 Controllability and Observability in FastTPA . ... ... ...

4.4 Summary and Concluding Remarks . . . ... ... ... ... ... ...

Concept Testing and Simulations

System Identification and Validation
5.1 Generalised Round-Trip Identity for a Single Contact Assembly . . . .
5.1.1 Free-Free Rod Model — Analytical Verification . . . . .. .. ..
5.1.2  Force Excited Rod — Experimental Validation . . ... ... ..
5.2 Indirect System Identification for MIMO Systems . . ... ... .. ..
5.2.1 Beam-Plate Assembly — Generalised Round-Trip Identity for
Inaccessible Assembly FRFs . . . . ... ... ... .. ... ...

5.2.2  Plate Receiver — Sub-Structure Round-Trip Identity for Re-
ceiver FRFs . . . . . . . ..

5.2.3 Beam-Plate Assemblies — Controlled Blocked Force Exciter
Concept . . . . . .

5.3 Steering Setup — Characterisation of Long Distance Transfer Func-
tons . . . L

5.4 Summary and Concluding Remarks . . . . ... ... ... ... .....

il

. 103

106
110

112



6

Application to Steering Gear Vibration 146

Calibration of a Steering System as a Blocked Force Exciter 147
6.1 Introduction to Electric Powered Steering . . . . . ... ... ... ... 147
6.2 Calibration of the Controlled Exciter . . . . . .. ... ... ... .... 149
6.3 Excitation Strategy . . .. .. .. ... ... 154
6.3.1 Roving Shaker Excitation . ... ... ............... 155
6.3.2 Operational Excitation Using the Electric Motor . . . ... .. 157
6.4 Summary and Concluding Remarks . . . .. .. ... ... ... ... ... 162
Vehicle Identification and Steering Noise Prediction 163
7.1 Introduction and Outline . . . . ... ... ... ... ... ........ 164
7.2 Vehicle Subsystem Description . . . . .. ... ... ... ... ... .. 164
7.2.1 Source — Calibrated Steering System . . . . . .. ... ... ... 165
7.2.2  Receiver — Front Subframe and Vehicle Cabin . . ... ... .. 165
7.2.3 Interface — Subsystem Connectivity and Completeness . . . . . 168
7.3 In-Situ TPA Benchmark Study . .. ... ... ... ... ........ 171
7.3.1 Prediction and On-Board Validation of Steering Noise . . . . . 173
7.3.2 Partial Path Analysis and Contribution Ranking . . . . .. .. 176
7.4 System Identification with the Controlled Exciter . .. ... ... ... 180
7.4.1 Roving Shaker Excitation . . ... ... ... ... ... .... 181
7.4.2 Operational Excitation Using the Electric Motor . . . . .. .. 184
7.5 Case Study I: FastTPA for Vehicle Troubleshooting . . . . ... .. .. 190
7.5.1 FastTPA — Remote Blocked Force Relation . . . . ... ... .. 191
7.5.2 FastTPA — Interface Blocked Force Relation . . . ... ... .. 196
7.5.3 FastTPA — Extension to the Flexible Modal Regime . . .. .. 198
7.6 Case Study II: FastVAP for Pro-Active Development . . . .. ... .. 202
7.7 Case Study III: System Identification under Realistic Mounting Con-
ditions . . . . . .. 206
7.7.1 Virtual Point Transformation at the REPS Mounts . . . . . . . 207
7.7.2 Repeated Vehicle Identification . . . . ... ... ... ...... 209
7.8 Summary and Concluding Remarks . . . .. ... ... .. ... ..... 212
Conclusions, Bibliography and Appendices 214
Conclusions and Future Work 215
Appendices 222
A.1 Local Flexibilities at the Adapter . . . . .. ... ... ... ....... 222

Bibliography 225

iii



1.1

2.1

2.2

2.3

24

2.5

3.1

3.2

3.3

3.4

List of Figures

Structure-borne (SB) vibrations induced by the REPS system (source)
are propagated through the passive vehicle body (receiver) to the tar-
get response at the driver’sear. . . .. ... ... ... .. ... 4

Equivalent multi-point connection by considering 9-DoFs translational
coupling at 3 indicator points (¢; — ¢3) in the proximity of the inter-
face. The source-receiver setup contains: REPS - source (A); mount-
ing fixture - receiver (B); multi-point tri-axial sensor array - coupling
interface (). . . . . .. 25
Finite difference configuration for the approximation of the interface
dynamics at the REPS mount (¢g) from response and excitation mea-
surements at the indicator DoFs (¢;) and (cg). The source-receiver
setup contains: REPS - source (A); mounting fixture - receiver (B);
cross-like element - coupling interfaces (¢). . ... ... ... .. .. .. 27
Virtual point transformation to map user-chosen response (blue ar-
rows) and excitation (red arrows) measurements onto the virtual point
DoFs (cg). The source-receiver setup contains: REPS - source (A);
mounting fixture - receiver (B); virtual point (¢y) with the coupling

interface centred in the REPS mount. . . . .. ... ... .. ... ... 30
Source-receiver model used in component-based TPA to identify dom-
inant source contributions to a particular response (d). . . . . ... .. 43

Stepwise workflow for the three TPA categories and the proposed
concepts of fastTPA and fastVAP used as diagnostic and predictive
tools, respectively [4]. . . . . ... 44

Transfer paths forming a ‘round-trip’ relationship for the indirect
identification of driving-point FRFS, Yo = YC’,caYé%baYg,cb (see
Eq. (3.1)), at the coupling interface (¢) using excitations with a known
input force at source-side locations (@) and receiver-side remote points
(B). 54
Transfer paths of the dual interface round-trip identity for the in-
direct measurement of transfer FRFs, Yoo = YC,CQaYa}baYg‘,clb
(see Eq. (3.3)), between interfaces (c1) and (c2) of a source-isolator-
receiver system. . . . ... 56
Measurement steps to obtain the path segments forming the gener-
alised round-trip identity for the indirect characterisation of struc-
tural, Yo 5 = Y0, Yoha Yo (see Eq. (3.19)), and vibro-acoustic,
He o= He 0, Yo Y transfer functions. ... oo 59
Re-arranged transfer path segments of the generalised round-trip iden-
tity to improve measurement quality of long distance transfer FRFs,
Yoo = Yo YcaYew (see Eq. (3.21)), due to poor SNR or a high
NOISE ENVITONINENt. . . . o o o ot oot e e e 66

v



3.5

3.6

3.7

3.8

4.1

4.2

4.3

0.1

5.2

2.3

5.4

Path segments of the long distance FRF, Y, , = Y 00 Yola Yo op Yoios
Y., (see Eq.(3.24)), using a nested generalised round-trip identity
with 3 receiver-side excitation locations. The source-receiver model
contains: target source DoFs (a); coupling interface (c¢); virtual cou-
pling interface (e); and remote DoFs (d), (f), and (b) accessible for
direct excitation. . . . . . ... Lo 66
Transfer paths forming the sub-structure round-trip identity for in-
direct identification of Y, ,.=Y Y'Y} ., (see Eq.(3.32)). The
two-step procedure is partly conducted on the coupled assembly (C)
and the decoupled source (A). . ... ... ... ... ... 68
Transfer paths forming the sub-structure round-trip identity for in-
direct identification of Yy ;.= Y ;. Yob, Y5 (see Eq. (3.40)). For
generality, the target sound press{lre pfobe (d) may be replaced by
an accelerometer. . . . ... L o 71
Concept of controllability and observability effectively limiting the in-
dependent modes of vibration transmitted across the interface (bot-

tleneck effect). . .. ... o 73

Transfer paths forming the generalised round-trip identity via ideal
excitations or operational forces generated by an embedded source.
The generalised transmissibility term may replace the highlighted
paths requiring ideal remote excitation. . ... ... ... ... .. ... 79
Two-stage procedure of Eq. (4.32) to characterise the source compo-
nent (A) as a controlled blocked force exciter and subsequent MIMO
system identification of Y, 4. and/or He, 4. in a different assembly
(Ca)e o 96
Different scenarios of controllability and observability encountered in
the inverse force and forward prediction step of fastTPA. Vibrations
from the controlled source (A) are channelled through the interface
(bottleneck) and transmitted onto the receiver-side [10]. . . .. .. .. 107

Coupled rods joined end-to-end at (c¢), discretised using 3D quadratic
tetrahedron elements. In this single contact case, the accessible DoFs

(a) and () at the free end, as well as the internal target location (d)

and the interface (c) are defined in the x-direction. . .. ... ... .. 114
Experimental setup of two virtually coupled rods for indirect identi-
fication of the structural properties using the generalised round-trip
identity. Four surface-mounted accelerometers characterise the inac-
cessible coupling interface (c¢) and target DoF (d). . . . ... ... ... 119
Validation of the generalised round-trip identity for the interface driving-
point mobility and the transfer FRF from (¢) to the target DoF (d) of

the single contact assembly. Narrowband representation of amplitude

(top) and phase spectra (bottom): experimental round-trip data (=);
analytically modelled (=); and FE simulation (=). . ... ... .. .. 121
Representation of the real e and imaginary Jm part of the experi-
mentally determined driving-point mobility Y .. (—) and the transfer
mobility Yo 4. (—) using the generalised round-trip identity. . . . . . . 123

v



2.5

2.6

2.7

2.8

2.9

5.10

5.11

5.12

Test structure for indirect determination of Y¢ 4., and Yo g4e,. Ar-
rows indicate the excitation (red) and response (blue) measurements
utilised in the FRF reconstruction using the generalised round-trip
concept, whilst excitations depicted in the close-up inset are required
for the reference measurements. The source-receiver setup contains:
beam - source (A); plate - receiver (B); cross-like elements with the
coupling interfaces (c1, c2) being positioned exactly in its center plane;
inaccessible target DoFs(d). . . .. ... ... ... .. ...
Validation of inaccessible transfer functions Y¢ 4. using a determined
system of equations (n, = ny, = n. = 12). Narrowband representation of
amplitude (top) and phase spectra (bottom): reference measurement
(=); compared to the indirect generalised round-trip identity (—). .
Validation of the inaccessible FRF Y 4. for an over-determined so-
lution (n, > ny > n. = 12) of the generalised round-trip identity and
results for the determined system (as in Fig. 5.6b) subject to singular
value rejection. Narrowband representation of amplitude (top) and
phase spectra (bottom): reference measurement (=); over-determined
generalised round-trip identity (—); and round-trip result using TSVD

Receiver (B) for indirect measurement of Y g 4. using the sub-structure
round-trip identity. Arrows indicate the excitation (red) and response
(blue) measurements utilised in the FRF reconstruction, whilst exci-
tations depicted in the close-up inset are required for the reference
measurement. . . ... L
Validation of the receiver FRF Y p 4. for a determined (n, =np = n, =
12) and over-determined (n, > n, > n.) solution of the sub-structure
round-trip identity. Narrowband representation of amplitude (top)
and phase spectra (bottom): reference measurement (=); compared
to the determined (—); and over-determined (—) sub-structure round-
tripresult. . . . ..
Transmissibilities for the receiver (=) and the assembly (C), with
excitations applied on the source (=) or at the interface (=), assuming
full controllability /observability. An incomplete subset of interface
excitations, e.g. discarding rotations in Téczlc (=), leads to a not
Invariant matrix. . ... ... ... L. L
Test structures (C;) and (Cs) for the two-stage system identification
using the source (A) as a blocked force exciter. Controlled roving
excitation (red arrows) are applied with a shaker, as shown in the
close-up inserts. The source-receiver setups contain: beam - source
(A); aluminium plate - receiver (By); plastic plate - receiver (Bg). .
Element of the transmissibility matrix relating responses between the
DoFs (d) and (b) of two different assemblies. T¢, , € C¥?! is deter-
mined via conventional mobility measurements (—) and phase refer-
enced velocity matrices (—). . . . ... ... L

vi

. 126

133

. 135



5.13

0.14

0.15

5.16

6.1

6.2

6.3

6.4

Validation of Y¢, 4. using controlled electro-dynamic shakers (see close-
up inset in Fig.5.11b) to turn the source (A) into a blocked force
vibration source. Narrowband representation of amplitude (top) and
phase spectra (bottom): reference measurement (=); compared to the

two-stage estimates using the mobility (—) and velocity approach (--).

Test structure forming a long distance transfer function Y¢ 4 from
the remote position (b) on the beam to the motor mount (a). Ar-
rows indicate the excitation (red) and response (blue) measurements
of the conventional FRF characterisation, whilst the shaker excita-
tion at (d), depicted in the left close-up inset, is part of the gener-
alised round-trip identity. The source-receiver setup contains: REPS
- source (A); plate-beam assembly - receiver (B); cross-like elements -
coupling interfaces (c1,¢2); remote locations (d) accessible for direct
excitation. . . . .. L
Acceleration response (=) at the motor mount (a) with poor SNR,
close to the sensor’s noise floor (=), due to ‘low/insufficient’ shaker
excitation at (b). The directly measured long distance FRE Y,
(=) (Fig.5.15b) is clearly influenced by noise, whilst the generalised
round-trip concept (—) improves measurement quality. . . . .. .. ..
Validation of the long distance FRF Y, based on a complete de-
scription of the coupling interface (¢) (same as in Fig. 5.15b), includ-
ing rotations and translations (n. = 12; finite-difference approxima-
tion) and simplified translational coupling only (n. = 6; e.g. tri-axial
sensor). Narrowband representation of amplitude (top) and phase
spectra (bottom): measured reference at ‘high’ shaker output (=);
generalised round-trip identity with fully described interface (—); and
using an incomplete interface description (=). . ... ... ... .. ..

Steering system in its intended vehicle installation. The close-up in-
sets show the replaced stepper motor and the ball nut assembly to
transform the motor torque into a (side-to-side) rack force [source:
bosch-mediaspace.com|. . . . ... ... L
Calibration setup (C;) to turn the REPS system into a controlled
blocked force vibration exciter. Arrows indicate excitation (red) and
response (blue) measurements as utilised in the FRF measurements.
The calibration setup contains: REPS - source (A); plate - receiver
(B1); adapters with the coupling interfaces (c;,¢2) being positioned
exactly in its centre. . . . . . ... Lo
Evaluation of the overall and specific excitation consistency for the
finite difference approximation of 8 excitations at each coupling point:
(¢1) motor-side (=); and (c2) pinion-side (—). . . ... ... ... ...
ICC for the calibration bench using a ‘complete’ interface descrip-
tion (=) with translational and rotational coupling DoFs and re-
duced incomplete connectivity accounting for translational-DoFs (=)
at (c1,c9) only (i.e. x,y,z coupling). . . ... ... ... .. ... ....

vii

138

142



6.5

6.6

6.7

7.1

7.2

7.3

7.4

7.5

7.6

7.7

7.8

Singular values of the bench assembly matrix Y¢, 4, for 36 roving ex-
citations on the REPS system and 24 remote DoFs (b). The first 8
values (—) are dominant, representing 96 % (m) of the energy, indi-
cating a bottleneck effect at the interfaces. . . ... ... ... ... .. 156
Variation in the driving-point FRFs of the calibration setup (C;) for
different steering angles: centre position (==); left end stop (—); and
right end stop (==). . . . . . . . L 159
Singular values of the bench assembly matrix \'/'Cl,ba for operational
excitation of the controlled REPS system and 24 remote DoFs (b).
The first 8 values (—) are dominant, representing 96 % (m) of the
energy, indicating a bottleneck effect at the interfaces. . ... ... .. 161

Bottom view: Scan of the front subframe, including the target ac-
celerometer (d;) and the adapters to facilitate access at the coupling
interfaces (c¢1,¢2). Blue arrows indicate response measurements at the
interfaces, the remote DoFs (b) and the target (d). . .. ... ... .. 166
Scan of the vehicle cockpit with the target microphones at the driver’s
ear positions and a windscreen accelerometer at (ds). The sound
pressure probes at (dy) may be replaced by a volume-velocity source
for reciprocal measurements, as shown in the close-up. . ... ... .. 167
ICC for the calibration bench (=) and the vehicle assembly (—),
alongside changes between the full (i.e. 3 translations and 3 rota-
tions) and an incomplete interface description (—) using translational
DoFs (z,y,z) at each connection point. . . . ... ... .. .. ... .. 169
Evaluation of the response and excitation consistency for the finite
difference approximation of 8 responses/excitations at each coupling
point: (¢1) motor-side (=); and (c2) pinion-side (=). . ... ... ... 170
Vehicle assembly for in-situ TPA benchmarking and prediction of
steering noise. The source-receiver setup contains: REPS - source
(A); subframe - receiver (B,); adapters - coupling interfaces (c1,cz2);
target DoF (dy). . . . . . 171
SNR at the target accelerometer/sound pressure probe (dy,ds) for
the operated REPS (constant speed). Narrowband representation:
measured operational response (—); measured noise floor (—); and
predicted noise (—) for the vehicle assembly (C3). . . .. ... ... .. 173
On-board validation at the target accelerometer/microphone (d,ds)
for the operated REPS (steering cycle). Narrowband representation:
measured operational response (=); predicted velocity/sound pres-
sure response (—) of the vehicle assembly (Cg). . . . . .. ... ... .. 175
Narrowband contribution analysis for the total predicted sum and
the partial paths from the coupling DoFs (¢1,¢;) to a target sound
pressure probe (left driver’s ear) for the operational REPS (constant
speed). ..o 177

viil



7.9

7.10

7.11

7.12

7.13

7.14

7.15

7.16

717

7.18

7.19

Measured and predicted sound pressure at the left driver’s ear (ds),
including a contribution ranking of the partial paths. Sound pressure
levels: measured (m); predicted sum (m); and rank ordered partial
contributions (m) for the operational REPS system. . . . . .. ... .. 178
On-board validation for an incomplete interface description (z, y, z
and () and ICC for the corresponding full 12 DoF (=) and simplified
8 DoF (=) interface coupling. . . .. .. ... ... ... ... ... ... 179
Validation of the predicted transfer FRFs Y, 4. between the cou-
pling interface (¢;) and the vibration response on the subframe (d).
Narrowband representation for force excitation (top) and moment ex-
citation (bottom): shaker measurement (=); and prediction using a
roving shaker approach (—). . . ... ... ... ... L. 182
Validation of the predicted vibro-acoustic FRFs compared to shaker
and volume-velocity source measurements of Hg, ,. and ngvcd, re-
spectively. Narrowband representation: direct measurement (—); re-
ciprocal characterisation (—); and prediction using a roving shaker
approach (=). . . . . . . .. 183
Validation of the predicted driving-point FRFs Y¢, .. at the coupling
interface (c1). Narrowband representation of amplitude (top) and
phase spectra (bottom): reference measurement (=); and prediction
using a roving shaker approach (—). .. ... ... . ... ... .... 184
Validation of the transfer FRFs between the coupling interface (¢)
and the vibration response on the subframe (d;). Narrowband repre-
sentation of amplitude (top) and phase spectra (bottom): reference
measurement (=); and prediction using a controlled motor excitation

Blocked load excitation of the operated REPS system (white noise)
in the calibration setup (C;) (=) and reproduced in the vehicle (Cs)
(=). The blocked load noise (=) allows evaluating the effect of noise
in the reproduced excitations. . . . . ... ... ... ... 187
Validation of the vibro-acoustic transfer FRFs between the coupling
interface (¢;) and the sound pressure probe (ds). Narrowband repre-
sentation: reference (shaker) measurement (=); and prediction using
a controlled motor excitation (—).. . . .. ... ... .. ... ... 189
Spread (m) between direct (shaker) and reciprocal (volume-velocity
source) vibro-acoustic measurements compared to the predicted (=)
FRF obtained with the controlled motor approach between the motor-
side interface DoF (c¢y,) to the target microphone (ds) (see Fig.7.16a).190
Blocked loads at the interface (c;) for the operated REPS system.
Narrowband representation of forces (top) and moments (bottom):
results of the benchmark in-situ TPA study (Sec.7.3) (=); fastTPA
using a controlled motor excitation (=). . . .. ... ... ... ..., 193
Predicted SPL and partial contributions obtained in the benchmark
study (in-situ TPA), and deviations for different fastTPA variants:
In-situ TPA (—); and fast TPA using a roving shaker approach (=) or
operational motor excitation (—). . . .. ... ... . L oL L. 195

X



7.20

7.21

7.22

7.23

7.24

7.25

7.26

7.27

7.28

7.29

Al

Transferability validation to indicate errors in fastTPA. Narrowband
representation: measured reference (=); and predicted sound pressure
response using a roving shaker approach (—) or operational motor
excitation (—) for system identification. . . . .. ... ... ... ... 196
Predicted SPL and partial contributions obtained in the benchmark
study (in-situ TPA), and deviations for interface fastTPA relation:
In-situ TPA (—); and fast TPA using a roving shaker approach (—) or
operational motor excitation (=). . . ... ... ... L L. 197
Partial sound pressure contribution obtained from in-situ TPA (i.e.
conventional FRF measurements (=)) and application of the interface
fast TPA relation (—) using controlled roving excitations. . . . . . . . . 198
Excitation consistency for the virtual point transformation of 8 exci-
tations (red arrows) to a 7-DoFs interface description (6 rigid DoFs
+ flexible y-extension DoF) at each coupling point: (¢;) motor-side
(=); and (c2) pinion-side (=). . . . . . .. ..o 199
In-situ TPA (benchmark) contribution analysis (=) for the updated
7-DoFs interface connectivity and deviations for fastTPA (remote re-
lation) using a roving shaker approach (—) or operational motor ex-
citation (=). . ... 201
Predicted SPL and partial contributions for a conventional VAP (1.)
and deviations between different variants: Variation between conven-
tional VAP (m) using direct (—) and reciprocal (—) forward FRFs
measurements; and fast VAP using the roving shaker approach (—) or
operational motor excitation (—) to predict the forward FRFs. . . . . 204
Transferability validation of the predicted sound pressure response
Vy.de i the vehicle cabin. Narrowband representation: reference
measurement (=); and fastVAP predictions (3.—) and (4.—). (Inset
covers freq. range from 1-1.5kHz). . . . ... ... ... ... ... .. 205
Interface sensor array indicating the response index (see Fig.7.28a)
at each virtual point (yellow) and remote shaker excitation on the
windscreen (ds) for reciprocal measurement of the virtual point FRFs
Yeucd - - o o 207
Evaluation of the frequency-averaged sensor specific consistency for
the 13 channels at each coupling point: (¢;) motor-side (m); (c2)
pinion-side (m), and improved overall consistency for the 9 best re-
sponse DoFs selected at each virtual point. . . .. ... ... ... ... 209
Reciprocal transfer FRFs Y, 4. between the coupling interface at the
subframe and the vibration response at the vehicle’s windscreen. Nar-
rowband representation for translational force excitation (top) and
moment excitation (bottom): reciprocal shaker measurement (=);
and prediction (—) using the controlled motor. . . . . .. ... ... .. 210

Translational and rotational driving-point mobilities of the resiliently
suspended cocoon adapter using finite difference approximation. Nar-
rowband representation for translational (top) and rotational (bot-
tom) DoFs: experimentally obtained reference (=); numerical FE
simulation (=) used during the design. . . . . ... ... ... ..., .. 223

X



A.2 Mode shape of the first non-rigid mode (bending along the x-axis)
of the interface adapter. The locally flexible behaviour, for example,
between the response channels (co,) and (c4,) at the interface, limit
the frequency range of the finite difference approximation. . . . . . .. 224

X1



2.1

2.2

5.1

5.2

List of Tables

Commonly used frequency response functions along their relations.
The mobility can be found from the accelerance/receptance: Yj, =
Alk/(jw) = jw Rik [21] .............................. 15
Definition of the mechanical impedance and related frequency re-
sponse functions. The impedance can be converted: K, = jw Z;
or My, =Zy/(Gw) [21]. . . o oo 16

Geometry, material properties and excitation/response positions for
the free-free rod, where; Flength, h-height, Ey- Young’s modulus, p-
density and v - Poisson’s ratio, and z;; - DoF positions of (a), (¢), (d)
and (b). . . .. 114
Geometry and material properties for the exchanged plate receivers
(B1) and (By), where; Flength, w- width, h-height, Ey- Young’s mod-
ulus, p-density and v-Poisson’s ratio. . . ... ... ... ... ... 135

xii



Acknowledgements

Research is far from an individual achievement, and I want to thank everyone who
has contributed to this adventure. The work presented in this thesis has been carried
out at the Acoustics Research Centre at the University of Salford in collaboration
with Robert Bosch Automotive Steering LLC.

First, I would like to express my sincere gratitude towards Prof. Andy Moorhouse
for his continuous support, commitment and patience. Andy, you have been a source
of inspiration throughout the project, and I admire your passion for research, profes-
sional knowledge and positive spirit. I feel very fortunate and couldn’t have asked for
a better supervisor for my PhD studies. I would also like to thank Dr. Andy Elliott

and Dr. Joshua Meggitt for their guidance, insightful comments and encouragement.

Special thanks go to Rosie and Josh, not only for your hospitality but also for
making me feel welcomed in Salford and the countless times you played ‘Helene
Fischer’ for me. Also in need of special thanks are my fellow post-graduates and the
staff members at the Acoustics Research Centre. The past 3/4 years would certainly

have been a lot less enjoyable without you all.

This project would not have been possible without the support of Robert Bosch
Automotive Steering LLC. I would like to thank Michael Yankonis and the colleagues
of the NVH and Testing Department for our pleasant times, collaboration and shared
ideas. And most of all to Dr.Michael Sturm — it has been a joy to work with
you, turning presentations into artworks, or spend the weekend with some vehicle
measurements. I never thought an internship in acoustics could turn into a passion.
You introduced me to the world of blocked force and set me on the path to becoming

a researcher.

On a more personal note, I would like to thank my family, Danica, Robert and
Sarah, and my beloved Katharina. Your endless support and encouragement led me
to a PhD on the other side of the world and cheered me on throughout it. From the
bottom of my heart, thank you.

xiil



Author Publications

This thesis presents the theoretical and experimental findings resulting from a three-
year research project in cooperation with Robert Bosch Automotive Steering LLC.
Other intermediate results, not per definition reflected in this thesis, have been

reported in |1, 2|, whereas [3| is presented in almost original form.

Journal Publications

[3] K. Wienen, M. Sturm, A.T. Moorhouse, J.W.R. Meggitt. ‘Generalised round-
trip identity - for the determination of structural dynamic properties at loca-
tions inaccessible or too distant for direct measurement’. In: Journal of Sound
and Vibration, 511, Article 116325, 2021.

[2] J.W.R. Meggitt, A.T. Moorhouse, K. Wienen, M. Sturm. ‘A framework for the
propagation of uncertainty in Transfer Path Analysis’. In: Journal of Sound
and Vibration, 483, Article 115425, 2020.

Conference Publication

[1] K. Wienen, M. Sturm, A.T. Moorhouse, J.W.R. Meggitt. ‘Robust NVH en-
gineering using experimental methods - source characterization techniques for
Component Transfer Path Analysis and Virtual Acoustic Prototyping’. In:
Proceedings of Noise and Vibration Conference and Exhibition, Grand Rapids
(USA), SAE Technical Paper Series, 2019.

IP Application

» M. Sturm, K. Wienen, M. Yankonis, A.T. Moorhouse. ‘Controlled blocked
force exciter (cBFE) for system identification in assembled structures’. Inven-
tion report, U.S. Non-Provisional Patent Appl. No.: 17/396,412, 2021.

Xiv



Nomenclature

The defined symbols tabulated below are used recurrently throughout this thesis.

Roman Symbols

e S <5 I v

S~

Transformation matrix
Young’s modulus

Force matrix

Force

Vibro-acoustic transfer
function matrix

Height

Imaginary unit (j = v/~1)
Length

Number of DoFs

Greek Symbols

a, 3,7 Rotational coordinates

3

< " = 3

Accents and Other Symbols

0 > N Ok

Strain

Loss factor
Residual
Poisson’s ratio

Angular velocity

Operational quantity
Phase angle
Separation distance

Derivative

H o T

O O o

XV

Sound pressure

Modal reduction / IDM matrix
Auto-/cross-spectrum
Generalised transmissibility
matrix

Velocity matrix

Velocity

Cartesian coordinates

Mobility matrix

Mobility element

Density

Stress

Moment

Flexible extension coordinates

Angular frequency

Free quantity
Blocked quantity
Approximated quantity



Subscripts and Superscripts

a* Complex conjugate OB

ot Moore-Penrose pseudo inverse Oy

oH Complex conjugate transpose Oc

ot Transpose O

Oy Solution to the right mp

O- Solution to the left O

Oa Pertaining to source (A) Or

O, Source-side remote DoF

Abbreviations

CAD  Computer-Aided Design NVH

CR- Component Replacement OBV

DoF Degree of Freedom OPAX

ECU  Electronic Control Unit

EMPC Equivalent Multi-Point OTPA
Connection

EPS Electric Power Steering PAC

FE Finite Element REPS

FRAC Frequency Response Assurance
Criterion RMS

FRF Frequency Response Function  SB

ICC Interface Completeness SCU
Criterion SEMM

IDM Interface Displacement Mode
ISO International Organisation for ~ SNR

Standardization SPL
iTPA  In-situ Transfer Path Analysis SVD
LTI Linear and Time-Invariant TF
MCC  Measurement Consistency TPA

Criterion TSVD
MEMS Micro-Electro-Mechancial

Systems VAP
MIMO Multiple-Input Multiple-

Output

Xvi

Pertaining to receiver (B)
Receiver-side remote DoF
Pertaining to assembly (C)
Coupling interface DoF
Receiver-side target DoF
Source-side target DoF

Pertaining to isolator (I)

Noise, Vibration and Harshness
On-Board Validation
Operational Path Analysis with
eXogeneous inputs

Operational Transfer Path
Analysis

Phase Assurance Criterion
Rack-and-pinion Electric Power
Steering

Root Mean Square
Structure-Borne

Steering Control Unit

System Equivalent Model
Mixing

Signal-to-Noise Ratio

Sound Pressure Level

Singular Value Decomposition
Transfer Function

Transfer Path Analysis
Truncated Singular Value
Decomposition

Virtual Acoustic Prototyping



Nomenclature Convention

Throughout this thesis, formulations and symbols are, for the most part, given in
the frequency domain unless otherwise specified. For clarity, explicit dependence on
the radian frequency w has been omitted, except where confusion may arise. The

following typological conventions have been adopted:

» Scalars are denoted by italic lower-case characters, e.g. f, v;

» Vectors are denoted by bold lower-case characters, e.g. f, v; or specified by
braces { };

» Matrices and vector arrays are denoted by bold capital characters, e.g. Y, F;

or specified by brackets [ ];

» Capitalised subscripts denote the sub-structure (e.g. source (A), receiver (B))
or assembly (C) to which the quantity belongs, e.g. f5 ... force vector applied

to sub-structure (B);

» Lower-case subscripts denote a subset of DoFs at a defined location (e.g.
receiver-side (b), source-side (a)) on the structure, e.g. f4 . ... force vector ap-

plied to sub-structure (A) at the interface DoFs (¢).

» In a sequence of two lower-case subscripts, the first one generally defines the
response position whereas the second subscript refers to the excitation location,
e.g. Y¢ b ... transfer mobility matrix of assembly (C) (excitation and response
degree of freedom do not coincide), with response at (b), excited at (a). A
similar notation is used for response measurements, e.g. V4 ¢, ... velocity vector
of the free source (A) measured at (¢) due to an excitation at (a). (Exception:

transmissibility matrices, where both subscripts define response positions)

» Lower-case superscripts denote the excitation position, in case the DoFs cannot
be specified by lower-case subscripts, e.g. T((féb ... transmissibility matrix of the
coupled assembly (C) measured between the response DoFs (d) and (b) due
to an excitation at (a); R(,ch) ... blocked force of the source (A) present at the

interface (¢) due to an excitation mechanism at (a).

» Equations framed in a grey box typically highlight the governing expression
of a derivation, method or theory. This should provide guidance through the

different chapters and improve recognition of the focus topic.
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Abstract

Under certain driving and road conditions, steering manoeuvres may provoke audible
noise inside the vehicle compartment induced by the electric power steering (EPS)
system. Regarding noise, vibration and harshness (NVH), engineers require practi-
cal tools to assess, design and troubleshoot steering noise in vehicles. For acoustic
development and refinement, test-based methodologies such as Transfer Path Anal-
ysis (TPA) are used to analyse noise and vibration propagation in complex sys-
tems. In response to the evolving demands in acoustic engineering, TPA approaches
have been continuously improved to provide reliable diagnostic information, sim-
plify the procedure or accelerate development time. Although an established tool in
many industries, TPA is a rather complex and time-intensive procedure. Further-
more, state-of-the-art TPA approaches also tend to suffer from a variety of practical
limitations such as impracticality to include particular paths for structure-borne
sound transmission (e.g. in-plane), inability to measure rotational dynamics (e.g.
moment excitation), insufficient signal-to-noise ratios (SNR), or simply restricted
access. These inherent challenges have led to near-routine neglect of transmission
paths, potentially providing an engineer with unrealistic diagnoses to make informed
design changes. This thesis addresses most of the above challenges by proposing a
variety of novel experimental techniques to augment state-of-the-art TPA methods
with the aim to increase reliability of in-vehicle and bench-based NVH system de-

velopment while significantly reducing measurement time and effort.

A key step, also the most time-consuming part, of any TPA is the measurement
of frequency response functions (FRFs). These measurements may be difficult or
impossible if the measurement locations are inaccessible or difficult to excite (e.g.
in-plane directions). Therefore, a framework for indirect measurement is proposed,
by invoking the round-trip identity, providing experimentalists with the ability to
relocate measurements to more convenient positions on the test structure. A gener-
alisation of this identity is proposed to reconstruct FRFs between an interface and
some selected points using only remote measurement positions. Within this gen-
eralised concept, direct measurement of rotations or inaccessible points is avoided
altogether to reduce complexity in the measurements commonly involved in TPA.
Manipulation of the identity yields a formulation for long distance transfer FRFs,
expressed by multiple shorter paths with a better SNR, to facilitate TPA in heavy-

weight or extensively large structures.

XVviii



Classical TPA measurements require each transmission path to be characterised by
the dynamic output (e.g. vibration or sound pressure) in response to a known input
load (e.g. force or moment excitation). More recently, measurements using output
quantities only have been developed, but the reduced measurement time they allow
comes at the expense of clarity and accuracy. This thesis proposes an alternative
approach in which in-situ system identification of all physically existing transfer
paths is performed simultaneously by converting any vibration source into a mul-
tiple degree of freedom (DoF) blocked force exciter. The concept is to exploit the
invariance of the source’s blocked force, so that the same blocked force can be as-
sumed to act irrespective of the receiver to which the source is attached. This source
excitation has to be characterised on a test bench in the so-called calibration stage
prior to installing the same (calibrated) source in the target assembly. In the subse-
quent system identification stage, exact structural and vibro-acoustic transmission
paths can then be characterised by simple operational response measurements in the

installation due to the known blocked force excitation.

This two-stage system identification method with a controlled source provides a con-
venient alternative to conventional FRF measurements with an instrumented ham-
mer or shaker. Especially in the context of TPA, in which such FRFs are required for
inverse force identification and forward response prediction, significant time savings
can be achieved. As a diagnostic tool, this process is denoted as ‘fastTPA’. It is
shown that concepts adopted from control theory, more specifically controllability

and observability, are strongly related to fastTPA and provide practical guidelines.

The thesis concludes with an experimental case study utilising the introduced meth-
ods to analyse steering induced sound and vibration in a fully assembled vehicle. It
is demonstrated that a steering system, calibrated as a controlled blocked force ex-
citer (multi-DoF shaker), can be used to obtain high-accuracy structural and vibro-
acoustic FRFs in a multi-kHz range. For a time-efficient yet precise estimation of
path contributions, these FRFs are used for fastTPA and to construct a realistic
Virtual Acoustic Prototype capable of predicting the operational pressure response
in the vehicle compartment. When benchmarked against the latest advancements in
component-based TPA approaches, fastTPA is found to be significantly faster with

at least the same accuracy and reliability.
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Introduction

This introductory chapter will outline the context behind the research project pre-
sented and introduce the concept of fast system identification. Following this, the

aims and objectives of this thesis will be discussed, and lastly, its structure outlined.

Chapter contents:

1.1 Background and Motivation 2
1.2 Concepts for Reliable and Fast TPA 6
1.3 Thesis Aims and Objectives 8
1.4 Thesis Outline 10

1.1 Background and Motivation

Rapidly increasing product complexity together with quickly evolving customer ex-
pectations on functionality, performance and quality attributes drive manufacturers
to shorten product development cycles whilst the number of product variants in-
creases. To minimise costs and time-to-market, there is a strong trend towards
fewer physical prototypes, even to dispense with them altogether. However, in the
absence of physical prototypes, practical tools are required to assess, design and
troubleshoot noise and vibration behaviour which raises specific technical challenges.
Ideally, these tools should consider both objective and subjective factors since acous-
tic targets in the development process need to meet customer expectations. Hence,
noise, vibration and harshness (NVH) engineering is a challenging and often iterative

process, spanning a physical and perceptual domain.
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NVH development strives to minimise the overall vibration and/or noise levels or
shape their characteristics to sound more pleasant by utilising sound masking or
filtering techniques. While driving a vehicle, multiple sound sources are acting in
parallel. One source contribution of special interest in this research project is steering
noise, particularly when steering at high speeds, such as for parking manoeuvres.
The operating noise of a Rack-and-Pinion Electric Power Steering (REPS) system
might not be an immediate concern for vehicles with internal combustion engines
but becomes more relevant once changing to hybrid or fully electric powertrains.
After all, interior noise levels in these vehicles will likely drop further, leaving the
driver fully exposed to the typical actuation noise of the steering system and all

sorts of clunks and rattles that are related to dynamic road feedback.

REPS systems are optimised for high power density, i.e. high mechanical perfor-
mance is achieved with a lightweight and compact design, which, to some extent,
may contradict low-noise NVH design guidelines. Furthermore, these systems are
typically custom-designed for a specific vehicle platform, with additional differentia-
tion for various trim lines. For example, the gear ratio may be changed for sports and
performance editions to improve the vehicle’s handling, whereas, in other variants,
the steering system is mounted resiliently (like a combustion engine supported by
rubber mounts) to focus on driving comfort. Although resilient coupling elements
(e.g. vibration dampers) are an effective way to reduce vibration transmission,
added flexibility reduces stiffness in the lateral (sideways) direction and compro-
mises handling. Experience has shown that these variants may create noises with
different characteristics when operated in a vehicle. However, if a different noise is
experienced in the vehicle cabin, this does not directly imply that source excitation
(i.e. the vibration generating mechanism) has changed. As a consequence, reducing

steering noise requires NVH approaches based on testing on a vehicle level.

The above example demonstrates that NVH engineering, in vehicles for example,
needs to account for the actively vibrating component and the transmission of these
vibrations through the assembled structure. This interaction between the operating
REPS system and the connected receiver structure is often referred to as ‘the transfer
path problem’ [4]. In other words, high noise levels in the cabin may be caused by
a high dynamic load of the source, a sensitive transfer path, or a combination of
both. One way to look at the link between source excitation and received response
is using a source-transmission-receiver model. Consider the automotive example of

a steering system mounted in a vehicle. The REPS system is connected to the front
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subframe, steering shaft and wheel-suspension assemblies, which are in turn coupled
to the chassis and bodywork. The vehicle assembly can be decomposed into active
(source) and passive (receiver) parts to analyse the transfer path problem. The
coupling interface is the common boundary between these sub-components. This
concept is visualised in Fig. 1.1, where steering noise and vibration are propagated

through the vehicle structure.
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Figure 1.1: Structure-borne (SB) vibrations induced by the REPS system (source) are
propagated through the passive vehicle body (receiver) to the target response at the

driver’s ear.

During operation, vibrations are generated inside the electric motor and transmitted
via the motor shaft and its flange onto the REPS system. Usually, the entire active
REPS system is considered the source, as it is often challenging to identify excitation
mechanisms individually due to their complexity. Therefore, it is chosen to consider
all excitation mechanisms as one collective source of vibrations. This way, the source
excitation (red arrows at each source-receiver mounting point in Fig.1.1) is sepa-
rated from the vehicle’s structural /acoustic transfer characteristics. Steering noise is
predominantly of structure-borne (SB) nature (evidence is presented in Sec.7.3.1),
that is, vibrations are transmitted over the structural interface and radiated further
downstream on the receiver-side. As such, vibrations are propagated through dif-
ferent transfer paths of the vehicle body and radiated from components (e.g. panels
in the vehicle interior) at the passive side. Altogether, they contribute to the total
sound pressure level (SPL) at the target position inside the vehicle cabin. Analy-
sis of the source-transmission-receiver model provides the level of detail required to

troubleshoot steering noise in coupled assemblies.
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As far as automotive NVH engineering is concerned, Transfer Path Analysis (TPA)
is considered the most suitable process to analyse noise and vibration propagation
in complex built-up structures. TPA’s role is to predict (and auralise) the contri-
bution of each active component (red arrows in Fig. 1.1) to an operational response
at some chosen target position. To do so, the source activity, or ‘strength’, must
first be estimated; then, the transmission paths of each component are identified.
Based on their relative contributions, an engineer can identify troublesome vibration
sources/transmission paths and investigate appropriate design changes. Often a con-
tribution ranking of the underlying source and transmission mechanisms is thought
of as the basis for effective NVH design. As such, TPA has become an essential
tool in product development and refinement, particularly with regards to testing
and validating the vibro-acoustic performance in physical prototypes. It provides
the information and level of detail necessary to make informed design changes, e.g.
whether a structural modification will affect the NVH behaviour inside the vehicle

cabin.

Although an established tool in many industries, TPA is a rather complex and
time-intensive procedure. Over the years, various TPA methodologies have been
proposed to simplify the procedure or accelerate development time (the reader is
referred to [4] for a detailed review of the history and development of TPA). The
main challenge in TPA studies is that they involve time-consuming system iden-
tification to characterise all contributing transfer paths, which prohibits their use
on a widespread basis. Whilst collecting operational data by performing (manual)
left /right steering only takes a couple of minutes, the required system identification
step (i.e. the measurement of the transfer paths) in complex automotive assem-
blies cannot be performed in a time-efficient way. For example, performing TPA
to quantify the contributions of steering induced noise from a REPS system to the
overall cabin sound in a vehicle can take up to a week, depending on the level of
detail and the system’s complexity. State-of-the-art TPA approaches also tend to
suffer from a variety of practical limitations such as the impracticality to include
particular paths (e.g. in-plane), the inability to measure rotational dynamics (e.g.
moment excitation), insufficient signal-to-noise ratios (SNR), or simply restricted
access. These inherent challenges have led to near-routine neglect of transmission
paths, potentially providing an engineer with unrealistic diagnoses to make informed
design changes. Furthermore, the potential to predict the effect of design changes is

limited; structural modifications applied to the passive receiver (e.g. vehicle) would
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require new transfer path measurements. Therefore, TPA methods do not offer the

flexibility desired to predict NVH performance during an iterative design process.

Therefore, this thesis aims to propose and test new TPA procedures which address
many of the above mentioned challenges. In the following, the principal concept of
a novel TPA method for fast and reliable diagnoses in complex systems is outlined.
This method is referred to as ‘fastTPA’.

1.2 Concepts for Reliable and Fast TPA

Over the years, many TPA variants have been developed, differing in their implemen-
tation and interpretation. Emphasis is on test-based methods, as the development
of accurate numerical models is rather limited given the high-frequency aspect and
complexity of vehicle components. Popular variants include classical [5], in-situ [6],
component-based [7| and operational [8] TPA. Different methods can be chosen to
meet specific testing requirements, e.g. to reduce time and experimental effort, usu-
ally at the expense of the level of detail and confidence. That said, TPA can be
adapted to a wide range of applications and adjusted for either quick troubleshoot-
ing or thorough analysis. Although these methods are well-established in many
industries, it appears as yet few studies consider TPA in its full detail. Practical
challenges encountered in the measurements (e.g. in-plane or rotations) have led
to near-routine neglect of transmission paths. For example, when performing an
in-situ TPA, access to the source-receiver interface is often limited, and some of the
required measurements cannot be undertaken. In this case, it is possible to rede-
fine the interface elsewhere, probably at a less meaningful but accessible location,
or some transmission paths are simply not considered in the analysis. Either sce-
nario can lead to unrealistic diagnoses, particularly if too few path are considered
or important transmission paths are neglected. In this sense, it appears that errors
in TPA are often associated with the failure to identify all contributing paths in a
feasible way, a common challenge to most TPA variants!. Hence, there is a need
for fast and reliable methods of system identification that we can begin to perform

thorough TPA so that their true capabilities may be exploited.

1 Operational TPA avoids transfer path measurements altogether and instead identifies dominant
contributions using output quantities (e.g. operational accelerations), usually at the expense
of clarity and accuracy. Although faster, operational TPA does not provide the level of detail
expected from a TPA study since source excitation and the transfer characteristics are not
separated.
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For reliable TPA, all transfer paths need to be considered through which noise and
vibrations are propagated. Typically, structural transfer paths are determined one
at a time using instrumented hammers or electro-dynamic shakers. If physically
relevant transfer paths cannot be obtained through direct measurement, indirect
approaches may be applied to relocate (hard-to-access) measurement positions to
more convenient locations. A similar concept was proposed by Moorhouse et al. [9]
where a relocation could be achieved through the ‘round-trip identity’. However,
the original formulation does not facilitate the indirect characterisation of transfer
paths. Therefore, novel approaches are required, particularly for transfer paths
inaccessible or too distant for direct measurement. Such indirect approaches may
be integrated as part of state-of-the-art TPA methods to provide more reliable and
thorough analyses, whilst interpreting the TPA results remains unchanged. This
way, all transfer paths can be considered for a correct representation of the complex

system by a set of source excitations and transfer paths.

Although indirect approaches can readily be implemented in existing TPA method-
ologies, system identification is still time-consuming to apply. This makes it chal-
lenging to use TPA as a standard engineering tool on a daily basis. To perform
transfer path measurements in a time effective way, this research project also ex-
plores a novel concept where all transfer paths are characterised simultaneously by
converting a vibration source into a multi-degree of freedom (DoF') blocked force ex-
citer. As such, a reproducible excitation is applied with a controlled vibration source
to facilitate multi-input multi-output (MIMO) system identification even in complex
technical structures, such as entire vehicles. Prior to installing the source/exciter
in the target assembly, the active component must be calibrated on a test bench to
determine the applied excitation. In the subsequent system identification stage, the
same (known) excitation is reproduced in the target assembly to characterise trans-
fer paths using simple response measurements. This way, the two-stage procedure
with a controlled source provides a convenient and fast alternative to conventional
transfer path measurements with an instrumented hammer or shaker. Using the
controlled exciter concept in a diagnostic context will be referred to as fastTPA due
to the significant time advantage. Alternatively, these transfer paths can be used to
construct a Virtual Acoustic Prototype (VAP), denoted as fastVAP, to ‘listen’ to a

virtual assembly without it having to exist physically.
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Considering the example shown in Fig. 1.1, the REPS system may be operated as a
multi-DoF exciter by controlling its electric motor. After the system identification
step is completed, the REPS system can be operated under normal conditions to
perform dynamic steering in the same vehicle to acquire operational data without
installing additional measurement equipment. Besides the potential time saving,
this novel concept is also beneficial with respect to gaining consistent sets of transfer

functions and operational data.

1.3 Thesis Aims and Objectives

Within this research direction, the primary aim of this thesis is to develop tech-
niques for quick yet reliable system identification of complex MIMO systems (i.e.
characterised by frequency response functions (FRFs)) and their implementation in
a fast and thorough TPA approach, providing an engineer with realistic diagnoses to
make informed design changes. Practical applications focus on the structure-borne
transmission of steering noise into the vehicle’s interior. To provide useful guid-
ance to address the aim of this research project, the following objectives have to be

achieved:

» Dewvelop a general method for in-situ system identification:

Measurement of structural dynamic properties in assembled structures is often
complicated due to inaccessible excitation positions. Therefore, a test-based
approach has to be developed that avoids practical challenges commonly in-
volved in experimental testing; particularly inaccessible and long distance FRF
measurements. Extended via other state-of-the-art experimental methods, the
concept should allow for simultaneous characterisation of translational and ro-
tational transfer paths in complex built-up structures. Theoretical and prac-

ticable feasibility is to be tested in experimental or analytical studies.

» Dewvelop and investigate strategies to operate a structure-borne source as a con-

trolled multi-DoF exciter for system identification:

A concept has to be developed to apply a known broad-band excitation with a
controlled operational source at its coupling interface DoFs (similar to electro-
dynamic shakers for conventional single-excitation transfer path measurements).
The applied excitation needs to be reproducible and invariant of the connected

receiver structure for system identification in different assemblies. Different
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operating conditions of the multi-DoF exciter need to be considered, e.g. op-
erational or external forces applied on the source, to generate mutually inde-
pendent excitation vectors spanning a wide frequency range. Special interest
is in the operational excitation using electric motors but also external excita-
tion, feasible for purely passive (i.e. not controllable) sources. The source is
calibrated in an application-specific setup (calibration assembly). If required,
a custom bench or measurement setup for in-situ characterisation has to be
developed to account for all coupling DoFs at the interface, including forces

and moments.

» Integrate these methods into a workflow for fastTPA:

Development of a methodology to perform inverse force identification (opera-
tional blocked force) and prediction of their contributions to the total response
in a target assembly (e.g. the noise level experienced by a vehicle occupant),
different from the calibration setup. This fastTPA is based on the methods
for fast system identification, where the vibration source (e.g. REPS system)
is controlled as a broad-band exciter. Similarly, the exciter concept may be
utilised to construct a VAP. Techniques such as singular value decomposition

(SVD) may be considered to reduce noise in the obtained results.

» Validation of the obtained methodology to diagnose and predict steering induced

noise and vibration:

An experimental procedure based on bench (calibration setup) and vehicle (tar-
get assembly) measurements has to be outlined. For this purpose, a workflow
from measurement preparation and instrumentation to post-processing and
quality assessment has to be established. The case study needs to consider ac-
tive source characterisation and forward response prediction to diagnose and
predict steering noise experienced in a vehicle. To highlight potential benefits
with respect to reliability and time/measurement effort, the results are to be

benchmarked against other state-of-the-art TPA approaches.

The methodology and experimental approaches developed within this thesis shall be

feasible for any type of source-receiver assembly, not limited to steering systems.
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1.4 Thesis Outline

The thesis introduces a novel methods for system identification and tools (i.e. fastTPA
and fastVAP) to analyse the propagation of structure-borne noise and vibration in
complex systems. To introduce the reader to the test-based concepts, the manuscript

is divided into five parts as follows:

Part 1. provides an overview of the literature pertinent to the context and aims of
this thesis. Following the introductory discussion, Chapter 2 introduces the relevant
topics and state-of-the-art concepts of independent source characterisation, experi-

mental description of the source-receiver interface, and Transfer Path Analysis.

Part II. introduces novel system identification methods for source-receiver assem-
blies to reduce the complexity commonly encountered in TPA. A framework for
indirect measurement of structural dynamic properties is presented in Chapter 3,
emphasising inaccessible and long distance transfer paths. Following this, the system
identification methods are extended in Chapter4 via the transmissibility concept,

allowing for a faster TPA with a calibrated source installed in an arbitrary assembly.

In Part III., the methods presented through Chapters 3-4 are applied for system

identification in different case studies.

Part IV. demonstrates the application of the proposed fastTPA for steering noise
prediction in a vehicle. Chapter 6 considers the calibration of a steering gear as a
multi-path exciter, utilised in Chapter 7 for system identification and contribution

analysis of steering noise at the driver’s ear.

Part V. summarises the most relevant conclusions of the work and discusses areas

for future research activities.



Review of Structure-Borne Sound

Characterisation

In this chapter, a brief overview of acoustic characterisation concepts is given, par-
ticularly relevant to the context and aims of this thesis. The following sections con-
sider passive and active system properties, meaningful description of the interface
between connected sub-structures alongside its experimental uncertainty, as well as
TPA principles. The literature review will introduce the reader to these concepts,

outline their theoretical development and highlight their current state-of-art.

Chapter contents:

2.1 Passive System Properties 11
2.2 Independent Source Characterisation 16
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2.1 Passive System Properties

The previous chapter has discussed the test-based TPA methodology used to analyse
noise and vibration propagation in complex built-up structures, e.g. electric power
steering systems. In TPA, the assembly is subdivided into active and passive compo-
nents, the dynamic properties of which are determined separately from one another.
This section considers a description of the assembly’s passive properties (e.g. its
response to a unit excitation). In this respect, correct and ‘fast’ identification of the
structural dynamic properties was stressed to be one of the most fundamental tasks

to be achieved within this study.
11
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Developing accurate numerical models of the structural and/or vibro-acoustic be-
haviour of complex machinery is particularly challenging. Instead, their passive
behaviour may be characterised experimentally, while the system’s dynamics can,
in theory, be modelled in different domains. In fact, the structural properties may
be described in any of the five domains: physical (using mass, stiffness and damp-
ing matrices), modal (eigenvector/value and modal damping matrices), state-space,
time or frequency domain [10, 11]. All formulations facilitate multi-input multi-
output characterisation, however, which domain is finally chosen often depends on
the targeted analysis, experimental testing or numerical modelling resources, and
perhaps personal preferences. This section outlines experimental characterisation
by frequency response functions, such as compliance, mobility or accelerance and its

inverse counterparts.

Note that all methods presented in this thesis invoke principles and concepts based
upon linear (mass, stiffness and damping properties are independent of the system’s
state) and time-invariant (constant system matrices) (LTI) system behaviour. As
such, the system’s output behaviour may be regarded as weighted linear combina-
tions of the inputs whilst being independent upon the time at which the inputs are
applied [12].

2.1.1 Mobility and Related Frequency Response Functions

The frequency dependent dynamic characteristics of a linear and time-invariant sys-

tem can be described by the mobility function Y (w),
v(w) =Y (w)f(w) veC"™ feC"and Y eC™". (2.1)

In experimental studies, the mobility matrix of a structure is typically determined
by employing roving instrumented hammers or shakers. Excitations are applied one
at a time to each investigated DoF, whilst the structure responds freely. This implies
that external forces at all remaining DoFs are constrained to zero, i.e. f;.r =0. The
individual elements of the mobility matrix Y (w) are determined as the complex
ratio of the rectilinear or angular velocity response v;(w) to a single force or moment

excitation fi(w), given by,

vi(w)

Ylk(W) ) fk(w) f

(2.2)

izk=0.
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The individual mobility elements Yj,(w) are invariant and remain unchanged if ad-
ditional DoFs are considered in the matrix [13, 14]. In that respect, the mobility
may be measured in the actual assembly or even determined from the individual

sub-components, which forms the basis of dynamic sub-structuring.

To describe the dynamics of a MIMO system with multiple excitation and response
DoFs, the mobility elements in Eq. (2.2) may be organised in a more convenient ma-
trix formulation Y (w). Regarding the input (force) and output (velocity) DoFs, a
distinction is made between positional and coordinate-DoF. Whilst the former refers
to the spatial position on the structure, the latter accounts for the orientation in a
defined global coordinate system such as a Cartesian system. Typically, measure-
ment at a single positional-DoF may account for six coordinate-DoFs!; x, y, and
z-translation, alongside their rotations «, (, and . Therefore, the mobility ma-
trix may contain elements with the response measurement directly at the excitation
location (identical positional and coordinate-DoF') or response measurements some-
what remote from the excitation (different positional and/or coordinate-DoFs). For
collocated excitation and response DoFs, such as (i = k), the so-called ‘driving point
mobility’ is arranged on the main diagonal of Y (w). Otherwise, non-collocated exci-
tation and response measurements, i.e. (i # k), are referred to as ‘transfer mobility’.

Considering the mobility elements, Eq. (2.1) may be rewritten more explicitly as,

U1 Yii Yo - Y, f1
V2 | Yor Yoo o Yo, f2 (2.3)
Um | le YmZ Ymn i fn

Note that for convenience, the frequency dependence (w) is omitted in Eq. (2.3).
Each applied excitation (f1,..., f,) will result in a mobility vector, including m re-
sponse DoFs (vy,. .., v, ). Each vector may be arranged as a column of the mobility
matrix Y (w) e C™™, thus considering additional response DoF m expands the num-
ber of rows. In practice, the matrix may include more responses than force inputs

or vice versa, resulting in a complex, non-square mobility matrix.

To obtain a complete mobility matrix for a MIMO structure, its excitation can prove

problematic, particularly in practical scenarios where access may be limited (e.g. in

L Of these, the exact measurement of angular velocities and moment excitations is particularly
challenging. Experimental techniques to account for rotations in the mobility measurement are
outlined in Sec. 2.3 without requiring specific hardware.
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an engine bay or for encapsulated structures). For LTI systems, the principle of
reciprocity may be invoked to interchange the position of response and excitation,
ie. Y, =Y,I (“I’ denotes matrix transpose), so as to simplify a transfer function
measurement [15]. As such, an ideal mobility matrix has to be symmetric about
the main diagonal, a property often employed in experimental testing to validate
the quality of measured FRFs using correlation-type quality assurance criteria such
as FRAC/PAC [16]. For transfer paths that can not be characterised by direct or
reciprocal FRF measurement, e.g. response and excitation positions are both in-
accessible, indirect methods may be applied to determine the full mobility matrix.
The ‘round-trip identity’ (see Sec. 3.2) presented by Moorhouse et al. [9] allows de-
termining driving-point FRFs from relocated (easy-to-access) remote measurements
on the structure. Sec. 3.4 extends previous work into a more generalised formulation
and proposes an indirect approach for transfer FRFs. It is important to note that
the correct position of an excitation is essential to obtain an accurate mobility mea-
surement. With anti-resonances being dependent upon the excitation and response
position, the experimental uncertainty of these measurements is subject to the skill
of the experimentalist, i.e. hammer inaccuracy. To this end, the International Or-
ganisation for Standardisation (ISO) provides guidelines for the measurement of

mechanical mobility in [17-19].

Analysis of the passive properties may also include vibro-acoustic (also: structural-
acoustic) FRFs,

Hu(w) - 22 (2.4
w(W) |,

determined as the complex ratio of the radiated sound pressure response p; (ex-
pressed in the unit Pa) to the single force excitation fj (expressed in N). Struc-
tural and vibro-acoustic FRFs can straightforwardly be combined? in Eq. (2.3), as
both types of responses are force-induced. Reciprocal measurement of vibro-acoustic
FRFs, however, is far from trivial and requires specific hardware, e.g. acoustic exci-
tation by a volume-velocity source and response measurements using accelerometers
[20]. However, as with structural FRFs, any correctly measured reciprocal vibro-
acoustic FRF can be transformed into its direct analogue, assuming LTI conditions

are met and proper mathematical conversions may be applied as required.

2 Note that the general notation H(w) is used to denote vibro-acoustic matrices, which collectively
includes vibro-acoustic noise, H;i, and structural transfer functions, Y;x. Instead, Y (w) explicitly
refers to mobility matrices with the same quantities throughout all rows and columns.
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Note that the following discussion is based on the mobility concept, with the depen-
dence on radian frequency w omitted for clarity. For brevity, modifications to include
vibro-acoustic FRFs are straightforward but not explicitly shown. It is stressed that
any other FRF notation (e.g. receptance or accelerance) can be converted into mo-
bility functions; definitions for the complex ratio of displacement or acceleration
responses to the structural excitation and their relation are shown in Table2.1 [21].
It is standard practice to obtain the mobility function from acceleration response
measurements. Here, integration in the time domain corresponds to a multiplication

by (jw)~! in the frequency domain.

Table 2.1: Commonly used frequency response functions along their relations. The
mobility can be found from the accelerance/receptance: Y, = A;r/(jw) = jw Ry [21].

Symbol Name Unit Constraint ‘ R Yir A
Ry, Receptance  (m/N) Ffin-0 1 (Jw)?t  —w?
Yi Mobility  (ms!/N)  Fp0 | Jjw 1 (jw)!
Ay Accelerance (ms2/N) % lfec0 | w2 jw 1

2.1.2 Impedance and Inverse Frequency Response Functions

The impedance function Z(w) is the inverse counterpart of the mobility description,
defined by,

f(w) =Z(w)v(w) feC" veC™and ZeC™™. (2.5)

In practice, measurement of the impedance matrix is often impractical, if not impos-
sible. Velocities are applied one at a time to each investigated DoF, whilst responses
at all remaining DoFs are constrained to zero, v =0, i.e. the structure is not
allowed to respond freely [22]. The elements Z(w) of the impedance matrix are
determined as the complex ratio of the force or moment response f;(w) to a single

rectilinear or angular velocity excitation vy (w), given by,

_ filw)

Zi
k:(W) Uk((.d) o

(2.6)

Due to practical challenges in the direct measurement of Eq. (2.6), the impedance

is often obtained through the inversion? of the mobility matrix, Z(w) = Y(w)™*.

3 For a square matrix (n = m), a unique solution is found through the inverse mobility matrix,
provided that Y (w) is full rank. For a non-square matrix, i.e. (n # m), the classic matrix inverse
may be interpreted as a Moore-Penrose pseudo inverse [23], leading to a least squares solution;
here, the explicit notation ‘*’ is omitted for brevity.



Chapter 2. Review of Structure-Borne Sound Characterisation 16

Unlike the invariant mobility, the impedance elements Z;;.(w) depend on the number
of observed (blocked) DoFs [13]. This difference has profound implications for the
in-situ blocked force approach discussed later on and indicates why the mobility

formulation is often preferred, if not the only choice in the experimental setting.

Nonetheless, impedance formulations are popular within frequency-based dynamic
sub-structuring methods [24], e.g. classical impedance coupling (also referred to
as primal formulation), or the in-situ characterisation of resilient elements |25, 26].
Similar to the mobility expression, the impedance may be related to the dynamic

stiffness or effective mass, as shown in Table 2.2.

Table 2.2: Definition of the mechanical impedance and related frequency response func-
tions. The impedance can be converted: K;i = jw Z or My, = Zy/(jw) [21].

Symbol Name Unit Constraint ‘ K Z; M;
. K; Dynamic stiffness (N/m) g—; =0 1 jw  —w?
S Z Mechanical impedance  (Ns/m) g—k im0 | (Jw) 1 Jw
g :
= M, Effective mass (Ns?/m) Qf—k Fip=0 w2 (jw)t 1

2.2 Independent Source Characterisation

In TPA, the source activity and the passive properties of the system are characterised
separately. Although numerical models can determine the structural properties with
reasonable accuracy, the active mechanisms that induce vibratory excitation often
lay outside their capabilities. This section considers experimental source character-
isation in its full complexity (i.e. multi-contact, multi-DoF) as an alternative to
modelling the internal mechanisms. The fundamental aim is to describe the active
source behaviour to allow for predictions of an operational response in some other
scenario. In NVH engineering, a suitable characterisation method often needs to
address additional requirements, e.g. comparing one source with another or to a set

limit and quantifying changes in a design optimisation context [27].

For the characterisation of an air-borne source, sound power Ly, based methods
meet the above objectives through a single value (frequency dependent) quantity,
which have been standardised and subsequently adopted within the industry [28, 29].
Characterisation of their structure-bone counterpart, on the other hand, is more than
often a complex procedure, owed in part to the strong mechanical coupling between
the source and the connected receiver structure. As such, power-based methods

are proposed, where the source is mounted to a standardised receiver structure
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(e.g. reception plate method [30, 31]), to adopt standard air-borne procedures for
structural sources [32]. Moreover, a line of research focusses on structure-borne
source characterisation methods, including: operational force [33, 34|, pseudo force
[35], source descriptor [36], characteristic power [27], free velocity, and blocked force,

to name a few.

These characterisation methods are typically categorised as either direct or indirect.
Direct methods are the most straightforward in terms of their implementation, as the
target quantity is directly obtained by experiment. In contrast, indirect approaches
infer the target quantity from other quantities that can be measured more conve-
niently or accurately (often using inverse approaches). Depending upon the method
employed, the determined quantity may provide an independent source description,
i.e. it is insensitive to what the source is connected to. An independent quantity is
an intrinsic property of the source, and therefore unaffected by any structural modi-
fications made to its assembly. It is only with the independent characterisation that
experimental data from different test settings can be interchanged (hypothetically,
they are fully correlated) in a physically representative manner. In the following,
these methods will be referred to as ‘independent’ characterisation of structure-borne
sources. In contrast, conventional characterisation methods (e.g. source description
by contact forces) depend on the dynamics of the connected receiver, and therefore
the obtained description is only valid for the source-receiver installation in which it

is characterised.

This thesis concerns the development and implementation of a fastTPA method-
ology, emphasising that the source description must be obtained in a transferable
manner. This objective motivates the employment of independent techniques for
a multi-DoF characterisation of the operational source activity. There exist two
fundamental (independent) quantities; the blocked force and the free velocity. Both
quantities provide a detailed (multi-DoF') description of the individual translational
and rotational contributions as opposed to a collapsed single (frequency-dependent)
variable often used in power-based methods like characteristic power. The direct
measurement of these quantities is, however, less well adopted, not because of greater
complexity, but due to their experimental difficulties as outlined in Sections 2.2.1 and
2.2.3, respectively. Ignoring these practical limitations, recent work by Moorhouse
et al. [37] introduced an in-situ approach to determine the blocked force using an in-
verse method. This most common approach for independent source characterisation,
specified in ISO 20270:2019 [38], is discussed in Sec.2.2.2. Although not explicitly
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outlined, the hybrid interface method |7, 39, 40] is an alternative method that allows
indirect measurement of the blocked force involving flexible receiver structures. It
involves measurement of the contact force or steps in which the source needs to be

disconnected from the receiver, adding uncertainty due to the required dismantling.

2.2.1 Direct Measurement of the Blocked Force

The blocked force is defined as the reaction force present at the source-receiver
interface (¢) of an active sub-structure (A) when the velocity (also acceleration and

displacement) response at the coupling interface is constrained to zero (i.e. blocked),

FA,c = fC,c |Vc’c =0 (27)

where the over-bar accent has been introduced to denote a blocked force, as opposed
to a contact force. In the above, upper-case subscripts ‘A’ and ‘C’ represent the
source sub-structure and the coupled assembly, respectively; the lower-case subscript
‘¢’ denotes the coupling interface DoFs that separate the source and receiver sub-
structures. Note that both f-. and v¢ . are properties of the coupled assembly, fA,C
may be read as the blocked force at the interface (¢) of the source. By blocking the
interface DoFs (¢), the blocked force provides an invariant source quantity, unaffected
by the dynamics of a coupled receiver (B), i.e. the blocked force characterises the
structural source activity as an independent property of the vibration source [41].
Direct measurement of the blocked force requires rigid termination at the interface
to sufficiently constrain interface dynamics; in practice, an approximation may be
obtained over a limited frequency range at the cost of a large, impractical test rig.
For complex multi-point connected structures, this requires force transducers to be

placed between the source and the (purpose-built) rigid foundation [42].

2.2.2 In-Situ Blocked Force Approach (ISO 20270)

It was shown by Elliott and Moorhouse et al. in [37, 43, 44] that the blocked force
may be acquired ‘in-situ’ (i.e. without dismantling the source from its intended in-
stallation) through an inverse procedure whilst the source is coupled to an arbitrary
receiver. The in-situ blocked force approach is quite similar to an inverse contact
force synthesis and has recently been standardised in ISO 20270:2019 [38]. Prior to
the experimental characterisation, the source (A) of the assembly has to be identi-

fied; that is, the location of the source-receiver (active-passive) interface (c) has to
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be defined. At the chosen interface DoFs, the blocked force provides an independent
description of the vibration generating mechanisms within the structural source.
Typically, the interface is defined at a physical coupling connection (e.g. bolts, ma-
chine foots, flanges, etc.) clearly separating the source and receiver sub-structures,
i.e. somewhat remote from any internal source mechanism. This location is often
chosen for convenience and may vary depending on the desired level of complexity.
Alternatively, a ‘virtual interface’ may just as well be defined internally to the source
sub-component, perhaps near each internal excitation mechanism (e.g. belt pulley,

bearing shells, etc.) or over an enveloping surface that encloses these mechanisms.

The blocked force is acquired through an inverse procedure using measurements
performed with the source in its intended installation; thus, realistic mounting and
operation conditions are retained. It has since been acknowledged that the in-
situ blocked force relation is a special case of the theorem on the representation
of equivalent fields of forced vibrations in a composite elastic system, proposed by
Bobrovnitskii [45]. Considering in-situ measurements at the defined interface, the

blocked force relation is given by,

Interface blocked force relation:

fA,C = Y;‘ch VC,ca (28>

where YC,CCG(C”Xn is the square and symmetric driving-point mobility matrix mea-
sured at the contact interface (c¢), and Viea € C™ is the corresponding operational
velocity vector at (¢) (note that accelerance and acceleration may be used in place of
mobility and velocity). Therefore, the characterisation of the blocked force f 4.€C"
requires a two-stage measurement in which source (A) and receiver (B) remain con-
nected. In part 1, the source is turned off, and the passive assembly properties
are measured, that is, the mobility matrix Yo, of the assembly. In part 2, the
source is operated, and the operation velocity v, is measured at the interface
DoFs, collocated to the previous FRF excitations. Care should be taken during the
measurement of Y, ., as the inverse in Eq. (2.8) of poor experimental data (e.g.
inconsistency in the input data [46]) is likely to increase the chance of unacceptable
errors. Such errors vary significantly depending on the case, e.g. the experimental
uncertainty of roving hammer tests is highly subject to the skill of the experimen-

talist. Although there exist numerical techniques to minimise large uncertainties, it
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is recommended that effort be spent acquiring reliable experimental data, instead of

relying on such post-processing techniques [47, 48].

Often FRF and operational velocity measurements at the defined interface can prove
to be problematic, particularly in practical scenarios where access may be limited.
In this case, Eq. (2.8) may be rewritten to obtain the blocked forces vector, f 4 ., from
receiver-side measurements at remote DoFs (b), further downstream of the defined

interface (c),

Remote blocked force relation:

fac= [Ych,ch Ve,ba (2.9)

thus providing separate blocked force relations for coupling interface and receiver-
side remote DoFs. The transfer mobility Y, € C™*" relates the remote DoFs (b),
at which the velocity v, € C™ is measured, to the coupling interface DoFs (o),
where the blocked force is defined. Implementation of Eq. (2.9) requires the same
two-stage procedure as above, however, operational responses are measured at non-
collocated DoFs (b) away from the interface. If more convenient, the FRF matrix
can be measured reciprocally, as Y, = Yg’cb. This allows the FRF matrix to be
measured without having to excite the interface, instead, excitations are relocated to
accessible remote DoFs (b). To acquire a determined solution, the number of remote
DoF (n, = m) must be equal to the defined interface DoF (n.=n), that is, (m =n).
However, Eq. (2.9) does facilitate over-determination by including additional remote
DoF (b), resulting in the inverse of a non-square FRF matrix. For (m > n), the
Moore-Penrose pseudo-inverse [23|, denoted by ‘+’, may be used in place of the
standard matrix inverse, leading to a least-squares solution of the inverse problem,

likely to reduce inversion errors when implemented correctly.

In case access is unrestricted, the interface relation and its remote counterpart may
be used together, i.e. the DoF set (b) may include the interface DoFs (c) as a subset.
This provides an over-determined relation, where Egs. (2.8) and (2.9) are combined

by means of a partitioned matrix and vector,

General blocked force relation:

+
— Y
fA,c :[ Ccc ] [ VC,ca :| (21())
YC,bc Voa
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where the combined FRF matrix formed from Yo and Yo, is € C (n+m)xn and
the corresponding velocity vector from v, and v, is € C(#m) [21]. All three
equivalent in-situ blocked force expressions presented above provide an independent
source characterisation to account for practical scenarios where measurements prove
problematic or may be improved by over-determination. Since its introduction and
validation in [37], the in-situ blocked force approach has been widely adopted within
industry, e.g. for the characterisation of automotive components [49-53|, building-
mounted wind turbines [54, 55] and the optimisation of compressors [53, 56-58|, to

name a few.

2.2.3 Direct Measurement of the Free Velocity (ISO 9611)

Unlike the direct blocked force measurement, where the interface response is con-
strained to zero (i.e. blocked), the free velocity requires the source to be uncoupled
and freely suspended [59]. Its characterisation is specified in ISO 9611 [60], where a
direct procedure is outlined to approximate the free velocity for resiliently mounted
machinery. The free velocity v, ,,€C™ is defined as the operational response at the

interface (¢) of an active, freely suspended source (A),

{/A,ca :VA,ca|fA’C:O (211)

without external forces f4 . being applied to the sub-structure. As such, the free

velocity is an independent property of the source.

Although ISO 9611 provides a simple measurement procedure, operational tests un-
der a freely suspended condition are often impractical, if not impossible. To approx-
imate free suspension, the source needs to be operated when mounted on resilient
mounts (isolators) separate from any rigid support. In practice, this prohibits char-
acterisation of most sources running under load [50]. Moreover, similar to the direct
measurement of blocked forces, acquiring free velocity only applies to sources that
can physically be separated from an installation. Besides, potential variation in the
mounting conditions between characterisation and intended installation (e.g. static
pre-load, local distortion or additional stresses) may introduce considerable exper-
imental uncertainty to the true free velocity. Although the free velocity is widely
accepted within the structural dynamic community, to the extent that it has been

standardised, practical challenges prevent its industrial application. Nevertheless,
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studies for virtual acoustic prototyping and the prediction of structure-borne noise

emission from resiliently mounted machinery can be found in [1, 61, 62].

To avoid free mounting or load-less operating conditions, the free velocity vector

may be obtained via the blocked force vector (or vice versa),
{’A,ca = YA,cc ?A,c (212)

where Y 4 .. € C™" is the free mobility matrix of the unconstrained coupling inter-
face DoFs. Also, it was shown by Moorhouse et al. [9] that the free velocity may be
obtained from in-situ operational methods conducted under representative mount-
ing conditions, partly avoiding the need for free suspension. A similar relation is

presented in Sec. 3.5 via the application of the generalised round-trip identity [63].

2.3 Rotational Degrees of Freedom

For an independent source characterisation via the in-situ blocked force or the free
velocity converted into its equivalent blocked quantity, the ‘source strength’ (i.e.
structural source activity) is defined at the source-receiver interfaces. In theory, there
is no limitation on the number of interfaces being solved for, assuming sufficient con-
ditioning of the inverse problem and that the assembly remains locally linear during
its characterisation. The connecting interfaces (¢) are typically represented by point-
like contacts, assuming that the structure surrounding the interface behaves rigidly.
In a Cartesian coordinate system, each point-like* interface includes six coordinate-
DoFs: x, y, and z-translations, along with their axial rotations, «, 3, and . For
mechanical systems, translations and rotations (coordinate-DoFs) are often associ-
ated with force f and moment (or torque) 7 excitation or rectilinear v and angular v
velocity response, respectively [64]. As such, each defined interface (positional-DoF)
may be characterised by a blocked force vector, f = {Tx,?y,fz,?a,ﬂg,i,}rr eCS. To
account for these interface DoFs, translational and rotational FRF terms need to be
considered in the in-situ blocked force relations Egs. (2.8) - (2.10).

Therefore, a complete source description accounts for a full FRF matrix, including

translational, rotational, and cross terms (e.g. rectilinear response linked to moment

4 Approximation of point-like contacts is valid over a particular frequency range, beyond which
simplifications of the continuous connectivity are no longer acceptable. An experimental example
for a flexible extension of 6-DoFs rigid coupling is given in Sec. 7.5.3.
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excitation or vice versa). For a single pair of translational and rotational DoFs (e.g.
fo, and 7o excitation; vo, and 1)y, response), the assembly’s driving-point mobility

matrix at the interface (c¢q) (positional-DoF (0)) is given by,

Yoo = [ YC,UOfo YC,UoTo :| (2.13)
7 Y,
C:"l}()fO C,l[)o‘l’o
YC,UO fo = 1}_3 o force mobility

0

with Youom = 7 fa=0 cross mobility

_ %o .
YC,¢ofo " Jolry=0 cross mobility

- % -
Yc,%m = | Fo=0 moment mobility

where, 79 and 1y represent the applied moment and resultant angular velocity, re-
spectively. Each matrix element of Eq.(2.13) is defined by the complex ratio of
kinematic response to the single force or moment excitation. It is important to
note that Eq.(2.13) considers a single pair of translational and rotational DoF.
The full matrix at this positional-DoF is Y, ,,€ C%¢ and includes the coordinate-

DoF of the complete excitation vector, f = {f,, fy, f.,Ta, 73,7, }T, and the responses,

V= {Uwa Uy7 Uy, ¢a>¢ﬂ>¢w}T'

However, very few guidelines exist for the experimental description of a coupling
interface. Also, the measurement of rotational FRF terms is considerably more
complex than their translational counterparts [64]. That is to say, practical chal-
lenges have led to a near-routine neglect of rotational DoFs within industry. For this
reason, it has become standard practice to describe an interface by three transla-
tional DoFs; z, y and z in an attempt to balance experimental effort with accuracy.
In practice, one triaxial sensor at each interface and simple force excitation in the
sensor’s directions are sufficient to obtain a 3-DoFs (incomplete) blocked force source
characterisation (compare Eq. (2.8)). According to Moorhouse and Elliott [65], how-
ever, the importance of rotational DoFs to accurately predict structure-borne trans-
mission should not be understated. Also, in the inverse of a mobility matrix, all
significant translations and rotations should be included to obtain a representative
impedance matrix (Y !y = Z¢o9) [66]. Unlike mobilities, the impedance function is
not an invariant property of the structure and thus subject to the other impedances

in the matrix [13].
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To obtain a complete source characterisation, this section outlines different estab-
lished techniques to account for rotational DoFs with the use of minimal additional
hardware. Alternative methods using a twin shaker arrangement [67, 68|, magne-
tostrictive exciters [69, 70|, synchronised hammers [71], or structural modifications

[72] are not considered.

2.3.1 Equivalent Multi-Point Connection

Perhaps the simplest approach to account for translational and rotational DoFs is to
extend the common 3-DoFs point-like connections by including additional coupling
points in the proximity of the same interface. The equivalent multi-point connection
(EMPC) method, as its name implies, considers coupling of multiple translational
FRFs to account for rotations implicitly. In practice, sensors are placed at the so-
called interface indicator DoFs (positional-DoFs) in an area (locally rigid) near the

interface to couple all translational and rotational directions [73].

The EMPC approach is often chosen due to its straightforward implementation and
routine employment in practice, e.g. using 3 tri-axial sensors at the positional-
DoFs (c1) - (¢3) (not in line) as depicted in Fig.2.1a [74]. As such, the interface
description has redundancy; a set of 9 indicator DoFs (blue arrows) is included,
yet only 6 are physically present (assuming the negligible distortion of the planes).
The translational FRFs at each indicator point (yellow sphere in Fig.2.1b) may be
obtained from excitations (red arrows) applied close to the sensors or directly on
the sensors’ surfaces. This way, the 6-DoFs interface connection is represented by
a 9 x 9 multi-point FRF matrix Y¢ .. € C*9. To retain a plausible description of
the interface dynamics, it is proposed to discard the 3 smallest singular values from
the multi-point FRF matrix Y¢ . when its inversion is performed. In this simple
regularisation, the least significant singular values are rejected since the dominant
singular values (i.e. singular value 1 through 6 for rigid coupling) are likely to
represent the independent interface modes, while lower-order values are typically
composed of measurement error and noise [46]. Note that in the theoretical case,
there are 6 non-zero and 3 zero singular values, corresponding to the redundant
modes. We assume that this situation will be approximately reproduced in a non-
ideal case (i.e. experimental scenario), hence the justification for discarding the 3

smallest singular values.
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(a) Top view: Sensor responses (blue ar- (b) Excitation measurements (red arrows)

rows) at indicator points (¢; — ¢3). close to/on the sensors’ surfaces.

Figure 2.1: Equivalent multi-point connection by considering 9-DoFs translational cou-
pling at 3 indicator points (¢; — ¢3) in the proximity of the interface. The source-receiver
setup contains: REPS - source (A); mounting fixture - receiver (B); multi-point tri-axial

sensor array - coupling interface (c).

The EMPC defines the coupling points at the measurement positions, and as such,
a different sensor arrangement yields a new (hence incompatible) interface descrip-
tion. Physically, the measurements from different assemblies can only be combined
when using exactly the same EMPC sensor/excitation configuration; otherwise, the
interface DoFs would not line up, resulting in considerable errors. Furthermore,
the EMPC interface description is typically incompatible with other measurements
due to its implicit nature. The matrix regularisation by means of a singular value
truncation retains the reduced interface dynamics, in theory, 6 rigid displacement
modes. However, the interface DoFs cannot be identified in the corresponding FRF
matrix, as the various rows and columns (here: Y¢ . € C%9) are not assigned to

explicit coupling DoFs.

Concluding, the EMPC method allows for quick multi-DoF coupling that can easily
be adapted to replace a standard 3-DoFs single-point description. The incorporation
of multi-point connections within in-situ approaches has proven to enhance coupling
results; some notable examples include response predictions in the same assembly
[2, 75] or different virtual environments [56, 57]. However, most diagnostic and pre-
dictive tasks, as of TPA, require an explicit calculation of the rotational components,

particularly within the field of contribution analysis [6].
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2.3.2 Finite Difference Approximation

Rotational DoFs can be approximated from translations measured at closely spaced
points at known distances from each other. The finite difference approach (also re-
ferred to as central difference |76]) requires translational excitation and responses,
separated by a finite distance, to allow for both moment excitation and angular ve-
locities to be approximated without directly measuring or applying either. Without
requiring any modifications to be made to the structure under investigation, the
finite difference approach offers a convenient way to include rotational DoFs in the

source description, while using only standard measurement equipment.

The finite difference approximation for a positional-DoF (¢) is illustrated in Fig. 2.2a.
In this example, the translational x-coordinate-DoF and its axial rotation v, together
with their related cross mobilities (compare Eq. (2.13)), are of particular interest.
Note that coordinate subscripts are omitted for brevity and instead replaced by the
corresponding indicator index (c¢o — ¢3). Here, the indicator positions (ci,cs) are
already aligned in the global Cartesian coordinate system (x, y, z) with a math-
ematically positive orientation. Moment excitation 7y is generated by the pair of
applied external forces, f; and fs, at two positional-DoFs centred about ¢y, thus
effectively using the structure’s separation distance Ay as a lever |77|. Similarly, the
angular velocity 1, can be obtained from a spaced accelerometer pair separated by
a finite distance 2 A,,.

Compared to a driving-point measurement with direct force excitation at (¢g), off-
centre measurements at either (c¢;) or (cz) will result in a superposed response,
including translational force and angular moment contributions. However, in the
spaced setup, force and moment excitation may be separated, allowing to determine
the individual mobility terms of Eq. (2.13). Following the typical sign convention,
the force f; (see Fig.2.2a) causes a positive moment at (cg), whereas fy generates
an equal but opposite moment excitation. The force excitation may be extracted
by the averaged sum of both excitations, as the opposite moment terms cancel at
co- The averaged difference of f; and f,, in contrast, cancels the contribution of the
aligned forces, resulting in an expression for the moment excitation only [66]. Similar
considerations apply to the spaced response measurements to separate translational

and angular velocities.
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(a) Top view: Response (blue arrows) and (b) Cross-like element instrumented with 4

excitation (red arrows) positions facilitating bi-axial sensors to obtain full 6-DoF kine-

2-DoF finite difference approximation. matics at the REPS mount.

Figure 2.2: Finite difference configuration for the approximation of the interface dynam-
ics at the REPS mount (¢p) from response and excitation measurements at the indicator
DoFs (c1) and (c2). The source-receiver setup contains: REPS - source (A); mounting

fixture - receiver (B); cross-like element - coupling interfaces (c).

As shown by Sattinger® |76], and later by Elliott et al. [77], translational, rotational
and cross terms in Eq. (2.13) may be approximated from the translational mobilities

(i.e. driving-point and transfer FRFs) measured at (¢;) and (¢2) according to,

Y, +Y, +Y, +Y

” L _Cuf Cia f Cv1 f Cv2 f:

YC,vofo o 1f1 2f1 7 1f2 2 f2 (2.14)

f/ " _YC,vlfl + YC,vzfl B YC,vlf2 + YC,vzfQ (2 15)
Cyo fo 4N, :

f/ ~ _YC,vlfl B YC,vzfl + YC,vlf2 + YC,vzfQ (2 16)
CvoTo 4Af :

v Youn " Youn “Youn T Yous (2.17)
Caboro ™ 4A, Af :

where, Y indicates the finite difference approximation. In the experimental setting,
just two excitation and response measurements are required to simultaneously de-
termine the force and moment driving-point mobility, together with their related

cross terms. The above formulations in Eqs. (2.14) - (2.17) are theoretically correct

® In [76], Sattinger also addressed the ‘forward difference’ and ‘backward difference’ to facilitate
rotational approximation from alternative non-centred measurements. For brevity, only the
‘central difference’ approach, here referred to as the finite difference approach, is considered,
potentially having the widest practical application.
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and may be re-written in a more convenient matrix form,

Y Y 11 11
Yowso Yowrn [_| 2 2 |[Yown Yown||2 ~2; (2.18)
% % _ 1 1 |ly % 11 '
Co fo Ciporo 20, 24, Cv1 f2 Cafa1L2 2A ¢
or more compactly as,
Yoo =B, Yo B} (2.19)

. Bv = Bf for Av = Af
with _
Yeooo=Yeop +H

where B, and B are the transformation matrices for the rectilinear /angular velocity
(row based operation) and force/moment (column based operation) approximation,
respectively. However, with respect to the practical implication of finite difference
approximation, the obtained (transformed) mobility matrix ?0700 is not strictly
identical to the theoretical solution. One example for errors may be a non-linear
behaviour, present when over-exciting a structure with an impact hammer, in which
local deformation dissipates a part of the impact energy. For this reason, the error
term p is added in Eq.(2.19). An explanation of its meaning is provided in the
following. Note that the approximation in Eq. (2.19) is not limited to driving-point
measurements. Instead, transfer mobilities may be considered with spaced responses
and/or excitations at non-collocated DoFs. For instance, to obtain translational
and angular responses, the transfer FRFs may be pre-multiplied by B,,, whilst post-
multiplication by By yields a one-sided transformation of translational force and
moment excitations. For the convenient case where A, = A; (e.g. direct force
excitation on the sensors’ surfaces), the transformation matrices B, and By are, in

fact, identical.

Conceptionally, the formulated approximation in Eq.(2.19) applies to the trivial
case considering two coordinate-DoF at a single positional-DoF. However, the ex-
perimental setup can be extended to larger problems. An example for a full 6-DoF
characterisation is illustrated in Fig.2.2b, where a steering system is coupled to a
representative receiver structure via cross-like elements. An explicit notation of the

transformation matrices can be found in the experimental case study in Sec. 6.2.

For simplicity, a detailed validation of the finite difference approach is provided by

Elliott et al. [77] alongside a numerical error analysis; neither will be presented here.
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This error analysis for an analytical beam indicated that approximation errors are
directly proportional to the separation distances (A,, A¢) and frequency whilst being
inversely proportional to the mobility magnitude and bending stiffness [44]. That
said, the error associated with the finite difference technique defines a lower/upper

frequency bound for a robust approximation at a given separation distance:

» At lower frequencies, the measured translational FRFs (centred about the point
of interest) become too similar®. Thus the calculated difference from a pair of
spaced mobilities (close to identical) introduces noise. A larger sensor/excita-
tion spacing may resolve and/or shift low-frequency noise below the frequency

range of interest.

» At high frequencies, the limit is defined by the breakdown of the local rigid
behaviour, as the bending wavelength becomes comparable to the total sen-
sor/excitation spacing (i.e. 2A, or 2Ay) [77|. Largely spaced excitations load
the interface in a flexible manner, therefore, responses contain rigid and flex-
ible contributions. Smaller separation distances reduce the effect of flexible
interface motion and extend the upper-frequency limit, however, the transfor-
mation becomes more sensitive to experimental errors (e.g. misalignment or

absolute errors on the position).

In practice, a working frequency range is defined by the conflicting high and low fre-
quency requirements of the separation distance. The residual term p in Eq. (2.19) in-
dicates such uncertainties associated with the finite difference approximation. Com-
pared to other techniques (see Sec.2.3.3), the finite difference approach clearly pro-
vides a more robust but less flexible transformation method for the explicit calcula-

tion of translational and rotational contributions.

2.3.3 Virtual Point Transformation

The virtual point transformation may be considered a generalisation of the finite
difference approximation, whereby the responses and excitations can be positioned
rather arbitrarily at chosen indicator DoFs. The virtual point approach, proposed by
van der Seijs et al. 78], relies on the kinematic relations between a set of indicator

DoFs at the interface and a defined ‘virtual coupling point’ at which the translational

6 Especially at low frequencies, where the bending wavelength is very large compared to the
accelerometer spacing, the measured mobilities at both sensor positions are close to identical.
Comparing such mobilities in the finite difference operation results in a noisy, unstable mobility
approximation [66].
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and rotational DoFs are determined. Clearly, the virtual coupling point may be
defined near a physical interface or at any representative location where the interface
truly is (e.g. at the inaccessible centre of a steering system mount, see Fig.2.3).
With a user-chosen virtual point, this approach requires exact knowledge of each
sensor/excitation position and orientation with respect to the associated virtual
point [21].

The virtual point transformation defines a set of interface displacement modes
(IDMs) per coupling interface (i.e. virtual point DoFs) and projects the surrounding
indicator DoFs onto this subspace [79]. Fig. 2.3 shows the indicator response (blue
arrows) and excitation (red arrows) measurements mapped onto 6 coordinate-DoFs
in the virtual point (yellow sphere), also referred to as rigid interface modes. The
somewhat arbitrary FRF matrix between these indicator DoFs is denoted by Y ¢ .
The theoretical concept to obtain the IDMs is shown in Fig.2.3a, where the kine-
matic relations are described for two indicator DoFs, (¢1) and (c¢g), in the proximity
of the virtual point (c¢g). Note that the following derivation uses a notation, which

may differ from the original publication’s convention [78|.

(a) Top view: Relations between response (b) Instrumentation with 3 tri-axial sensors

and excitation measurements at different in- and 9 excitations grouped around the vir-

dicator DoFs and the virtual point. tual point to obtain full 6-DoF kinematics.

Figure 2.3: Virtual point transformation to map user-chosen response (blue arrows)
and excitation (red arrows) measurements onto the virtual point DoFs (¢p). The source-
receiver setup contains: REPS - source (A); mounting fixture - receiver (B); virtual point

(¢p) with the coupling interface centred in the REPS mount.

Starting with the response transformation, the sensor IDM matrix R, e R™*6 maps

the local response vector v, € C™ measured at multiple interface indicator DoFs
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(c1,...,¢m) onto the generalised motion vy in a virtual point, including a residual

term p. The following relation is obtained,
- : - O S S R &
v =R, Vo + with Vo = {Uozaon,Uowwoaﬂﬂogﬂﬂow} eC®  (2.20)

where R, contains the orientation and relative position of the sensor responses de-
fined in the virtual point coordinates (equivalent to the previously defined separation
distance A,). A complete derivation of the virtual point equations is presented by

van der Seijs et al. [10] alongside detailed information on how to construct R,.

Note that the IDM matrix R, needs to be full rank for an independent characterisa-
tion of all 6-DoFs per virtual point. In theory, a pair of tri-axial sensors may measure
6 response DoFs; the transformation from two indicator positions (positional-DoFs)
will result in a linear dependence. The two sensors are unable to describe the ro-
tational motion around the axis spanned between them, regardless of their position
and orientation. Instrumentation in practice, therefore, requires a third sensor (over-
determined), such that the three sensors span a surface in proximity to the virtual
point. Whenever the interface reduction is over-determined, i.e. the number of
measured DoFs (standard practice: 9 indicator responses) exceeds the set of virtual
point DoFs (6-DoFs assuming a locally rigid interface), the residual p may become
non-zero. This typically indicates a ‘flexible’ behaviour of the interface as the in-
dicator responses are not in the subspace of the rigid modes defined in the virtual
point. A consistency criterion to identify flexibilities in the transformation process
is outlined in Sec.2.4.2.

Similarly, for a typical configuration with 9-12 excitations (c1,...,c,) per virtual
point (see red arrows in Fig.2.3b), the indicator vector f, e C™ can be transformed

to a set of virtual point forces and moments £y, defined by,
- . _ o
fU :R}—‘fn with fO = {foz?f0y7f0277_0a77—0577_0,Y} EC6 (221)

where the force IDM matrix R;eR™*6 contains the information about the direction
and the relative distance of each indicator excitation with respect to (c¢g). Note that
Eq. (2.21) requires no residual term p, as the virtual loads” are, in fact, a direct

result of the applied indicator forces [78].

7 Unlike velocities, forces at the indicator positions cannot be obtained from known virtual loads
in a unique transformation (fo —f,). To exemplify this, different force combinations (indicator
DoFs) applied to a cantilever beam can generate the same moment at its fixed end (virtual
point). The other way around, the calculation of virtual loads from applied forces at known
positions and orientations is straightforward and obtained without a residual term.
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Finally, the indicator FRFs Y¢ ,, can be transformed into a virtual driving-point
matrix Y o using an inverse formulation of Egs. (2.20) and (2.21). Note that both
IDM matrices, R, and Ry, facilitate over-determination, i.e. if the number of indica-
tor DoFs can exceed the virtual point DoFs, resulting in the inversion of a non-square

matrix. Thus, the inverse is obtained applying the Moore-Penrose pseudo inverse,

%=[R'R,] 'R v, with B, eR%™ (2.22)
———
B

v

f, =R, [RTR;] & with B eR™S (2.23)
| ——
BT

f
where [R;F R, ]_1 R represents the pseudo-inverse of R, and v is the least-squares
solution, i.e. minimising the squared error term expressed as the Euclidean norm
| vin = Ry Vg [[5. The transformation matrices B, (row operation) and B, (column
operation) denote the sensor and excitation transformation matrices, respectively, as
constructed from the IDMs. They are equivalent to the finite difference approxima-
tion in Eq. (2.19), however, the indicator measurements are not restricted to spaced
DoFs centred about the point of interest. This is because the virtual point transfor-
mation matrices contain information about the relative DoF coordinates (position
and orientation) with respect to the chosen virtual point (thus vector information),
whereas finite-difference approximation assumes spaced measurements at a given
distance. As such, the virtual point can be redefined in a post-processing step (by
amending the IDM matrices) to establish a physically compatible interface position,
which is a considerable advantage in dynamic sub-structuring. Note that the formu-
lations above may easily be extended to include a weighting matrix to assign each

indicator DoF a certain importance in the transformation process, see [80].

The two transformations in Egs. (2.22) and (2.23) allow determining a 6 x 6 virtual
point FRF matrix ?C,OO from the measured m x n indicator matrix Y ¢y,

Vor = Y f (2.24)

n

¥ =B, Y¢,.. B} £ with Y00 =B, Yo, BT - (2.25)

It is stressed that not all interface connections can be properly described by simple
point-like contacts considering rigid interface modes. This is of particular interest
for assemblies comprising continuous or larger connecting surfaces. In such a case,

the IDM matrices R, and R; may be augmented to consider flexible behaviour if
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desired [81]. Although not derived here, Sec. 7.5.3 outlines the flexible extension of
the 6-DoF interface description.

This section emphasises the characterisation of rotational FRFs, however, all trans-
formation principles may also be applied to operational measurements (e.g. direct
blocked force or free velocity characterisations). In the following derivations, and
throughout the remainder of this thesis, the explicit notation of the transformation
matrices will be dropped, unless otherwise specified. Instead, the interface descrip-
tion (by its FRF matrix) is assumed to account for 6 coordinate-DoFs. For brevity,
vectors that collectively include forces and moments will be referred to as ‘load vec-
tors’ (e.g. the term ‘blocked forces’ is used herein interchangeably with the term
‘blocked loads’).

2.4 Uncertainty in the Interface Description

Assuming each source-receiver contact behaves rigidly, the measurement of a com-
plete FRF matrix requires excitations in 6 coordinate DoFs; x, y and z translations,
alongside their corresponding rotations. Experimentally, this type of measurement
is often restricted by the impracticality of applying a controlled excitation in a par-
ticular direction (e.g. in-plane or moment). These practical challenges have led to a
near-routine neglect of in-plane and rotational interface DoFs, potentially resulting
in an unrealistic blocked force description of the source. More than often, a subset
of interface DokFs is of particular importance to characterise the vibratory excitation
and its propagation; thus, assumptions can be made to simplify the measurement
procedure. With this in mind, the ability to assess the experimental error of a given

setup and, therefore, understand the uncertainties involved is essential.

In recent work, guidelines for instrumentation to reduce uncertainty are given in |82,
83|, and [84] provides a framework for evaluating uncertainties in the blocked force.
This section outlines three measurement quality indicators to assess experimental
uncertainties; on-board/transferability validation, transformation consistency, and
the Interface Completeness Criterion, to obtain and apply an experimental blocked
force vector with confidence. Together, likely sources of error can be identified,
and measures of their severity provided. Although we will consider the concepts of
validation, consistency and completeness primarily from a blocked force perspective,
it is stressed that many of these challenges apply equally in the context of dynamic

sub-structuring (coupling and decoupling).
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Other quality indicators, e.g. the classic coherence function, reciprocity checks or
analysis of the SNR, are considered basic requirements and are not explicitly out-
lined. The Measurement Consistency Criterion (MCC) proposed by Meggitt et al.
[46] indicates inconsistencies in the blocked force characterisation, introduced by the
two-stage procedure; passive FRF properties and operational measurement. Any
change in the passive properties between the two measurement stages (e.g. stiffen-
ing may occur during operational loading) will lead to an imperfect cancellation and
resonant-artefacts in the blocked force vector. However, implementation of the MCC
is often impractical due to freely suspended measurements involved in its calculation
and thus not explicitly outlined as it requires future research efforts. Note that the

MCC is not related to the transformation consistency presented in Sec.2.4.2.

2.4.1 On-Board and Transferability Validation

The perhaps most straightforward approach to assess the uncertainty associated
with the experimentally determined blocked force is to use them in the prediction of
some known quantity. One example, commonly referred to as ‘on-board validation’
(OBV), employs the in-situ blocked forces to predict additional velocity responses
at the validation DoFs (d) within the same source-receiver installation (C). The
OBV is an essential part of ISO 20270:2019 [38| to estimate uncertainties in the
in-situ blocked force measurement procedure. In Eq. (2.10), the blocked force vec-
tor is determined via a set of operational responses at the coupling interface (c)
and/or remote indicator DoFs (b). Subsequently, the validation responses v¢ 4, are

predicted via the transfer FRF matrix Y ¢ 4. measured in the same assembly.

On-board validation:

_ ' _ '
Veda = Yc,dc fac with Veda = VC,da (2.26)

These predicted responses, v 4., then are compared to the actual measurements
of the operational response at (d) to assess errors included in the blocked force
vector, even for complex technical applications. These reference velocities V¢ 44
are recorded during the blocked force measurements, thus allowing for a realistic
prediction to be made under identical operational conditions. It is important to
note that the selected validation DoFs (d) are not used in the in-situ blocked force
characterisation, i.e. d¢{c,b}, whilst being as linearly independent as possible from

those indicator DoFs. That said, the validation sensors are located downstream of
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interface (¢) somewhat remote, yet not too far distant, to still establish a reliable
phase relationship between the blocked force excitation and the resulting response
(d). As such, the OBV is often used as an indicator of whether sufficient remote
DoFs (b) (i.e. degree of over-determination) have been accounted for in the inverse

blocked force characterisation.

Due to its invariant property, the blocked forces can be transferred between assem-
blies for a prediction procedure similar in concept to that of on-board validation.
The transfer into a secondary assembly tests the independent nature of the blocked
force, which has implications for the completeness of the interface description. A
more thorough discussion on the concept of interface completeness is presented in
Sec.2.4.3. The ‘transferability validation’ procedure considers the blocked force
vector from one assembly, denoted by the subscript (C;), to predict operational

validation responses in a different source-receiver installation (Cy).

Transferability validation procedure:

Blocked force calculation in assembly (Cy),

_ v, |
{facko, = [ YCI’“ ] { e } (2.27)

C1,bc V01 ,ba

and prediction of the validation response in assembly (Cs),

VCg,da = YCg,dc {f&c}(cl) with i}Cg,da S VC’g,da (228)

The transferability validation requires the vibration source (A) to be removed from
the original assembly (C;) and transferred to another (Cs), where the forward trans-
fer FRFs Y ¢, 4 and the reference velocities v, 4, are measured. As such, the valida-
tion responses at (d) are linearly independent from the blocked force measurements
at (c¢) and/or (b), However, the comparison between prediction and reference re-
quires repeated active (operational) tests in different assemblies, where a lack of

repeatability may introduce additional uncertainty to this validation procedure.

To avoid such errors, the ‘operational’ source excitation may be replaced by an ‘ex-
ternal force’ to simulate the active behaviour of the source component. In practice,
the validation procedures in Egs. (2.26) and (2.28) consider artificial excitation ap-
plied to the source sub-structure via an instrumented hammer or shaker whilst the
source is turned off. Often, validation of the true operational response (e.g. of elec-

tric motors, pumps, etc.) consists of multiple sharp tonal components, which may
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be hard to compare visually. Instead, broadband excitation is free from such tones
and favoured over operational validation, since errors associated with FRF matrix
inversion can only be detected at sufficiently excited frequency ranges. Although
the external source excitation arguably provides a simpler validation procedure, the
unrealistic blocked force vector (i.e. changed interface contribution) may not reflect

the uncertainty of the operated source.

2.4.2 Transformation Consistency of Indicator DoFs

The transformation approaches outlined in Sec. 2.3 require multiple response and
excitation measurements to approximate translational and rotational point-like cou-
pling. Unless rotations are accounted for implicitly, the exact position and orien-
tation of each indicator DoF are essential to obtain representative results at the
defined interface point. As such, the classic coherence function may provide mean-
ingful insights into the measurement quality of single FRFs, however, successful
implementation relies heavily upon dynamically plausible data sets. To this end,
the measurement consistency at each interface evaluates the geometry of the sensor
and excitation points used in the transformation matrix, particularly useful for high
channel counts. In theory, the sensor/excitation consistency indicates if the inter-
face behaves rigidly (represented by 6-DoFs), but often serves a less sophisticated
purpose and identifies ‘non-consistent’ responses/excitations in the transformation.
Due to the different nature of the indicator measurements, the consistency of the
sensor responses and the force excitations are evaluated separately. It is important
to note that consistency relates to the geometry and the dynamics shared between
the indicator DoFs and the defined virtual interface point. However, it does not de-
scribes the degree to which the coupling interface has been correctly represented, e.g.
whether enough DoFs have been included (this concept of completeness is outlined
in Sec. 2.4.3).

Overall and Specific Sensor Consistency

The sensor consistency function, originally proposed in [73] as an indicator for locally
rigid behaviour, evaluates the consistency of the response channels in the proximity
of the interface. The measured indicator responses implicitly contain rigid but also
flexible motion (i.e. 6+ DoFs) of the interface, whilst after the transformation,
the interface behaviour is typically represented by 6 rigid DoFs. For the sensor

consistency, the translational and rotational dynamics at the virtual interface may,
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again, be expanded onto the indicator sensors and compared to the original measured

respomnses.

The consistency of the indicator sensors is evaluated from a single artificial excitation
foa, = {0, <0, foa, 0, -, O}T on the assembly’s source sub-structure. The source-
side excitation (a;) is applied somewhat remote from the interface to ensure rather
global responses v, at the indicator DoFs with a reasonable signal contribution
in all directions. Pre-multiplication with the transformation matrix B, (row based
operation) maps the translational indicator responses onto the virtual interface,
typically defined by 6 rigid interface displacement modes. For flexible phenomena,
often due to measurement errors, the residual p will become non-zero (Egs. (2.19)
and (2.20)). In an expansion step, the virtual responses (rigid 6-DoFs) are pre-
multiplied by B to approximate the indicator responses v ., , applying modal
filtering as the residual flexible behaviour is mathematically discarded. The original

indicator vector v, and the filtered velocity response v, . are defined as [10],

A T
VC,caz- = {UC,clai7 ] vC’,cm,-’ ) UC,cncai} = YC,ca fC,ai (229>

~ A [~ ~ ~ T o4
VC’,cai - {UC’,Clai7 ] ’UC’,ciai? A vC,chai} - Bv BU YC’,ca fC’,ai (230)

The modal filtering performed by the reduction and expansion step effectively re-
moves any flexible behaviour by reconstructing the indicator responses from 6 virtual

DoFs, L.e. Vi 0 =V e, — B

The response vectors, as defined in Egs. (2.29) and (2.30), consider a single excita-
tion DoF (a;). In theory, a single excitation may be sufficient to characterise the
sensor consistency, however, multiple forces each applied in a different direction and
position (ai,as,...,a,,) may generate mutually independent excitations to excite
all independent vibration modes at the interface (¢). In this case, the vectorised re-
Sponses, Vo oy = {VC’,ca17 Vereazr -+ VCcan, }T and v ., = {{/C,cal’ Veeas 0 Vican, }T
may be used in place of Veea, a0d Vi -, respectively. To quickly determine if the
complete data set is dynamically plausible the norm of the two velocity vectors v, ,

and Vi,ea CAN be evaluated,

|| {/C,ca(w) ”

Von@ | (231

Py (W)

where the overall sensor consistency Py, . 18 bounded between 0 (no consistency) and

1 (full consistency). High consistency, indicated by Pv.. (w) =1, suggests that all
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indicator sensors are correctly calibrated, positioned, and orientated; otherwise, an
incorrect geometrical transformation of at least one channel would reduce the overall
consistency. A value Py, (w) < 1 suggests some form of inconsistency. A consistency
drop may be expected at higher frequencies, as it indicates flexible interface modes
due to the breakdown of locally rigid behaviour [78]. Consequently, an accurate
interface description would require an extension of 6-DoFs point-like contacts to the

flexible regime [81].

It is important to note that the overall sensor consistency, although able to indicate
inconsistency, is unable to determine its principal cause (e.g. whether it’s due to an
incorrectly connected measurement channel or simply experimental error). Instead,

the sensor specific consistency uses an expansion of the spectral coherence function,

1 for x =y

A (z+y) (@ +y*) with coh=141/2 forxly (2.32)

2(zz* +yy*)

coh (z,vy)

0 for x = -y

to evaluate differences between two complex frequency-domain spectra, x,y € C.
Eq. (2.32) returns a scalar value bounded between 1 and 0, allowing for an objective
comparison of phase and amplitude differences in Egs. (2.29) and (2.30). For a

selected response channel ¢; € (¢q,...,c,,), the specific sensor consistency is given

by,

pvcﬁ%ai (LU) = coh (f)C,ciai (w)7 UC,ciai (W)) UC,ciai € VC,ca . (233>

The sensor specific expression allows evaluating the consistency of each individual re-
sponse channel in the context of the full transformation [10]. As such, off-positioned
and problematic sensors can be identified and either corrected or rejected for the

transformation process to improve measurement consistency.

Overall and Specific Excitation Consistency

Similarly, the consistency can be defined for the indicator excitations, emphasising
the experimental accuracy associated with shaker or repeated instrumented hammer

testing.
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The excitation consistency evaluates the measured indicator FRF vector y, . with
its back-projected (filtered) equivalent Ycae- The transfer FRFs are directly ob-
tained from the indicator excitations fo., at ¢; € (c1,...,¢,,) and a remote re-
sponse measurement on either sub-structure, here a source-side DoF (a;). Post-
multiplication with the transformation matrix B ’ (column based operation) projects
the original indicator forces in y, , . onto 6 virtual loads at the interface. The filtered
expression y., . may be obtained by post-multiplication of B%, i.e. the indicator

forces after projection on the rigid virtual DoFs,

yC,aic é {yC,aiq? M) /yC,aici? M) yC,aicnc} € YC,ac (234)
SIC,aic é {?jC,aiclv A ?jC,aicﬂ MR gC,aicnc} € YC,(zc Bf B} : (235>

The forward and subsequent backward transformation in Eq. (2.35) separates a set
of filtered indicator excitations associated with a rigid load case. The flexible be-
haviour, often due to interface loading by the applied forces, ends up in the residual

w and is filtered out, i.e. yo, .=V, t+ H-

Egs. (2.34) and (2.35) consider a single source-side DoF' (a;). This response location
has little dynamical significance and is simply required to observe the filtering effect.
Instead, multiple mutually independent responses a;€(ay,...,a,,) may be used for a
more robust observation of all indicator DoFs. In this case, the vectorised mobilities,

yC,ac = {yC,alc7 yC,agc’ ] yC,anac} and yC,ac = {yC’,alc’ yC,agc7 Tty yC’,anac} may be
used in place of y, . and y . ., respectively.

To get a quick indication of the excitation consistency, the norm of the filtered and

original FRF terms can be compared,

” S’C,ac(w) ”

1Y ae(@) |l (239

pfc’c(w) =
which yields the overall excitation consistency Ps,, bounded between 0 and 1.
Each individual indicator DoF can be evaluated using the coherence formulation
in Eq. (2.32) to identify problematic and non-consistent excitations. The excitation

specific consistency is given by,

'Ofcyci (w) = coh (gc,aici ((U), yC,aici (w)) yC,aici € yC,ca (237)
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where yq .. and y .. are the directly measured and projected FRFs in Eqs. (2.34)
and (2.35), respectively.

A poor overall consistency (see. Eq.(2.36)) over the entire frequency range may
reflect one or more troublesome excitations in practice. Instead, a sudden drop
at higher frequencies indicates that the indicator excitations cannot be represented
by 3 forces and 3 moments due to the breakdown of locally rigid behaviour. For
instance, some indicator excitations have been positioned too far away from the
defined interface, causing flexible loading. More often, errors associated with Pr,,. < 1
are position and orientation errors. In such cases, Eq. (2.37) may be used to relocate
problematic excitations, correct entries in the transformation matrix or reject specific
indicator DoFs. Implementation of the consistency analysis will be demonstrated
throughout Chapters6 and 7, whilst Sec. 7.7 considers the sensor consistency as a
means of a ‘post-processing fix’ to improve the FRF results of a single-sided virtual

point transformation.

2.4.3 ICC — Interface Completeness Criterion

Pertaining finally to the challenge of identifying erroneous source data from incom-
plete descriptions of the coupling interface, an interesting solution to the interface
completeness problem is provided by Meggitt et al. in [46, 85|. Derived from in-situ
blocked force theory [37] and relationships for coupled structures [9], a coherence-
style criterion is proposed to assess the completeness of a given interface description
adopted in a source characterisation (i.e. the number of DoFs used). Based on the
notation of the modal assurance criterion [16], this so-called Interface Completeness
Criterion (ICC) is defined as,

Interface Completeness Criterion:
© (yle VHI?
Y6, (YED)|

c @ H ci @5 H
Y(C',z)la (Yé})la) Y(C,b)la (Yé,b)la)

ICC,, = (2.38)

with Yg Z)la =Yep0 Yoo Yoo  reconstructed through DoFs (c;).

The coherence-style ICC,,, estimates the degree of model uncertainty presented in a
given incomplete interface description through the mathematical blocking of a trans-

fer function measured between a set of source-side DoF, (a), and a single receiver-side
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DoF, (by). In the above, the measured vector Ygila contains the dynamics of the

actually coupled structures, that is, the complete set of interface DoFs (¢). The
equivalent vector Y(ch)la is predicted by considering only the known interface DoF's
(¢i), i.e. neglecting inaccessible/unknown DoFs (in-planes, rotations, etc.), which
are not accounted for in the interface description. The frequency-dependent crite-
rion is thus bounded between zero (no interface coupling is considered) and one (all

coupling DoFs are accounted for, that is, Yg Zla = Y(cc,zé))la)-

In case multiple remote DoFs (b) are of interest, the FRF terms in Eq. (2.38) can
be vectorised, e.g. Y(ch)a = [Y(C’C,Z)legié;)ga? . ,Ygiz)nba], to obtain an overall ICC,,
[46]. Still, the source-side DoFs (a) considered in the ICC are unlikely to coincide
with the true excitation DoF of the source (0). In order to excite all significant
modes of the coupling interface DoFs, it is recommended to excite the assembly at
multiple, not coinciding directions to obtain a multidirectional artificial excitation

representative for the intended operation and source mechanisms.

In the context of source characterisation, the ICC enables us to validate imposed
assumptions, such as the neglect of rotational or in-plane coupling DoFs, in the at-
tempt to reduce the measurement effort of the in-situ blocked force. Also, in the
analysis of coupled structures with larger connection surfaces (i.e. continuous in-
terfaces), it is standard practice to approximate interface coupling by a number of
point-like contacts (based on points per wavelength arguments) [75]. In both cases,
this criterion may be used to check whether sufficient coupling DoFs have been in-
cluded in the source characterisation setup yielding an indicator for the completeness
of the experimental data intrinsic to the source. A practical application of the ICC
will be presented later in Part IV to indicate incompleteness due to physically ab-

sent DoFs and experimental error. Further applications of the ICC can be found in

1, 75, 86].

It is interesting to note that the mobility product [YC bre, Yacici YC’W] in Eq. (2.38),
which corresponds to the transfer FRF Y(Ccz)la, can be seen to form a ‘round-trip
identity’ [9]. This identity will be discussed next in Sec.3.1, focusing on indirect

system identification rather than completeness.
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2.5 Introduction to Transfer Path Analysis

Transfer Path Analysis is a general term used to describe a series of experimental
diagnostic and predictive methods to analyse the propagation of noise and vibra-
tion in complex built-up structures, as outlined in the introductory discussion in
Chapter 1. It has become an essential engineering tool in developing, refining, and
troubleshooting sources in their intended installation [33|. The principal aim of TPA
is to provide the engineer with guidelines for product changes in a design optimi-
sation context, e.g. by identifying the most significant contribution paths of sound
and vibration. Over the years, many TPA variants have been proposed, differing in
their implementation to reduce time and experimental effort, usually at the expense
of the level of detail and confidence. A comprehensive review of their history and

development can be found in the general framework for TPA [4].

Common to all variants is that an assembly is subdivided into active and passive
components, the dynamic properties of which are determined separately from one
another. TPA aims to identify the individual contributions of an active source to
the total response at some specified target position, e.g. vibro-acoustic contribu-
tions from the steering gear to the target sound pressure probes in the vehicle cabin.
Therefore, reliable TPA measurements must 1) correctly describe the excitation in-
duced by its active source and 2) determine the structural and/or vibro-acoustic
transfer paths through which they contribute (i.e. the assembly’s passive proper-
ties). This separation of active and passive components can help resolve if a noise
issue originates from extensive ‘source strength’, the structure’s sensitivity to prop-
agate and radiate the induced vibrational energy, or a combination of both. The
principles on how to characterise the active and passive properties have been intro-

duced throughout this chapter.

Regarding the transmission, a distinction is made between airborne and structure-
borne contributions from an active source. Airborne sound relates to the sound pres-
sure directly emitted by the source structure. On the other hand, structure-borne
contribution considers vibrations transmitted over the structural interfaces onto the
connected receiver; the latter propagates the induced vibrations and/or radiates
sound. Although TPA may account for both contribution types, this thesis concerns
the structure-borne transfer problem. The most popular structure-borne TPA vari-

ants are often categorised in three different groups; classical TPA, component TPA,
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and transmissibility-based TPA. In the following sections, the source-receiver model

is introduced, followed by a brief discussion on the main TPA groups.

2.5.1 Source - Interface - Receiver Model

This section presents a brief description of the coupled subsystems alongside the
notation of the defined DoFs. The general concept of structure-borne transfer path
analysis adopts the source-receiver model shown in Fig. 2.4. In this specific example
(and of principal interest in this thesis), the source is characterised by blocked loads

as part of component-based TPA.

In the assembly (C), an active sub-component (A), containing some sort of internal
source mechanism (0) (e.g. electric motors, meshing gears, etc.), is connected to
the passive receiver (B) (e.g. mounting bracket, body panel, etc.). When operated,
the source exerts dynamic forces and moments, through the coupling interface (c)
(active-passive), onto the receiver; the latter simply propagates the induced vibration
and/or radiates sound. Assembly (C) also contains remote locations on either side
of the coupling interface, i.e. a set of source-side DoF (a), receiver-side DoF (b),
and some target DoF (d) on the receiver. The DoFs (a), for instance, may describe
the position of artificial excitation on the source (the TPA concept applies equally
to passive structures however they are excited), whilst operational responses at (b)
are typically used to infer the unknown interface loads. The target DoFs (d) may
contain structural and/or sound pressure responses and are often used for validation

or evaluation purposes (e.g. subjective and objective ratings at the driver’s ear).

source (A) receiver (B)

assembly (C)
Figure 2.4: Source-receiver model used in component-based TPA to identify dominant

source contributions to a particular response (d).



Chapter 2. Review of Structure-Borne Sound Characterisation 44

In this example, the source sub-structure is characterised independently using blocked
loads pr Irrespective of its complexity, the source description must provide an ac-
curate estimate of the excitation induced by its active components. The matrices
Y4 and He 4 characterise the assembly’s passive properties (i.e. its response at
(d) to a unit excitation at (¢)) to predict the contribution of each interface load
to the total operational response at (d). Note that other TPA variants may use
a modified source-receiver model (e.g. contact forces instead of blocked loads or a
dual interface to account for resilient coupling (compare Fig.3.2)) other than the

one shown in Fig. 2.4.

2.5.2 TPA Categories and Workflow

This section provides a brief overview of the different TPA methodologies without
theoretical derivation. Variants include classical- |5], in-situ- [6], operational- [8],
component-replacement TPA [87|, among others, most of which can be categorised
into three groups shown in Fig.2.5. Originally presented in [4], the TPA workflow
may be defined by the following steps: 1) operational tests with an active source;
2) determination of the assembly’s passive properties, i.e. structural and/or vibro-
acoustic FRFs; 3) characterisation of the interface loads; 4) prediction of partial
contributions. Depending upon the method employed, some steps may be performed

in an arbitrary order or are omitted entirely.

1) operational test 2) FRF measurement 3) interface loads 4) path contributions
(active source) (passive properties)
. o) ~ . . , contact loads; , contact loads x FRFs
é classical TPA assembly (C) passive receiver (B) specific to (C) of (B)
)
2 I'PA o blocked loads x FRFs
<:V component- - active source (A) isolated  in-situin assembly (C) ¢ independent blocked of ()
E based TPA or in assembly (C) or from components loads; property of (A\)/AP ® blocked loads x FRFs of
S a virtual assembly (C,)
S transmissibility- - i e - ) | , partial contributions
based TPA assembly (C) transmissibility from measurements on (C) from transmissibility of (C)
fast TP A
o ... ) FRFs of (C) determined g~ unknown blocked loads g blocked loads from 3)
fastTPA assembly (C) from known blocked loads for operational test 1) x FRFs of (C) from 2)
TPA workflow ~ known blocked loads of fastVAP @ known blocked loads
—> VAP workflow the controlled source (A) as x FRFs of (C) from 2)

Figure 2.5: Stepwise workflow for the three TPA categories and the proposed concepts
of fast TPA and fast VAP used as diagnostic and predictive tools, respectively [4].
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Note that in TPA, the forward FRFs for the contribution analysis 4) are directly
measured on the same assembly. It is then used as a diagnostic tool (green arrow)
to identify the dominant contributions to an operational response. In the context
of component-based TPA, the forward FRFs can describe some new assembly (that
not necessarily exists physically) and is predicted using, for example, dynamic sub-
structuring (i.e. measurements of each individual sub-component are mathemati-
cally coupled to make up the assembly). The analysis is then used as a predictive
tool (red arrows), referred to as virtual acoustic prototyping (VAP), providing a
response prediction in a modified or ‘virtual’ assembly. How to contextualise the
proposed fastTPA (and fastVAP) within Fig. 2.5 is discussed in Sec.2.5.3.

Classical Transfer Path Analysis

Classic TPA performs operational tests on the assembly (C) to obtain a set of contact
forces at the source-receiver interface (¢). These forces represent the active source,
that is, they fully determine the responses on the connected receiver (B). However,
the contact forces obtained are dependent upon the dynamics of the receiver struc-
ture, meaning they are only valid for the source-receiver assembly in which they are
acquired. Therefore, the effect of structural modification cannot be investigated,
as it would require new operational tests for each design change. To calculate the
system responses at the target DoFs (d), the contact forces fp . are applied to the

interface of the separated sub-component (B), given by,
Veda = YB,dc fB,c . (2.39)

Classical TPA is rather time-consuming and often impractical to apply. The as-
sembly needs to be dismantled for FRF measurements on the uncoupled receiver,
e.g Yp 0 and later refitted for operational tests. The decoupling can induce ex-
perimental uncertainty on the TPA model due to the varying coupling conditions

leading to unrealistic predictions.

The perhaps most prominent classic TPA approach is the matriz-inverse method
[34, 47, 48, 88]. For large-scale and heavyweight systems (e.g. ship machinery or civil
testing), direct contact force measurements |5] are often preferred with transducers
mounted directly between the active and passive components. Alternatively, the
transducers can be replaced by resilient elements to determine the interface forces

using their dynamic mount stiffness [89-91|.
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Component-based Transfer Path Analysis

Unlike classical TPA, which is typically used for diagnostic tests, component-based
TPA methods also serve as a predictive tool. The active source is characterised inde-
pendently using blocked loads; the description at the interface (¢) does not depend
on what the source (A) is connected to (i.e. they are transferable) [37]. This means
that component-based TPA methods can predict the noise and vibration in complex
built-up structures that might not exist physically, referred to as virtual acoustic
prototyping [92]. Once f A 18 characterised, the contribution to a target response
is determined using assembly transfer functions, e.g. Y ,., measured between the

coupling interface and the chosen DoFs,
VC,da = YC,dc FA,c . (240)

In a more general case, the effect of structural modification can be predicted us-
ing dynamic sub-structuring to construct Y ;. from its sub-components, therefore,
these methods are referred to as component-based TPA [93|. If the blocked loads
are determined using the in-situ approach (compare Egs. (2.8) - (2.10)) developed
in [37], dismantling the assembly can be avoided, and measurements obtained under
realistic mounting conditions. Termed originally ‘In-situ source path contribution
analysis’ by Elliott et al. [6], the in-situ TPA (also: blocked force TPA) has gained
popularity within the structural dynamic community due to the reduced experi-
mental effort with no impact on reliability. Alternatively, the blocked loads can
be characterised using the methods discussed in Sec. 2.2, namely: hybrid interface
approach |7, 40|, direct measurement [39], or the free velocity converted into blocked
loads [1, 60]. Note that component-based TPA can also be defined by a set of non-
unique pseudo-forces applied on the outer surface at some source-side DoFs (a). In
fact, the blocked force may be considered a special case of the pseudo-force method,
where pseudo-forces are applied directly to the interface [35]. It is often difficult to
compare the pseudo-forces of different sources due to their dependence upon mea-
surement position, and additional measurements are required to obtain meaningful

path contributions.

Transmissibility-based Transfer Path Analysis

The previous TPA categories have in common that interface loads describe the
active source, whilst FRFs characterise the transmission paths through which they

contribute. If the mere purpose of TPA is to identify dominant contribution paths,
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transmissibility-based analysis between sensors can replace the FRF measurements.
Transmissibility-based TPA avoids explicitly determining interface loads; instead,
the partial contributions can be obtained from transmissibilities between sensors
positioned along the transmission path. Transmissibility is defined as the complex
ratio of operational velocities (also forces or mobilities) at different positional-DoFs,

e.g. near the coupling interface (¢) and some target DoFs (d),

VC’,da = TC,dc VC,ca : (241)

Although the transmissibility is subject to the sensor positions, it offers clear identifi-
cation of the frequency regions of amplification and attenuation between those DoFs.
Operational TPA [8, 94-96] has received much attention, as the transmissibility only
requires operational tests of the source, reducing time and effort. Accelerometers
need to be positioned at the path references (i.e. source-receiver interface) and
the target DoFs to include all possible transmission paths for a realistic prognosis.
Whilst T, ;. allows characterising the partial contributions corresponding to the in-
terface DoFs, interface loads are not explicitly calculated. This makes it unclear if
a dominant contribution is caused by an excessive load (active) or a sensitive path
(passive). To determine interface loads, operational path analysis with eXogeneous
inputs (OPAX) (97, 98] combines operational and classical TPA principles. As such,
operational measurements are used to estimate the mount stiffness parameters for a

detailed contribution analysis.

Other TPA Extensions

In response to evolving demands, methods have been under continuous develop-
ment, some of which cannot be clearly categorised due to their specific purpose.
Others may be considered an extension of the TPA methods discussed in Fig. 2.5
for a more detailed analysis beyond the conventional transfer path problem. For in-
stance, the component replacement-TPA (CR-TPA) proposed by Meggitt et al. [87]
begins with an assembled structure and considers the replacement of an individual
component, e.g. a substitute isolator. Component-based TPA methods typically
limit such structural modifications to receiver components. Any source-side changes
(i.e. upstream the interface) are prohibited, as they would alter the operational
characteristics (i.e. blocked force) and thus invalidate any response measurements
made thereafter. In contrast, CR-TAP attempts to update an existing assembly

using a transmissibility-based structural modification (so-called transmodification
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matrices) to simulate a sub-component replacement within the defined source. To
this end, CR-TPA is considered an extension of the in-situ TPA, one that enables

upstream and downstream (from the interface) structural modifications.

Another example is the internal TPA (also referred to as blocked force transmis-
sibility TPA) proposed by Zabel et al. 99, 100] to analyse the contribution of a
vibration generating mechanism to the blocked loads at the defined source-receiver
interface. An operational transmissibility relation is characterised between responses
at the source-receiver (secondary) interface (¢), and some internal DoFs (primary
interface) positioned upstream. As such, blocked loads determined at (¢) can be re-
lated to these internal DoFs via the transmissibility. Like the CR-TPA, this internal
contribution analysis extends the in-situ TPA procedure by identifying dominant

contributions of the source mechanisms (0).

2.5.3 History and Classification of FastTPA

This section categorises the fast TPA in the context of the TPA framework. Although
not related to the proposed method, a ‘fast TPA’” approach was mentioned before by
van der Auweraer in [101] (for differentiation, the novel proposed method is denoted

‘fast TPA’, omitting the space character).

In this earlier form, the fast TPA aimed to quickly assess dominant sources or
subsystems, i.e. to roughly locate a vibration source in an assembled structure
rather than a detailed analysis of each load and path. The fast TPA procedure was
developed to complement typical operational troubleshooting measurements (i.e.
responses at the subsystems and the target DoFs) without additional instrumen-
tation. On the assembled system, additional FRFs are measured between some
source-side DoFs (a) (often associated with the connecting interface of the differ-
ent subsystems) and the response locations. Using the matrix-inverse approach,
so-called ‘add-on forces’ are characterised at the excitation points (a), which are
used to predict each sub-component’s contribution to the target (add-on forces x
propagating FRFs) [102, 103]. The somewhat arbitrary add-on forces are similar to
the pseudo-force definition and have no significant physical meaning. Clearly, these
forces depend on the position and orientation of the FRF measurements and upon
the number of source-side DoFs (i.e. columns of the assembly FRF matrix). In a
simple analysis, dominant subsystems can be identified by comparing the associated

add-on forces and their partial contributions to an operational response. In fact, fast
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TPA is similar to the in-situ TPA procedure, however, the assembly FRFs are not
strictly defined in different coordinate-DoFs at the coupling interface in an attempt

to simplify the measurement.

In this thesis, a novel fastTPA procedure is proposed, which follows similar objec-
tives, that is, quick system diagnostic with minimal additional hardware. Addi-
tionally, incorporating the independent blocked force relation offers the ability to
determine interface loads and their individual contribution paths. The fastTPA
procedure combines the principles of component-based TPA and operational system

identification in two steps:

1. In a calibration measurement, a controllable source is installed in a calibration
setup, e.g. test rig, a fixture, or any other type of experiential setup. The
blocked loads are characterised at the coupling interface, independently of the
connected receiver, when the source is operated under controlled and suffi-
ciently reproducible conditions. Therefore, the first step employs independent

source characterisation, similar to the source description in component-based
TPA.

2. In the subsequent system identification, the controlled source is installed in
a target assembly. When operated under the same controlled conditions, the
source is essentially used as a calibrated (multi-DoF) vibration exciter. The
source induces vibrations equivalent to its intrinsic blocked loads into the tar-
get receiver via all existing coupling DoFs. With simple operational measure-
ments, structural and/or vibro-acoustic FRFs can be determined between the
coupling interfaces (known blocked force excitation 1.) and the chosen re-
sponse DoFs (based on transmissibility principles). In other words, FRFs are
obtained by relating the known blocked forces from the calibration step to the

corresponding response measurements in the system identification stage.

The FRFs (2.) can be combined with the known blocked force (1.) to construct a
virtual acoustic prototype, referred to as fastVAP, or incorporated in a component-
based in-situ TPA. The latter uses the FRFs (2.) to replace conventional mea-
surements with instrumented hammers or shakers in the target assembly. Using a
controlled source in the context of TPA is denoted as ‘fast TPA’ due to the significant

time advantage.
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To this end, the fastTPA approach is conceptually similar to other component-based
TPA approaches but relies on the transfer of blocked loads between assemblies.
Therefore, previous chapters focused on the independent and complete characteri-
sation of the source. In the following, the derivation of the fastTPA is presented in
Chapter4, based on the transmissibility concept and the round-trip identity. The

latter refers to an indirect measurement procedure which is outlined in Chapter 3.



Theoretical Concept of

System Identification

source (A) receiver (B)

assembly (C)



Framework for Round-Trip
Identity

Independent source characterisation and system identification rely on the complete
determination of the FRF matriz, including in-plane, rotational and cross terms. In
practical applications, test structures may not allow FRFs to be measured directly
due to the impracticality of applying a controlled excitation in a particular direction
(e.g. in-plane), the inability to measure rotational dynamics (e.g. moment exci-
tation), insufficient SNR between excitation and response DoFs, or simply due to
restricted access.

The following chapter presents a framework for indirect measurement of structural
dynamic properties of coupled structures and their separated sub-components. A gen-
eralisation of the round-trip identity is introduced for the indirect characterisation

of driving-point and transfer FRFs, forming the basis for fastTPA.
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3.1 Introduction to Indirect FRF Determination
Using Ideal Excitations

Whilst the in-situ blocked force relation has gained popularity within the structural
dynamic community, a complete characterisation (i.e. translations and rotations at
multiple contacts) is undeniably inconvenient to implement as it requires operational
and complex FRF measurements of the coupled assembly. Typically, driving-point
and transfer FRFs of a structure are determined by employing roving instrumented
hammers or shakers. With either kind of FRF measurement, its excitation can prove
problematic, particularly in practical scenarios where access is limited. However, the
correct position of an excitation is essential to obtain accurate FRF measurements.
This is particularly so when considering diagnostic methods such as TPA or the
related discipline of noise and vibration predictions in virtual assemblies [1, 50]. In
these applications, it is well known that small errors, for example, due to inaccu-
rate excitation positions, can lead to large uncertainties in the identified forces and
corresponding response predictions [46]. This sensitivity highlights the challenges

commonly encountered when characterising structural dynamic systems.

Unlike excitations, general response measurements are not considered problematic.
Piezoelectric accelerometers, relatively compact in size, or miniaturised MEMS (mi-
cro electro-mechanical system) sensors can easily be placed even on complex ge-
ometries or if access is restricted [52]. In some cases, the principle of reciprocity
may be invoked to interchange the position of response and excitation so as to sim-
plify a transfer function measurement [20]. Often, reciprocal FRF measurements
are not possible because both the response position and at least a subset of the cou-
pling interface DoF are inaccessible for excitation. Hence, there is a need for indirect
methods with the ability to relocate excitations to more convenient locations remote

from inaccessible interfaces.

In response to this, Moorhouse et al. [9] proposed a relation for coupled structures,
which was later termed the ‘round-trip identity’. Since then, the round-trip concept
has been under continuous development and employed in various applications, e.g.
the ICC presented in Sec.2.4.3. Given the above discussion, the remainder of this
chapter presents a framework for the round-trip identity. Concepts for indirect
characterisation of structural properties are presented based on ideal excitations
(i.e. impact or shaker testing), including a novel generalised round-trip relation for

inaccessible FRFs and noise reduction of long distance transfer paths.
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3.2 Single Interface Round-Trip Identity

In a laboratory environment, test rigs may be specifically designed to facilitate
unrestricted interface access for driving-point FRF measurements, so that problems
due to insufficient excitation positioning can be avoided. This, however, is generally
not the case for most functional components when mounted in-situ (e.g. in an engine
bay or other types of encapsulated structures). It was shown by Moorhouse et al. [9]
that relocation of such inaccessible interface excitations could be achieved through
the round-trip identity (note that the term ‘round-trip identity’ was introduced in

[65] but not used in the original publication [9]).

The round-trip identity establishes an indirect relationship between the driving-
point FRFs Y¢ .. at a coupling interface (¢), and the transfer functions surrounding
it (see also [104]). This identity allows the reconstruction of driving-point FRFs at an
interface between connected sub-structures from relocated (easy-to-access) remote
measurements on the source and receiver sub-structures. The two-step measurement
is depicted in Fig. 3.1 to determine the transfer paths forming a ‘round-trip journey’

to the target interface DoFs (¢).

assembly (C) assembly (C)

source (A) receiver (B) source (A) receiver (B)
(a) Step 1: Excitation of source-side DoFs  (b) Step 2: Measurement of the remaining
(a) to determine the round-trip paths to receiver-side FRFs from the remote DoF (b)

interface (¢) and remote location (b). to interface (c).

Figure 3.1: Transfer paths forming a ‘round-trip’ relationship for the indirect identi-
fication of driving-point FRFs, Y .. = Y CaYé}baYa o (see Eq.(3.1)), at the coupling
interface (c) using excitations with a known input force at source-side locations (a) and

receiver-side remote points (b).

The round-trip identity aims to obtain the coupled driving-point FRF Y¢ .. from
alternative FRF measurements at (a) and (b) without having to excite the interface.
The overview in Fig. 3.1 can be used as a practical guide to identify the two measure-

ment steps required to obtain the three transfer FRF terms of the round-trip. In the
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first step (Fig. 3.1a), excitation by a known input force is applied at source-side DoFs
(a) to determine the transfer FRFs Y¢ ., and Y 4,. Therefore, structural responses
are recorded at the interface (¢) and arbitrary remote positions (b). In step 2, as
illustrated in Fig. 3.1b, excitations are applied at (b) to determine the transfer FRFs
Y ¢ between the receiver-side DoFs (b) and interface (¢). As such, locations at (a)
and (b) are reference DoFs that can be selected to facilitate excitation, e.g. using
an instrumented hammer or shaker. Also, excitation of moments or in-plane forces
at the interface is avoided, which is often impractical, if not impossible. However,
the measured responses at (¢) may include translational and rotational coordinate-
DoFs, to calculate the corresponding driving-point FRFs. This typically requires
a specific accelerometer configuration at (c¢) to facilitate finite difference approxi-
mation or alternative techniques (compare Sec.2.3) [66, 76]. Otherwise, incomplete
interface instrumentation is sufficient to obtain the correct driving-point FRFs for
a subset of coordinate-DoFs. Certain coupling DoFs (e.g. rotational DoFs) may be
neglected completely in the accelerometer setup at (¢) without changing the result
of the targeted driving-point FRFs [63].

A detailed description and complete derivation of the single interface round-trip
identity is given in [63]; here, only the essential equations are recalled in which the

interface driving-point FRF is expressed in terms of other transfer FRFs.

Single interface round-trip identity:

YC,CC = YC,ca Y&%ba Yg',cb (3 1)
or by reciprocity,

YC,cc = Yg;,cc = YC,cb Yé}ab Yg,ca (32)

Note that the reciprocal formulation in Eq. (3.2) uses a changed notation for the in-
verse transfer FRF Y, . For LTI-systems, the input-output relation between DoFs
at (a) and (b) remains unchanged if their force and response roles are interchanged,

i.e. principle of reciprocity: Y, = Y4,

The product YacaYaba and the reciprocal relation YC,CbYé}ab on the right-hand
side of Egs. (3.1) and (3.2) form generalised transmissibilities of the coupled assem-
bly (C) [9]. This transmissibility characterises the complex FRF ‘ratio’ for responses
measured at the interface (¢) and the remote location (b) or (a), for system excita-

tion at (a) or (b), respectively. In theory, similar transmissibilities can be determined
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from operational measurements as elaborated in Sec. (4.1). In the following, the sin-
gle interface round-trip identity is extended to facilitate indirect system identification

for a modified source-isolator-receiver model with a dual interface.

3.3 Dual Interface Round-Trip Identity

Whilst the original round-trip formulation considers a conventional single interface
source-receiver assembly, a subsequent derivation by Meggitt et al. [25, 105| intro-
duces a dual interface counterpart, accounting for isolator coupling. In this modified
scenario, the dual interface round-trip identity allows for indirect characterisation

of the coupled transfer FRFs Y ¢ ,., between two interfaces.

Throughout many engineering disciplines, vibration isolators between the source
and the receiver sub-structure are common design elements to provide vibration
decoupling, e.g. silent bushings at steering gear mounts. To effectively minimise
the propagation of structure-borne vibration through the interface, the dynamic
properties are often determined at both connections to the resilient element to pre-
dict its performance in the assembly. To account for the dual interface nature, the
source-receiver model in Fig.3.2 includes a resilient element (I) between the two
sub-structures. In the following, the coupling DoFs at the source-isolator and the

isolator-receiver interface are referred to as (¢;) and (cz), respectively.

I
SS
<+
P 4
Yc.czcz P ﬁ fC,b
1
1
1
J

-
————
- YC,ba

T T T

source (A) isolator (I) receiver (B)
T

assembly (C)
Figure 3.2: Transfer paths of the dual interface round-trip identity for the indirect mea-

surement of transfer FRFs, Y . . =Y, aYa}baYg e (see Eq. (3.3)), between interfaces

(c1) and (c2) of a source-isolator-receiver system.

This dual interface round-trip allows for indirect measurement of the transfer FRF

between the two defined interfaces, e.g. to characterise the coupling element (I) in
= -Y_1

I,cocy Clcac

tive mounting and load conditions [25]. It was shown by Moorhouse et al. [63] that

terms of its transfer impedance (Z ) whilst installed under representa-
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the dual interface round-trip also applies to rigidly coupled structures, e.g. larger
multi-point or continuous contact interfaces between sub-structures. A potential
application is to divide the interface DoFs into two subsets (¢; and c¢p) whilst in-
strumentation is required only at one interface at a time. Therefore, system FRFs
are first measured with interface instrumentation at (c¢;), which is later moved to
(¢2) to reduce the number of required sensors to a lower channel count. The dual
interface round-trip identity may be employed to merge the separate measurements

to a complete interface FRF matrix, including cross terms (i.e. Y . ).

A complete characterisation of the interface dynamics for the source-isolator-receiver
model illustrated in Fig. 3.2 considers both driving-point and transfer FRFs. Using
indirect methods, the single interface round-trip identity may be applied twice to
determine the driving-point FRFs, Y¢ ¢, and Yc¢ ,.,. However, the original round-
trip identity does not account for the dual interface nature |21, 105]. To indirectly
determine the transfer FRFs between interfaces, i.. Y e, 08 Yooy, Meggitt [21]

defined the dual round-trip identity for resiliently coupled sub-structures.

Dual interface round-trip identity:

YC,cgcl = YC’,cza Yé%ba Yg',clb (33)
or by reciprocity,
YC,clcz = Yg',czcl = YC,clb Yé%ab Yg’,cza (34)

The identity is expressed in terms of three FRF matrices without the need for
artificial excitation at either the source-isolator (¢;) or the isolator-receiver (cs) in-
terface. The round-trip journey is formed from coupling interface (¢;) to remote
DoF at (b), (b) to (a), and (a) to the second coupling interface (c3). The procedure
in Eq. (3.3) requires a two-step measurement campaign with excitations applied at
the source-side DoFs (a) and passive remote points (b). The resultant structural
responses are measured at the isolator-receiver interface (cz) and DoFs at (b) and
(c1), respectively. Note that the reversed reciprocal relation in Eq. (3.4) uses re-
sponse measurement at (a) instead of (b). The additional coupling DoFs of the dual
interface system (n. = n., + n.,) need to be considered in the number of remote

points so as to avoid under-determination [105].
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It is interesting to note that for collocated interface DoFs (¢1) and (¢3), such that
(¢ = ¢y = ¢2), the dual interface approach is reduced to driving-point FRFs. Hence the
dual formulation in Egs. (3.3) and (3.4) is effectively the same as the standard round-
trip identity for a single interface as in Egs. (3.1) and (3.2). Together, the round-
trip identity and its dual interface extension provide an in-situ characterisation of
resilient coupling elements using only remote excitations, that is, avoiding excitation

at either interface.

The round-trip and its dual interface extension have found application in experi-
mental structural dynamics, for example due to their ability to determine in-plane
driving-point FRFs. However, this indirect characterisation has been restricted to
DoFs at the coupling interface. In the following section, the round-trip concept is
generalised so as to combine both mentioned round-trip variants with an extension

for inaccessible transfer FRFs to arbitrary remote DoFs.

3.4 Generalised Round-Trip Identity

In this section, the round-trip concept is generalised to include transfer FRFs be-
tween a coupling interface (¢) and arbitrary remote points (d). Within this novel
generalised concept, direct excitation of rotational DoFs or inaccessible points on
either side of the transfer path is avoided altogether and instead replaced by a num-
ber of rectilinear forces, which by choice of the experimentalist can be applied at
accessible positions. As for the earlier methods in Sections 3.2 and 3.3, the DoFs
(d) introduced by the generalised round-trip identity may be defined at the source-
receiver interface itself to recall the single or dual interface round-trip formulation

for coupling points.

The generalised round-trip concept is based on the source-receiver model shown in
Fig.3.3. Assembly (C) contains remote locations on either side of the coupling in-
terface, i.e. a set of accessible source-side DoFs (a), accessible receiver-side DoFs
(b), and some target DoFs (d) on the receiver. The target DoFs (d), that may
contain structural (see Fig.3.3a) and/or sound pressure (see Fig.3.3b) responses,
are considered encapsulated (illustrated by the hatched area), and are by defini-
tion inaccessible! for direct excitation. This source-receiver (active-passive) model

is adopted from the TPA methodology, however, the round-trip concept applies

! In Fig. 3.3b, reciprocal measurement of the vibro-acoustic counterpart requires excitation by a
volume velocity source, which is also considered inaccessible.
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equally to purely passive structures. The generalised round-trip formulation derived
in the following section addresses the combined problem of providing an indirect re-
lationship for structural Y¢ 4. and vibro-acoustic He 4. transfer paths. For brevity,
modifications to include vibro-acoustic FRFs are straightforward but not explicitly

shown in the derivation.

w2
(@  JYca  (p)

‘ source (A) receiver (B) ; ‘ source (A) receiver (B)
T T

assembly (C) assembly (C)

(a) Step 1: Source-side excitation (a) to (b) Step 2: Measurement of the receiver-
determine FRF terms to the receiver-side side transfer function Y¢ 4. For generality,
location (b) and the inaccessible target the accelerometer at target (d) is replaced

DoFs (d). by a sound pressure probe.

Figure 3.3: Measurement steps to obtain the path segments forming the generalised
round-trip identity for the indirect characterisation of structural, Y ;. =Y daYélbaYg b
(see Eq. (3.19)), and vibro-acoustic, H, ;. = Hp 4, Yo Y& o transfer functions.

The following derivation is essentially the same as that in [63] but includes additional
points remote from the interface at (d). First, consider the dynamic assembly (C)
as illustrated in Fig. 3.3a. For a harmonic input force applied to a single source-side
DoF (a), the resultant velocities at the receiver locations (b) and the target DoFs

(d) are given by,

Vea, = Y cpafoa, for ny, receiver DoFs & one excitation (a;) (3.5)

Veda, = Yodafoa for ng target DoFs & one excitation (a;) (3.6)

T
fC,ai = {07 ) 07 fC,am 07 Y 0}
“th T
wi VCba; = {UC’,blaip UCbaasr " UC,bnbai}
T
VCda; = {Uc,dla,-, VC,daa;) =" VC,dn dai}

where v 4, s the complex velocity response vector of the coupled assembly, denoted

by the upper-case subscript ‘C’. The lower-case subscripts ‘a’ and ‘b’ indicate the
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excitation and response DoFs, respectively, including all n, remote measurement
positions (b) on the passive-side. A similar notation applies for the target response
Vede; at the remote locations (d). The external excitation fe,, is arranged in the
force vector fc,, and the subscript ‘a;” indicates the specific source-side excitation
DoF.

Applying further excitations (ay, as, ..., a,,) at other locations in (a) and arranging

the columns into matrices yields the matrix equation,

Veve =YoraFoa for n, receiver DoFs & n, source excitations  (3.7)

Vedo=YcdaFeg for ng target DoFs & n, source excitations (3.8)

FC@ = I:fC,aU fC7a2> ) fC,ana:I
with{ Ve, = [Vc,bal, VCbazs VC,bana]

Veda = [VC,dala V.dass " VC,dana] :

Here, the complex excitation matrix F¢, contains the force vectors at each source
DoF (a;), resulting in the response matrices Ve, and Ve 44, respectively. Equating
relations (3.7) and (3.8), whilst eliminating F¢,, allows the following relation to be
established,

VC’,da = YC’,da Yé}ba VC,ba . (39)
S —

(a)
Te a

Assuming the inverse to exist, which implies n, = ny, the product of the two mobility
terms on the right-hand side of Eq. (3.9) formulates a generalised transmissibility
term Tgleb [106]. As an essential requirement the columns of V¢, have to be
sufficiently independent from one another, else the resultant response matrix will
be rank deficient and therefore non-invertible. In practice, additional excitation
and /or response DoFs may be included so as to over-determine the inverse problem,
resulting in the inversion of a non-square matrix. In such a case, the Moore-Penrose
pseudo inverse 23] is used to determine the least-squares solution, here the explicit

notation ‘*’ is omitted for brevity.

The next stage in the derivation is to apply a force at the interface location (¢),
rather than at (a). It is now well known [37] that the velocity field in the receiver
generated by fc,, is exactly reproduced by applying the blocked force fAjc to the

interface (c¢) instead [63]. The blocked force is the reaction force measured at an



Chapter 3. Framework for Round-Trip Identity 61

infinitely rigid, and therefore blocked, interface (c), under the action of fo,,. Using
the in-situ relation in Eq.(2.9), this equivalent blocked force excitation (compare
Egs. (3.5) and (3.6)) leads to,

Vora = Ype fA,c for ny, receiver DoFs & one excitation (a;) (3.10)

Veda = Yde fA,c for ng target DoFs & one excitation (a;) (3.11)
. = (a:) - - < T
with fA,c = {fA,qai? fA,czaiv T fA,chai}

Each applied force, denoted by the superscript ‘(a;)’, will result in a blocked force
vector fﬁfé) e Cne at interface (c); its rows correspond to specific coupling DoFs
(c1,¢2,...,¢n,). Repeating the concept of Egs. (3.7) and (3.8), multiple external ex-
citations (aq,as, ..., a,,) will result in sets of blocked force vectors, which may be
arranged in columns of a blocked force matrix, FA,C. The blocked force relation in

Egs. (3.10) and (3.11) can be extended by the matrix terms to,

Veva =YouFae for ny, receiver DoFs & n,, source excitations (3.12)

Veda=Yode F A for ng target DoFs & n, source excitations (3.13)

with FA,c = I:fgjé% fﬁl‘?j)7 ) fﬁl(?sa)] :

The size of the complex blocked force matrix F A has become n,xn,, including the
full set of coupling DoFs n. and source excitations n,. Substitution of Eqs. (3.12)
and (3.13) into (3.9) yields the relation between the blocked force matrices,

— -1 —
YC,dc FA,C = YC,da YC,ba YC,bc FA,C : (3 14)

Both sides of Eq.(3.14) can be post-multiplied by the inverse of F A yielding a

generalised expression for the round-trip identity.

Generalised round-trip identity:

Ycu=Yoda Yé}ba Yepe (3.15)

The transfer function Y¢ 4. is given by three alternative FRF matrices. Hence,

generalised round-trip identity allows to reconstruct transfer FRFs using remote
DoFs at (a) and (b).
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Note that by moving points (d) to coincide with (c¢), i.e. identical DoFs (¢) = (d),
the original form of the round-trip identity as given in [63] (compare Egs. (3.1) and
(3.2)) is obtained, limited to driving-point mobilities Y¢ .. at the coupling interface.
The target DoFs (d) may also be interpreted as a second, virtual interface (¢3), hence
the proposed generalised expression combines both special cases of the single [9] and
dual interface [25] round-trip scenario. Furthermore, this allows for a determination
of passive properties for the complete assembly downstream the source, written in

the more convenient matrix form as,

-1
lYC,co YC,cd]:[YC,cb 0 “Yc,ab 0 ] [Yg',ca YC,da] (3.16)

T
YC,dc YC,dd 0 YC,ad 0 YC,ba Ych YCde

Eq. (3.15) is the main result of this section. The same identity may be obtained
through equating the remote blocked force relation, as shown in Sec. 3.4.1. Follow-
ing some simple rearrangements, the generalised round-trip identity features dif-
ferent applications as outlined in the next sections, first, in Sec.3.4.2 to indirect

determination of transfer FRFs and secondly (Sec. 3.4.3) to ‘long distance’ FRFs.

3.4.1 Alternative Derivation of the Generalised Round-Trip
Identity

In the following, an alternative derivation of the generalised round-trip identity

(introduced in Sec. 3.4) is given, based on the independent blocked force relation.

The expanded expressions in Egs. (3.12) and (3.13) can be directly obtained from
the remote blocked force relation in Eq. (2.9). Equating both whilst eliminating the

blocked force matrix F A allows the following equality to be established,
Ya}chC’,ba = Y&}chC,da (317>

where Vi, and V., are simultaneously measured velocity responses at DoFs (b)
and (d). The independent responses (columns of the matrices) of the in-situ blocked
force relation are typically obtained from active source measurements under varying
operational conditions. Instead, the assembly’s velocity responses can be deter-
mined using artificial excitation while the source is turned off, whether through
instrumented hammers or shakers. Source-side excitation may be applied at differ-
ent locations (a;) to obtain the matrix columns of Ve and Vi g, The resultant

velocities can then be normalised to the applied input force (i.e. velocity responses
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to a unit force excitation). In this case, the velocity expressions in Eq. (3.17) are
effectively mobility matrices (e.g. Vopa = Yepa) of the coupled assembly (C), mea-
sured between (a) and DoFs at (b) and (d). For artificial excitations, Eq. (3.17) can

be rewritten as,
-1 -1
Yc,chC,ba = Yc,dcYc,da- (3-18)

As such, the derivation presented in Sec.3.4 is based on the reconstruction of an
equivalent velocity field, whilst this alternative uses the equality of the independent
blocked force vector (inherent to the source sub-structure). Both, Eqgs. (3.14) and
(3.18) yield the same generalised relation of the round-trip identity in Eq. (3.15).

3.4.2 ApplicationI: Obtaining Inaccessible Transfer FRFs

from Indirect Measurements

This section will focus on applying the generalised round-trip relation to enable in-
direct transfer function measurements of the assembly matrix, Y ¢ 4., between DoFs
at the source-receiver interface and any remote location downstream of it (i.e. on
the receiver structure). To provide an entirely remote characterisation method for
inaccessible transfer FRFs (the generalised round-trip is valid whether or not access
is restricted), all excitations need to be relocated to accessible measurement posi-
tions. ‘Accessible’ implies that there is sufficient space to apply a known excitation.
It is assumed that excitation measurements at the DoFs (¢) and (d) are restricted,
yet both DoF locations are accessible for instrumentation (e.g. vibration sensors).
In Eq. (3.15) the principle of reciprocity may be used to relocate the interface excita-
tions (¢) to the chosen measurement positions at (b), Y, = Y&, [20]. A practical

formulation of the generalised round-trip is then given by,

Generalised round-trip identity for inaccessible FRFs:

YC,dc = YC,da Ya%ba Yg,cb (3 19)
or by reciprocity,

YC,cd = Yg,dc = YC,cb Yé%ab Yg,da : (320)
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Using the terminology of the ‘round-trip journey’ as introduced by Moorhouse [65],
the mobility elements on the right-hand side of Eq. (3.19) frame Y¢ 4. in a closed
loop (see Fig.3.3). This overview can be used as a practical guide to identify the

two measurement steps required to obtain all three round-trip terms.

In the first step, the coupled structure is excited at the source-side DoF (a) while
the receiver response is simultaneously measured at (b) and (d) to obtain Y¢, and
Y ¢ 4a, respectively. The second step requires a force excitation on the passive side
(b), while the resulting response is measured at the interface (¢) to obtain the term
Yc. Note that the reciprocal relation in Eq. (3.20) reverses the path of Y¢ e,
hence the measurements originate on the passive sub-structure (B). This converts
the DoFs at (b) to excitation-only points, whereas the positions at (a) are used
for excitation and response measurement, alike. In practice, the target DoFs (d)
may function solely as response points (e.g. acceleration or sound pressure) with-
out requiring any excitation. Even rotational DoFs at either (¢) or (d) may simply
be included by specific sensor array setups at the interface and/or the target loca-
tion. Along with the corresponding mathematical operation (e.g. finite difference
approximation [77] or virtual point transformation [78]) translational responses from
standard measurement accelerometers may be transformed to account for rotations
in Y ,, and Jor Y(Tlcb. As a result, this procedure enables the indirect identification
of structure-borne and/or vibro-acoustic transfer functions based on applied forces
without special measurement equipment, such as moment exciters or volume velocity

sources.

The experimental implementation of the generalised round-trip identity is presented
in Chapter 5, whereby excitations at the interface and the target DoFs (hard-to-
access) are relocated to more convenient remote points. In practice, the round-
trip relation requires collocated excitation and response measurements at either (b)
(Eq. (3.19)) or (a) (Eq.(3.20)). For collocated measurements, excitations can be
applied directly on the sensor housing in the orientation of the measurement axes
or somewhere on the structure close to the sensor position. Locations (a) and (b)
are reference DoFs that can be selected (e.g. at corners of the geometry) so as to
facilitate such an excitation. Alternatively, the remote sensor array on one side
(either (b) or (a)) needs to be temporarily removed for subsequent response and

excitation measurements.
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3.4.3 ApplicationII: Improving Long Distance Transfer FRFs

by Sectioned Measurements

Instead of solely focusing on inaccessible driving-point and transfer FRFs the gen-
eralised round-trip concept may be applied to the identification of long distance
transfer FRFs. In this section, the generalised round-trip relation is applied to es-
tablish a relation between the ‘long’ transfer term Y, measured across assembly

(C) and shorter, yet equivalent, linking transfer FRFs.

Concerning steering induced noise, experimentalists often face problems when mea-
suring FRFs in large vehicles such as sport-utility vehicles, light-duty or even com-
mercial trucks. Experimental errors and noise in FRF measurements due to insuffi-
cient excitation are an important reason (possibly the main reason) for unrealistic
prognoses in TPA. Also, for testing of civil, marine or other heavyweight struc-
tures, the excitation energy provided by a shaker or even a sledge impact hammer?
might be insufficient to achieve an acceptable signal-to-noise ratio on the response
measurement. For such heavy and large structures, or other applications in which
the response points are spaced too far apart from the non-collocated excitation (e.g.
rails or pipelines), the round-trip journey in Eq. (3.15) can be re-arranged to combine

shorter transfer functions to determine the long distance transfer path.

Generalised round-trip identity to reconstruct long distance FRFs:

Yoo = Yg’,ba =Y Y&}cd Yoo (3.21)

In this scenario, the targeted transfer function Y¢ 4 shown in Fig. 3.4 spans across
the entire assembly, whereas the indirect measurement is divided into three shorter
path segments, each benefiting from an improved SNR on the individual response
measurements. This reciprocal measurement technique requires response measure-
ments at (a) and (c) while external force excitations are applied in two steps at (b)
and (d), with (d) now being located at accessible measurement points. An effective
way to improve the SNR of the long transfer function Y¢ 4 is by defining additional
receiver-side excitation locations (d) halfway along the targeted path, besides using

high sensitivity measurement instrumentation.

2 If instrumented sledgehammers or larger shakers are used to provide more energy, the risk to
cause local deformation (i.e. non-LTI system) and/or the loss of spatial discretisation due to
(enormous) hammer tips or larger shaker connectors can be avoided using the proposed gener-
alised round-trip approach.
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source (A) receiver (B) source (A) receiver (B)

J L J
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assembly (C) assembly (C)

(a) Step 1: Receiver excitations at (b) to  (b) Step 2: Excitation at arbitrary re-
determine Y ¢ ¢ (like actual reciprocal mea-  mote positions (d) to characterise Y¢ o4

surement of Y qp). and Y¢ 4.

Figure 3.4: Re-arranged transfer path segments of the generalised round-trip identity
to improve measurement quality of long distance transfer FRFs, YC’ ab = YC’ adYa%chC, b
(see Eq. (3.21)), due to poor SNR or a high noise environment.

In the case that access is available to the interface DoFs (¢), a similar long distance

formulation can be obtained by collocating the DoFs (¢) and (d),
YC,ab = Yg,ba = YC,ac Ya%cc YC,cb : (322)

To extend this concept, the round-trip equation can be applied recursively by nest-
ing round-trip transfer FRFs within the identity in Eq.(3.21). Conceptually, the
passive sub-component (B) of the source-receiver model may be sectioned by a vir-
tual coupling interface (e). Introducing an additional set of accessible remote DoFs
(f) a recurring interface/remote DoFs layout (i.e. (¢) - (d); (e) — (f)) is obtained,
as depicted in Fig. 3.5.

I
o
S

source (A) receiver (B)
T

assembly (C)

Figure 3.5: Path segments of the long distance FRF, chab = YC,adYa%chC,ché%efYC,eb
(see Eq. (3.24)), using a nested generalised round-trip identity with 3 receiver-side exci-
tation locations. The source-receiver model contains: target source DoFs (a); coupling
interface (c¢); virtual coupling interface (e); and remote DoFs (d), (f), and (b) accessible

for direct excitation.
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Within the receiver sub-component (B), the separation of the coupling interface
(¢) and the remote DoFs (b) by the virtual interface (e) bears a resemblance to the
DoF configuration of the initial assembly (compare Fig. 3.4). Recalling the composed
transfer FRF concept in Eq. (3.21), the receiver-side term Y¢ o, can be expressed by

three shorter path segments,
Yo=Y Yé}e 1Yo (3.23)

which requires direct force excitation at (f) and (b). The above relation may be
nested, for instance, by substituting the receiver-side term Y ¢ 4 into the round-trip

Eq. (3.21), thus including additional FRF terms in the long distance relation,
Yeou= Yg‘,ba =Y o4 Yacd Yor Y(ffe 1Yo (3.24)

The indirectly determined long distance transfer function Y¢ 4 requires remote ex-
citation at all 3 accessible DoF locations (d), (f), and (b). In the case that the inter-
face DoF (c) and (e) are accessible (compare Eq. (4.22)), the collocations (¢) = (d)
and (e) = (f) lead to the relation,

YC,ab = Yg’,ba = YC’,ac Ya’}cc YC,ceYa}ee YC,eb : (325)

Note that the collocated case requires the same instrumentation with accelerometers
placed at (a), (¢), and (e), like in the previous expression (see Eq. (3.24)), but now
the external forces at (d) and (f) are relocated to the coupling interface (¢) and the

virtual interface (e), respectively.

This nested extension, implemented via virtual interfaces, may prove beneficial for
complex structures with extensively long path segments, as shorter FRFs typically
establish a reliable phase relationship between the excitation measurement and the
resulting response. This is partly due to a change in the nature of the wave propaga-
tion over long distances (e.g. standing wave to a travelling wave type), which causes
the nested calculation to result in a long transfer function with a more reliable phase
[21]. Positioned rather arbitrarily, multiple virtual interfaces may be considered to
divide the receiver sub-component (B) in even smaller sections, thus improving the
SNR and the phase relationship of the individual FRF measurements. However, the
transfer segments are obtained from separate experiments, therefore, inconsistency
encountered in the different experimental data may introduce errors in the predicted
transfer FRFs [46].
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3.5 Sub-Structure Round-Trip Identity

Next, the generalised concept is applied for the indirect characterisation of sub-
structure FRFs (as opposed to assembly FREFs) following a similar approach to that
of Moorhouse et al. [9].

The common problem in structural dynamics to characterise the properties of cou-
pled structures can be projected onto the sub-components. For example, converting
the free velocity into a blocked force or dynamic sub-structuring relies on a com-
plete interface description for each sub-component, including in-plane and rotational
DoFs. Therefore, indirect subsystem identification based on the round-trip identity
may be used to characterise driving-point FRFEs at the coupling interface, e.g. Y 4 ¢
or Yp . Like in Sec.3.4, the sub-structure identity presented in [9] can be gener-
alised to include transfer FRFs between a coupling interface and arbitrary remote

points.

A two-step procedure shown in Fig. 3.6 is used to determine the sub-structure prop-
erties combining measurements on the coupled assembly (C) and the uncoupled
source (A). This approach assumes that the sub-structure can be reliably decoupled
and suspended to obtain free-source FRFs. The structure-borne source (A) includes
additional target DoFs (g) for the characterisation of the sub-component FREs Y 4 4.
between the interface (¢) and (g).

source (A) receiver (B) ' source (A)

T

assembly (C)

(a) Step 1: Assembly measurement with  (b) Step 2: Measurement of the resiliently
excitation at (b) to determine Y¢,, and  suspended source (A) to determine the free
Yo g mobility between DoFs at (a) and (c¢).

Figure 3.6: Transfer paths forming the sub-structure round-trip identity for indirect
identification of Y, ;. = Y nggfangyca (see Eq.(3.32)). The two-step procedure is
partly conducted on the coupled assembly (C) and the decoupled source (A).

First, consider the assembly (C) shown in Fig.3.6a. The assembly is excited by

a single force fc,, at an arbitrary DoF (b;) on the receiver-side. The resulting
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velocity responses at source-side DoFs (a) and (g) can be expressed in terms of a
contact force f,, , acting on the interface (c) and the corresponding transfer FREs of
sub-structure (A),

Vear, = Y aaefo, for n, source DoFs & one excitation (b;) (3.26)

Vo = Yagefoe for n, target DoFs & one excitation (b;) (3.27)

(bi) _ T
fc,é - {fC,clbi’ fC,CQbi: ) fC,chb,-}

with = T
Ve,ab; = {UC,albi’ Ul agb? "5 UC,anab,-}

T
Vogh: = {“C,glbw Ve gabio 5 “c,gngbi} :

Applying further excitations at other locations in (b) and arranging the force and

velocity vectors into matrices yields the matrix equation,

Vea=YaaFeor for n, source DoFs & ny, receiver excitations — (3.28)

Veog =YaseFc for n, target DoFs & n; receiver excitations. (3.29)

Assuming the inverse of the sub-structure FRF matrices exist, Egs. (3.28) and (3.29)
can be pre-multiplied by Y . and Y7! , respectively. Equating both matrix ex-

pressions yields the following relation,
Yz_‘l}gcvo,gb = FC,C = Y;l%acVC,ab (330)

whilst eliminating the interface force matrix Fe .. Since the artificial excitations
applied at (b) are arbitrary, they can be considered unit forces. In this case, the
velocity matrices are effectively mobility matrices of the coupled structure (C), e.g.
Ve = Yo A practical round-trip expression for the separated source (A) can

be rewritten as,

Sub-structure round-trip identity for source (A):

YA,cg = YA,ca Yéfzb Yg',gb (331>
or by reciprocity,

YAng = YE{,CQ = YC’,gb Ya}ab Yg,ca o (332)

For the source (A), the sub-structure round-trip identity is obtained in two steps: 1)

artificial force excitation at receiver-side DoFs (b) on the assembly (C) to determine
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Y@Eb and Yg’ o and 2) after separating, the resiliently suspended source (A) is
excited at (a) to measure Y, . For collocated response DoFs at (c) and (g), such
that (¢) = (¢), the original form of the sub-structure round trip identity as given in

[9] is obtained,
YA,CC = YA,ca YE)”,Tab Yg,cb . (333)

This sub-structure round-trip identity may be used for frequency based sub-structuring
[65] or to transform the free velocity into a blocked force. In [9] Moorhouse et al. pro-
posed an extension of the free velocity by incorporating Eq. (3.33) to determine the
free velocity from operational measurements conducted in-situ, and therefore under
representative mounting condition. In the free velocity - blocked force relation (com-
pare Eq.(2.12)), the so-called free mobility Y Acc 18 substituted by the round-trip

identity in Eq. (3.33). This leads to an equivalent free velocity characterisation,

Vaca=Y ace f Ac free velocity - blocked force relation (3.34)
‘A’A,ca = YA,ca Yé,I(‘zb VC,ba (335>
with fA,c = Yé%bc VC’,ba

where operational tests v, are performed in the coupled state. In practice, the
free velocity can be obtained from operational measurement with the source nor-
mally installed (e.g. any test bench), together with FRFs of the coupled structure
and the source. This enables free velocity measurements of many machines and
components running under load, as opposed to the restrictions by ISO 9611 [60].
Note that FRF matrices in Eq. (3.35) are obtained from measurements on different
structures in separate experiments, therefore, inconsistency encountered in the dif-
ferent experimental data may introduce errors (e.g. resonant artefacts) in the free

velocities [46, 107]. A detailed discussion of the concept in Eq. (3.35) is presented in

19]-

The novel sub-structure relations in Egs. (3.31) and (3.32) can also be formulated
for the passive side. By simply reversing the sub-structures, a similar derivation
is obtained for the receiver (B). Fig.3.7 shows a systematic overview of the two
separate measurement steps, now obtained from the assembly (C) and the decoupled
receiver sub-structure (B). In this example, the target response DoFs are defined at

a receiver-side location (d) represented by a microphone.
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source (A) receiver (B) ) receiver (B)

T

assembly (C)

(a) Step 1: Assembly measurement with  (b) Step 2: Measurement of the resiliently
excitation at (a) to determine FRFs to the suspended receiver (B) to determine the
receiver-side DoFs (b) and (d). free transfer FRFs between (b) and (c).

Figure 3.7: Transfer paths forming the sub-structure round-trip identity for indirect
identification of Y 4. = Yo 4a Yoa Yoo (see Eq.(3.40)). For generality, the target

sound pressure probe (d) may be replaced by an accelerometer.

The responses are recorded at receiver-side DoFs (b) and (d) due to a force excitation
at a source-side DoF (a;). Mathematically, the structural responses of the assembly
(C) are expressed in terms of the interface forces f, . and the transfer mobilities of

sub-structure (B) via the relation,

Vewa, = Ypefoe for n, remote DoFs & one excitation (a;)  (3.36)

Veda, = Ypacfo, for ng target DoFs & one excitation (a;) (3.37)

(ai) _ T
fC,c1 - {fC,claﬁ fC,Qa,-’ ) fC,cncai}

with - 5
Ve, = {UC,blai’ Ve boasr vabnbai}

T
Veda; = {UC,dlai’ Ve dyai> UC,dndai} :

The above expressions are equivalent to Eqgs. (3.26) and (3.27) of the source sub-

component procedure. Following the same steps (compare Egs. (3.28) and (3.29))

with multiple force excitations at (a), the interface contact force matrix F , may

be eliminated to establish the following relation,
Y55.Vewe =Foe= Y5 Ve (3.38)

Normalised to the input force (i.e. unit force excitation) allows rewriting the velocity
expressions V, and V., as mobility matrices. Thus, we arrive at an equivalent

sub-structure round-trip identity for the receiver,
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Sub-structure round-trip identity for receiver (B):

YB,cd = YB,chE':I;)aYg',da (3-39)
or by reciprocity,

YB,dc = Yg,cd = YC,daYE%baYg,cb 0 (3-40)

A practical application for indirect receiver identification can be seen in classical
TPA (see Sec.2.5.2), particularly matrix-inverse methods, where receiver FRFs are
used to reconstruct the interface loads or identify partial path contributions. These
FRFs are typically measured on the passive subsystem (B), which requires the source
component (A) to be dismounted. Nevertheless, the required FRFs may be par-
tially inaccessible due to surrounding machinery, e.g. in an engine compartment.
Consequently, the round-trip identity in Egs. (3.39) and (3.40) can be employed to
relocate excitations to other (easy-to-access) remote DoFs (a) and (b). As such,
vibro-acoustic sub-component FRFs can be determined without excitation at the
interface or the need for a volume velocity source, e.g. vehicle FRFs from the motor

mounts to the driver’s ears.

3.6 Controllability and Observability of the Round-
Trip Relations

In practice, multi-contact assemblies often include translational and rotational cou-
pling at interface (¢). The question then arises as to how many remote DoFs at
(a), (b) and (d) (for long distance applications) are required to sufficiently perform
the round-trip identity for the MIMO case. The following explanation considers the
generalised round-trip identity, however, it equally applies to the single and dual

interface round-trip relation.

A requirement is defined by control theory [108], more specifically by the concepts
of observability and controllability. Considering Y ¢, of the inaccessible round-trip
scenario (see Eq. (3.19)), the mutually independent force inputs at (a) are channelled
through n. DoFs at interface (¢) and transmitted to DoFs (b) and (d) on the passive-
side (see Fig. 3.8a). For Y¢, to be full rank and therefore invertible, the n, source-
side excitations (ag,as,...,a,,) must each be applied in a different direction and

position to ensure that all independent vibration modes at the interface (c¢) are
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excited. Controllability requires n, > n. to obtain a sufficient contribution through

all coupling DoFs (n.) from external excitations (n,).

assembly (C) assembly (C)
r A ’, 1 r A 1
/717171114777
(d) (d) (d) (b)
— 1
(b1)
(b2)
(b3)
(ba)
1
n,=5 n.=3 ng=2 ny=4
L v J \ T J
source (A) receiver (B) source (A) receiver (B)

(a) Propagation model for inaccessible (b) Propagation model for long distance

transfer functions Y ¢ g4c. transfer functions Y ¢ 4p.

Figure 3.8: Concept of controllability and observability effectively limiting the indepen-

dent modes of vibration transmitted across the interface (bottleneck effect).

The notion of controllability can be understood by considering the contact forces
present at interface (¢) when excitations F¢, are applied. Eq. (3.7) can be rewritten
for the separated receiver sub-component (B) using the receiver mobility matrix

Y, and the contact force matrix Fp . applied at (c) [10],
VC,ba = YB,bc FB,C with FB,C = (YA,cc + YvB,cc)71 YA,ca FA,a : (341)

Note that the above subsystem expression considers excitations applied on the source
sub-component, F 4 ,, hence the subscript of the excitation matrix F¢, is replaced
by ‘A’. On the passive-side, the transmitted vibrations from independent external
excitations (n, in F4,) are effectively limited by the number of interface/ contact
forces (n. in Fp.). The interface reduces the independent response cases observed
at (b) and, therefore, the effective rank of the mobility matrix Y ¢, to a maximum
of n.. This constraint imposed by the coupling interface is regarded as a bottleneck
effect [10]. The effect of the source excitation is observed on the receiving side by n;
remote DoFs at (b). Whilst this may place further restrictions on the rank of Y,
the observability condition requires n, > n. to capture the entire set of interface

dynamics of Fp_.

Assuming the external excitations at the source-side DoFs (a) are mutually inde-
pendent, it is best practice to define n, > n,. Theoretically, the rank n, of the over-

determined matrix Y ¢, is limited by the number of linear independent responses n,
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(rows of Y p,). Linear dependencies, resulting in a rank deficient matrix (n, < np),
indicate either that the assembly is identified to contain n. = n, = rank(Y¢4,) DoFs
with the bottleneck effect actively restricting the number of independent excitations
passing through the interface (c¢), or the inability of the source-side excitation n,
to excite all interface DoFs n, (insufficient controllability). To determine which of
these possibilities is the case in a given situation, the effective rank can be analysed
using a singular value decomposition (SVD). Additional source-side excitations can
be applied using an instrumented hammer to see if the number of significant sin-
gular values increases, which indicates insufficient controllability. Hence, additional
excitations n, (columns of Y¢,) are required to establish sufficient controllability
of Y¢pe [10]. Similar considerations apply for a test of full observability. Additional
remote sensors at (b) can be added, which will, in theory, improve the observability
of the interface. If the number of significant singular values in Y ¢, increases during
the process, it is a good indicator that additional remote sensors are required for

full observability.

Consequently, full controllability and observability requires the round-trip identity
in Eq. (3.19) to meet the condition n, > n, > n., whereas the reversed reciprocal
relation in Eq. (3.20) must satisfy n, > n, > n.. Both versions consider additional
DoF at either (a) and/or (b), in other words, n, may differ from n;,. For the non-
square mobility matrix Y¢,, the standard matrix inverse is then replaced by the
Moore-Penrose pseudo inverse [23|. These conditions are independent of the number
ng of target DoFs (d), which are defined as points requiring controlled interface dy-
namics n, > n. (or by reciprocity: n, > n.) but are not essential for the observation
of the interface dynamics. It is highlighted that despite the reference to and the
restrictions by the number of coupling DoFs (n.), no explicit information is required
about the interface DoFs. The bottleneck constraint, imposed by the coupling con-
dition, is independent of the sensor instrumentation at (¢). Certain coupling DoFs

(e.g. rotational DoF) may be neglected completely in the accelerometer setup at (c)

without changing the result of the predicted inaccessible transfer FRFs [63].

Similar considerations of controllability and observability are adopted for the concept
of long distance transfer FRFs (see Eq. (3.21)), shown in Fig.3.8a. Considering the
inverse matrix Y¢ .4, mutually independent excitations at (d) are observed at the

interface DoFs (¢). The same interface response V¢ .4 can be expressed by a set of
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interface contact loads F , , applied to the source sub-component (A),
VC’7cd = YA,cc FA,C with FA,c = (YB,cc + YA,cc)_l YB,cd FB,d : (342)

Note that in the subsystem relation above, the force F , is applied to the separated
receiver structure (B), thus denoted by F ;. The external excitations (nq in Fp ;)

requires ng >

n. to fully control the interface dynamics (n. in F A@), else Y¢ g will
be rank deficient and non-invertible. Limiting the number of independent vibration
modes, the responses are observed at the interface itself, restricting the possibility
to improve observability. At the same time, the instrumentation must include all
coupling DoFs through which physical coupling occurs, which may include in-plane
and rotational DoFs. For the collocated case (see Eq.(4.22)), the transfer FRFs
Y ¢ cq reduces to a square symmetric matrix Y ¢ ., thus requiring response and exci-
tation measurements at all coupling DoFs. For completeness, similar considerations
apply to virtual interfaces of the nested extension, for instance Y¢ ¢ and Y¢ e in
Egs. (3.24) and (3.25), respectively, as every interface may be associated with a vir-
tual bottleneck effect. In contrast, the nature of external forces at (b) together with
response measurement at (a) do not control or observe the interface dynamics and
thus may be correctly placed at the targeted locations of the long distance transfer

function.

Lastly, the concept of control theory also applies to the sub-structure round-trip
identity. To fully control and observe the interface dynamics during the assembly
measurements, the sub-structure round-trip identity in Egs. (3.31) and (3.32) re-
quires ny, > n, > n.. In contrast, the reversed case for the receiver sub-structure in
Egs. (3.39) and (3.40) must satisfy n, > n, > n.. Here, external excitations applied
at a remote location pass through the interface (bottleneck) and are observed by
the remote sensor array on the other side of the interface. After dismantling the
assembly, measurements are performed on the corresponding sub-structure at the
former source-receiver interface, i.e. Y., and Yp 4. It is interesting to note that
no explicit information of the interface is required, i.e. the sub-structure round-trip
identity provides correct FRF results for an incomplete interface description. The

sensor array at (c) simply defines which transfer mobilities are computed, hence,

only the interface DoFs of interest (e.g. translations) need to be instrumented.



Chapter 3. Framework for Round-Trip Identity 76

3.7 Summary and Concluding Remarks

This chapter has been concerned with the indirect characterisation of structural
and /or vibro-acoustic frequency response functions, using ideal excitations from in-
strumented hammers or shakers. The presented framework reviewed the concept of
round-trip identity typically categorised according to their interface characteristics:
single interface- [63], dual- [25], and sub-structure [9] relation. A fourth generalised
round-trip expression for coupled systems has been introduced in Sec.3.4 to in-
clude transfer FRFs between a coupling interface and arbitrary remote points (d).
Applications include identifying FRFs whose excitation and response positions are
inaccessible for direct measurement and improving the measurement quality of long
distance transfer functions. Therefore, the presented round-trip methods can readily
be implemented to avoid these practical challenges commonly encountered in TPA

measurements for a more reliable and thorough analysis.

Practical guidelines have been provided based on control theory for MIMO systems
and notions of controllability and observability for transmitted vibrations restricted
by the interface’s bottleneck effect (active-passive). For collocated locations of (c)
and (d), such that (c¢) = (d), the generalised round-trip formulates a driving-point
matrix relation, which is in exact agreement with the single interface round-trip
identity [9]. The target DoF (d) may also be interpreted as a second virtual in-
terface. Hence the proposed ‘generalised expression’ combines both special cases
of the single and dual interface round-trip scenario [105] and, furthermore, allows
for a determination of passive properties for the complete assembly downstream the

source.

It is noted that the round-trip formulation, alongside the proposed generalisation,
are based on the assumptions of linearity, time-invariance and that the interface can
be described by a finite number of terms (i.e. in matrix form) [63|. Unlike alternative
methods, the generalised round-trip applies to any complex built-up structure and,
since no assumptions have been introduced, hypothetically reconstructs exact FRFs
from experimental tests. In the search for an alternative approach, System Equiva-
lent Model Mixing (SEMM) adopts the concept of frequency based sub-structuring to
create a hybrid model for describing inaccessible and /or long distance transfer FRFs
[109-111]. SEMM couples the dynamics of a measurement-based overlay model to
the DoF-structure of an equivalent, yet not identical, parent model (e.g. full nu-

merical models, analytical methods or detailed experimental DoF-models from a
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demonstrator study) [112]. Although SEMM can determine the structural dynamic
properties at DoFs other than the ones measured, the hybrid model requires some
digital twin of the assembled structures while assuming shared boundary DoFs be-
tween the models. While the aims of SEMM may be similar to those of the round-trip
approach, they are fundamentally different concepts in that the former requires a
model to reconstruct FRFSs, whereas the latter achieves this solely from experimental
data. It is therefore argued that the experimental round-trip approach offers signif-
icant advantages in terms of convenience, representativeness as well as consistency

and/or compatibility of the involved system model.



Operational System Identification
and Concept of FastTPA

The previous framework considered the indirect determination of structural dynamic
properties using external excitations. In the following chapter, this concept is further
extended for operational system identification by incorporating experimental tech-
niques, including; the generalised transmissibility concept, the blocked force relation
and a controlled excitation from an embedded vibration generating source mecha-
nism. These methods will be used in conjunction with control theory principles to
propose a fastTPA procedure in which any sufficiently controllable structure-borne
sound source can be turned into a calibrated MIMO blocked force exciter. When
operated in an assembly, this calibrated exciter can then be used to simultaneously
measure all transfer paths between the exciters coupling DoFs and arbitrary target
DoFs, including translational and rotational contributions. Due to the significant
time-saving during the system identification step while exploiting the invariance of
the blocked force (obtained in a calibration step), the proposed method is referred to
as ‘fastTPA’.
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4.1 Introduction to the Transmissibility Concept

The previously discussed indirect system identification methods have in common
that three alternative FRFs are determined using ideal excitations applied to re-
mote DoFs on the source and receiver sub-structure. Consequently, the framework
presented in Chapter 3 requires a known force input applied with an instrumented
hammer or shaker. Whilst the generalised round-trip identity presents an alternative
to conventional FRF measurements involved in TPA, further simplifications may be
achieved by utilising the transmissibility concept with the objective to substitute

the externally applied excitation by the source’s embedded source mechanisms.

For example, the generalised round-trip relation in Eq. (3.15) requires source-side
excitation at some DoF (a), depicted in Fig.4.1a. A transmissibility term ngb =
Y 4 Yo 18 formed by the product of the first two FRE terms on the right-hand
side of the round-trip formulations, as highlighted in Eq. (3.9). Therefore, the FRF
paths (highlighted in red in Fig.4.1a) can be replaced by generalised transmissibility
terms, which can be obtained from source-side excitations using a set of unknown
operational, internal or external forces. Consequently, an embedded vibration gener-

ating mechanism (0) is considered in the source-receiver model! shown in Fig. 4.1b,

as opposed to the purely passive source structures in Chapter 3.
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assembly (C)
(a) Generalised round-trip identity (step 1)

requiring ideal source-side excitation with a

known force at (a).

assembly (C)
(b) Simplified system identification using
unknown forces generated via the internal

source mechanism (0) of sub-structure (A).

Figure 4.1: Transfer paths forming the generalised round-trip identity via ideal excita-
tions or operational forces generated by an embedded source. The generalised transmissi-

bility term may replace the highlighted paths requiring ideal remote excitation.

1 Strictly speaking, Fig. 4.1a shows the transfer path Y po and Y¢ 44, whilst Fig. 4.1b visualises
Ycpo and Yo 40, respectively (although the same subscripts are used in the drawing). The
targeted round-trip FRF, Y ¢ 4., however, will remain the same independent of whether external
excitations are applied at (a) or operational excitations are acting at internal DoFs (0).
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Replacing the transfer FRFs measurements with the generalised transmissibility

terms offers a number of potential advantages.

» If access to source-side remote points (a) is restricted, excitation from unknown
operational forces or naturally occurring sources can simplify the experimental
procedure. In this case, a part of the data is obtained under operational
conditions, requiring less time and experimental effort than conventional FRF
testing.

» Implementation of the generalised round-trip identity relies on a sufficient
phase relationship, typically indicated by good coherence between excitation
and response signals. If the nearest accessible FRF excitation position (a)
is located too distant from the remote points, an implementation may prove
difficult due to uncorrelated phase relations between the excitation and the
responses at (d) and (b). Hence, there is a need for alternative excitation
concepts.

» Experimental uncertainty associated with conventional FRF testing is reduced,
e.g. the need for repeatable coherent excitation or errors associated with exci-
tation inaccuracy. In theory, the transmissibility can be obtained from external
forces applied by a non-instrumented hammer to avoid an insufficient SNR or

excitation of a narrow frequency range.

This chapter considers the case where ideal excitations are replaced by unknown
internal or external excitations, generalised as ‘operational force’ to provide source-
side excitations. The following sections will focus on the transmissibility concept

and its incorporation within the generalised round-trip identity.

4.1.1 Transmissibility Concept for Single-DoF Systems

The classic transmissibility concept for a single-degree of freedom systems (e.g. con-
ventional mass-spring model) is defined as the ratio between a response DoF and a
second reference response [106, 113|. Mathematically, this ratio may be calculated
from a set of two FRFs, Y;, and Y., with a shared force input. Let us assume

a force is applied at a positional-DoF k; according to the standard notation, the
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transmissibility element Tll(k) is defined as,

o Yo v Ni

i = = 4.1
il Y v Ny (4.1)
W Gir Ly 05 L5\ & Nik
Hy = k) 2 0% 4.2
k Zl ( s—n s-x] "D (42)

relating the i-th to the [-th response DoF. In Eq. (4.1), both FRFs share a common
excitation f, that cancels in the fraction; thus, no assumption about this force’s
nature is required. Therefore, the transmissibility expression may be reduced to a
relation of system responses v; and v; (also acceleration or displacement responses),
assuming that the unknown force is sufficiently contributing to both concerned re-
sponses. More insight into the transmissibility characteristics can be gained from the
pole-zero representation of the transfer functions Hy, specified in Eq. (4.2) [114, 115].
Note that n,, denotes the number of modes; whereas the modal parameters A, ¢ and
L are, respectively, the pole, mode shape and modal participation factor of mode r.
For simplicity, we consider a numerator /V;; and a common denominator D term, i.e.
Hi. = Ni/D and Hy, = Nji/D. As such, the expanded numerator polynomial N
represents zeros of the specific transfer function, while the denominator term D con-
tains the system poles defined by polynomial roots. Thus, the common denominator
polynomial describes common system properties (e.g. natural frequencies), whilst
the expanded numerator polynomial is specific to the location of the DoFs and thus
to each transfer function. Note that in a pole-zero representation, the common-
denominator polynomial D disappears by taking the transmissibility ratio of two
FRFs. The nominator ratio N;;/ Ny, implies properties of the classic transmissibility

concept:

» Peaks in the transmissibility function do not coincide with the system’s res-
onance frequencies (i.e. peaks in the magnitude of the transfer FRFs) [115].
At a system’s resonance frequency, the transmissibility actually represents the
ratio between the modal amplitudes between the two DoFs [§].

» For a single force excitation, the transmissibility only depends on the location
of the force, but not on the amplitude of the force signal nor its nature [116].

» Defined for a single-DoF system as the ratio of velocities (also mobilities or
forces [117, 118]), the transmissibility provides a clear identification of ampli-

fication and attenuation regions.
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The classical transmissibility formulation in Eq. (4.1) describes the trivial case for
single-DoF' systems, however, practical applications are often associated with more
complex multi-DoF systems. Instead, Ribeiro et al. [106] proposed a generalisation
of the transmissibility concept extended for complex multi-DoF structures. In what
follows, the generalised transmissibility for the source-receiver model presented in
Fig.4.1b will be introduced. The mobility relation (transmissibility) of the gener-
alised round-trip identity is then replaced by equivalent velocity terms for operational

system identification.

4.1.2 Generalised Transmissibility for Multi-DoF Systems

In this section, the generalised transmissibility concept is outlined, alongside its

properties for multi-DoF systems.

First, consider the dynamic assembly (C) as illustrated in Fig. 4.1b. For an unknown
excitation, e.g. from an internal source mechanism (0), the applied load vector f"qa
may contain translational force and rotational moment excitations. For brevity, the
unknown operational excitation is denoted by the subscript ‘a’, instead of ‘0’. It is
assumed that for all these excitation DoFs, a complete set of FRFs is provided from
measurements or analytical and numerical computation. For a single operational

force vector, the resulting velocities at the remote locations (b) and (d) are given

by,

Vesa = Yopa fC,a for ny, receiver DoFs & operational excitation (4.3)
Veda = Yda f"qa for ng target DoFs & operational excitation  (4.4)

. 2 (0; ; . . T
with fC(',a) = {fC,a10i7 fC,CLQOia ) fC,anGOi}

[Xe)

where indicates an operational quantity. Next, both sides of Eq.(4.3) can be
pre-multiplied by the inverse of the mobility matrix Y¢,. Subsequent substitution

into Eq. (4.4), whilst eliminating faa, allows the following relation to be established,
"’C,da = Yc,da YE,ba "’C,ba . (4‘5)

Eq. (4.5) relates the operational system response at remote DoFs (b) to the target
DoFs (d) due to the active source with internal forces acting at (a). The relation

formed by the term Y., Y, may be considered a generalised transmissibility
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matrix Tglzzb [106]. Eq. (4.5) can be rewritten as,
Vg =T ith T =Y ) (4.6)
C.,da C,db YChba w C,db C,da X Cba - .

In other words, the transmissibility matrix relates the velocity response between two
positional sets of DoFs on the passive receiver, i.e. {’Cﬁa - \”C’,da [119, 120]. Thus,
the size of the obtained transmissibility matrix becomes ng x ny, obfuscating the
number n, of shared source-side excitations (columns of the FRF matrices) in the
original transfer FRF terms. These excitations, denoted by the superscript ‘(a)’,
are implicitly included in the transmissibility formulation. A more detailed insight
into the transmissibility relation can be obtained by re-writing Eqgs. (4.3) and (4.4)

in terms of the subsystem FRFs as,

v Y - .
|: ’CJ?CL ] = [ e ] I:YA,cc + YB,CC] 1YvA,ca fA,a (47)
Veoda YB,dc
YC,ba
YC’,da

where the equations are considered in a partitioned matrix form. The transfer
functions Y, and Y, ,, are expressed in terms of the individual subsystems, i.e.
using sub-component FRF matrices of the source (A) and receiver (B). Therefore,
the operational excitation of the assembly fC,a (compare Eqs. (4.3) and (4.4)) is now
applied to the source sub-component (A), hence denoted by f Aq- A derivation of the
above expansion is presented in [10], based on the conditions of force equilibrium

and compatibility at the interface.

The velocity responses in Eq. (4.7) may be expressed in terms of free velocity v, .,
or, alternatively, a contact force f 5. applied to the receiver sub-component. Hence,

the following substitutions can be made on the right-hand side of Eq. (4.7),

v R'A _
|: ,C7ba ] = i I:YA,CC + YB,CC] ' "}A,ca (48>
VC,da | YB,dC |
|| gy, (1.9
| YB,dc g

. VA,ca = YA,ca fA,a
with .,

fB,c = [YA,CC + YB,cc ] YA,ca fA,a '
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The expansion in Eq. (4.7) concerns the propagation of vibrations from an opera-
tional excitation at (a) onto the remote DoFs (b) and (d) on the passive side. As
demonstrated in Eqs. (4.7) - (4.9), the operational excitation f Ao (OT fC,a considering
the notation for the coupled assembly) can be represented by a free velocity vector
V 4.q» OF an operational interface force fB,c' The three equivalent formulations are
interchangeable and contain the same information about the operational condition

of the source; hence they produce the same structural response on the receiver-side.

It is interesting to note that the three subsystem expansions are identical up to
the propagating FRF terms [YB7bC|YB7 dC]T, which describe the propagation in (B)
[10, 37]. In the context of the transmissibility ‘ratio’ between the velocities Vida
and V.. identical terms in Eqs. (4.7) - (4.9) cancel. For example, it can be seen in
Eq. (4.9) that the interface force vector f"B’C is identical for the operational responses
at (b) and (d); the only difference is in the sub-component mobilities Y, and
Y . respectively. Therefore, the transmissibility in Eq. (4.6), which is formulated
in terms of assembly FRFSs, can be expressed by mobilities of the receiver-side only.
Provided that Y B CAIL be inverted, an equivalent transmissibility relation is defined
using sub-structure FRFs, while the transmissibility matrix T ](;zlb becomes a specific

property of the receiver only,
Veda = Tl(ac,zlb Veiba with TJ(BC,Zlb =Yga YEpe- (4.10)

A fourth expression for the subsystem expansion can be defined, replacing the free
velocity ¥, ., in Eq. (4.8) with a blocked force vector f 1. Recalling the free velocity

- blocked force relation in Eq. (2.12), the following substitution can be made,

. Y - 3
|: Vo,ba ] = [ e ] I:YA,cc + YB,cc] 1YvA,cc fA,c (411)

Veda YB,dc
[ YC,bc jl
YC’,dc

with VA,ca = YA,cc fA,c

redefining the structural responses for a blocked force vector f A, applied to assem-
bly (C) at its interface (¢). In other words, the operational source excitation is

represented by a blocked force vector, whilst the assembly FRFs Y, and Y.,
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characterise the transmission of vibrations to (b) and (d), respectively. This im-
plies that the generalised transmissibilities ngb and T gzlb (Egs. (4.6) and (4.10))
can also be expressed by a different set of coupled FRFs, [YC7bC|YC’ dC]T, omitting
the internal transmission through the source sub-structure. Assuming the inverse of
the transfer FRF matrix Yo, exists, the following transmissibility relation can be

obtained,
v, =T v with TO Y, Y (4.12)
C,da C.db VCha C\db C,de T Cybe :

between the remote DoFs (b) and (d), due to an applied blocked force vector at
the interface. Comparing Egs. (4.10) and (4.12), the same transmissibility will be
obtained whether or not the source sub-component (A) is attached to the receiver
(B) [121]. In other words, the transmissibilities for the coupled assembly and the
receiver are identical (T((f?ib = TgZzb)' This invariance allows measuring the same
transmissibility in a new assembly (C,), where a different or modified source is
connected to the receiver (B). This concept is exploited in component-replacement
TPA (87|, where transmissibility-based structural modifications are investigated, e.g.

replacing isolators upstream of the source-receiver interface.

Given the discussion above, the generalised transmissibility is invariant to the po-
sition and nature of the applied force. The question then arises as to how many
excitations (i.e. independent operational conditions) at (a) are required to obtain a
transmissibility matrix that is generally valid to describe the problem (\?C’ba Vg da)
under different excitations from the source (e.g. forces that are not included in the

transmissibility calculation) [10].

According to the expansion in Eq. (4.7), the transmission of structure-borne vibra-
tions from n, independent excitations to all remote receiver DoFs n;, and target
DoFs ng4 is constrained by the coupling interface. In this case, the parameters n,
and ny,, respectively, control and observe the dynamics at the interface. More specifi-
cally, controllability depends upon the number of independent source excitations n,,
whilst observability is specific to the receiver defined by the remote DoFs n,. The
coupling interface acts as a bottleneck for all vibrations passing through the physical
n. coupling DoFs. This limits the effective rank of the transmissibility matrix, e.g.
Té‘zb, to a maximum of n.. In fact, to gain full controllability of the interface, all
independent excitation modes of the interface must be sufficiently excited from the
chosen set of source-side excitation DoFs, i.e. n, > n.. If the interface dynamics

are also fully observed on the passive side, i.e. n, > n., the transmissibility matrix
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provides a reliable description of all transmitted vibrations (V.,, = V. 4,), €ven for
source excitations that were not considered in the measurements of Téa(;b. Therefore,
the generalised transmissibility can relate the responses at (b) to the targets (d) for

any source excitation.

This indicates that, under the assumption that all transfer paths are considered,
excitation could either be applied directly on sub-structure (B) or through an inter-
mediate coupled structure (A). In practice, any excitation (e.g. fc,a, f"B,C or fA,c) up-
stream of the interface that provides full controllability at (¢) will result in Eqgs. (4.6),
(4.10) and (4.12) converging to the same generalised transmissibility matrix, simply
T, [122].

Invariance of the generalised transmissibility matrix:
",C,da =Ty, "’C’,ba (4.13)

g _ + + 0 _ +
with Ty, = Yc,da YC,ba = Yc,dc Yc,bc = YB,dc YB,bc

The invariance of the generalised transmissibility matrix enables us to obtain the
FRF relation of the generalised round-trip identity (compare Eq. (3.15)) from mea-

sured operational velocities, as proposed in the next section [106].

4.2 Round-Trip System Identification Using Op-
erational Transmissibilities

In the expressions provided in Eq. (4.13), the transmissibility matrix is defined in
terms of mobilities. Whilst these mobilities are readily measurable quantities, re-
quiring a known input force and measured velocity response (or more practically an
acceleration response), we are interested in a practical alternative. To avoid FRF
measurements, it is possible to define the transmissibility in terms of output only
quantities. In this section, the transmissibility in the generalised round-trip iden-
tity (see Eq. (3.15)) is replaced by a term based on measurement of the operational

velocity only.

The following derivation is essentially the same as that in Sec.4.1.2 but includes ad-
ditional unknown source-side excitations. The nature of the source-side excitation

is quite general. In theory, a distinction could be made between externally applied
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forces at different positional-DoFs (a;) (e.g. using a non-instrumented hammer) and
operational excitations by controllable active components (0;) (e.g. embedded vi-
bration generating mechanisms). For simplicity, any unknown source-side excitation
is denoted by a DoF ‘(a;)’. Let us consider the case where a number of unknown
external and/or internal forces are applied to (a). The mutually independent force
vectors féaa) may be arranged as columns of a force matrix FC,a' Similarly, the
corresponding velocity response vectors at (b) and (d) due to each excitation can
be arranged in velocity matrices. Applying further excitations, Eqgs. (4.3) and (4.4)

may be rewritten as,

\'/aba =Yy, FC,a for ny receiver DoFs & n, op. excitation  (4.14)

vC,da =Ycu, FC,a for ng target DoF & n, op. excitation (4.15)

’,

5 _ [#(a) f(a2) ¢ (ang)
FC’,a - [fC,a ’ fC’,a » fC’,a
with: Ve, = [Vosars Yobass = Vb, |

VC,da = [Vc,da17 VC’,daza T VC’,dana] .

Following similar steps to that of Eq.(4.5), a transmissibility relation can be ac-
quired accounting for the unknown force and operational velocity matrices. Pre-
multiplication by the inverse velocity matrix yields a generalised transmissibility

relation in terms of operational velocity matrices alone.

Generalised transmissibility in terms of operational velocities:

Veda = Tg,lc)zb Va and Té’(,lc)lb = Vi Vi (4.16)

Eq. (4.16) provides an equivalent expression to the FRF-based transmissibilities
listed in Eq.(4.13). However, successful implementation requires a reliable phase
relationship between the DoFs of each velocity vector (i.e. between the elements
in Vope, and Vege,) that make up Vc,ba and Voba, respectively. Therefore, the
time averaged auto-spectra of the measured responses is not sufficient to determine
a transmissibility matrix unless an appropriate phase is applied beforehand, e.g.
using the cross-spectrum phase to a reference sensor [47|. In structural and vibro-
acoustic applications, a phase relation for each operational response vector can be

established from the cross-spectrum Sj; between the individual channels #; and a
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phase reference 7y,

& =/ S el <5k lie[,ni] and isk for n; remote DoFs (4.17)
T1 =/ Skk for chosen reference DoF k

Ve bia \/ Shiby ed0
, 12 .S
0C baa \/ Shabs e’ < obibs

velocity response vector Vg, = ®

7 J<Spp
| VCpn,a || \/Sbnbbnb 1 Le e

where ® denotes the element-wise (Hadamard) vector product, and £ may represent

any operational response (e.g. velocity but also acceleration, sound pressure, etc.).
In other words, each vector element is calculated from its auto-spectrum Sy; (square
root) and its phase with respect to the chosen reference signal k [21, 123|. The
reference channel k could be one of the sensors at (¢), (b) or an additional sensor
close to the vibration generating mechanism, i.e. on the source-side close to (0). In
the given example for v, , a phase relationship is established for the operational
remote responses (b) to the reference DoF (b1). In theory, any correlated signal may
be used to establish a phase reference, for example, the input current signal in the

case vibrations are induced by a shaker or an AC-electric motor.

Note that Eq. (4.17) provides meaningful data only if the response signals ; correlate
with the chosen reference 7. If the reference signal is uncorrelated, which may be
the case for multiple uncorrelated inputs at (a), assigning a phase proves to be
difficult due to arbitrary phase shifts in the cross-spectrum (< Sj;). An alternative
to the vector form (where a single reference sensor is used) has been proposed by
Elliott et al. [6], where a cross-spectral matrix is defined for a set of reference sensors
close to the source-side excitation DoFs. An SVD of this cross-spectral matrix yields
some principal components of the source, also referred to as ‘virtual sources’, as a

reference for the velocity spectra [124, 125].

For steady state source behaviour, constant phase relationships can be assumed,
thus Eq. (4.17) would typically be obtained from the time-averaged auto- and cross-
spectra of each velocity vector [114]. To account for dynamic source variations (e.g.
run-up of an electric motor), the time domain response signals may be sectioned into
sequential time-blocks compatible with the windowing function’s sample length, ac-

counting for an appropriate overlap. Instead of time averaged responses, Eq. (4.17)
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may consider sequential spectra for each Fourier transformed time-block, i.e. the
dynamic source behaviour is contained in multiple vectors v, to make up ch
[58, 126]. The sequential spectra? retain the time structure of the dynamic opera-
tional condition and thus provides, in essence, a frequency domain representation of
slightly independent response cases. Therefore, the matrices \'/'vaa and \'/C,da may
contain slightly independent velocity vectors from the sliced time-blocks to improve

controllability.

After all, the transmissibility matrix can be estimated by means of Eq.(4.16) or,
more conveniently, using the concept of the Hi-estimator for the cross- and auto-
spectra of the operational responses [130, 131]. Consider the generalised transmis-
sibility expression in Eq. (4.16). Post-multiplication of VC, da = Té"lc)lb VC’,ba with the
complex conjugate transpose velocity matrix nga yields a H;-like expression of the

transmissibility matrix T,

a , , ’ , -1

Té’,;b =Vida Vg,ba [VC’,ba Vg,ba] (4.18)
a -1

Té’,ng =Sg Sy, - (4.19)

Eq. (4.19) can be seen as a least-squares estimate, similar to the H;-estimator, which
is a commonly used principle in experimental FRF testing of MIMO systems [132].
Unlike the FRF estimation, which uses an input force, the transmissibility is ob-
tained from the auto-spectra (S,, = \’/'vaa Vg’ba) of remote responses (b) and the
cross-spectral matrix (S, = \’707 da Vg’ba) between the target and remote responses.
Likewise, the transmissibility matrix can be estimated using the principle of the Ho,
H, or Hs-estimator to balance the error between inputs and outputs [133-135]. It is
noted that inputs and outputs of the transmissibility are both operational responses;
thus, the SNRs are expected to be similar (provided that the same sensor type is
used).

In what follows, the concept of generalised transmissibility is applied to the round-

trip relation, as presented in Eq. (3.19). The indirect relation is defined as,

Yc,dc = Yc,da Yg’,ba Yg,cb : (4-20)

2 A similar procedure may be applied for VAP auralisation of continuous or transient sounds
[1, 127]. Sequential blocked force vectors can be calculated for each velocity vector to retain
the time structure. An inverse Fourier transform using the overlap-add method provides a
time domain source characterisation or realistic synthesis of a VAP prediction. Alternatively,
results can be calculated in the time domain, for example, by convolution with impulse response
functions or specifically formulated time domain methods (e.g. the blocked force reconstruction
using an adaptive algorithm proposed by Sturm et al. [128, 129]).
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The right-hand side of Eq.(4.20) contains the transfer FRF product Yeiu Yea
which has the same form as the generalised transmissibility matrix Té"zb in Eq. (4.13).
The matrix T((;Zb relates the receiver-side velocities at the target DoFs (d) and re-
mote DoFs (b) due to some known excitation at (a). In other words, the trans-
missibility term replaces all FRFs requiring source-side excitation. This term can,
in theory, be determined from operational velocities resulting from some unknown
excitations at (a) using the transmissibility formulation in Eq. (4.16). Substitution
of Eq. (4.16) into Eq. (4.20) yields,

Transmissibility-based generalised round-trip relation:

Yeg= ngb Yeie=Veoda Vs Yo (4.21)

Having removed the need for direct source excitation with a known force, Eq. (4.21)
utilises the generalised transmissibility concept to provide an alternative approach
for the indirect identification of structural dynamic properties. Hence, the origi-
nal generalised round-trip system identification in Eq. (4.20) is reduced to a single
FRF measurement of the receiver-side term Yg’cb and an operational transmissibility
term. As such, this approach is particularly useful for inaccessible or encapsulated
sources, where source-side FRF measurements are impractical, if not impossible.
However, the transmissibility matrix in Eq. (4.21) requires the inversion of an op-
erational velocity matrix. For Vc’ba to be full rank, the interface dynamics need
to be fully controllable (sufficient mutually independent excitations through enough

variation in the operational conditions) and observable (property of the receiver-side
DoFs (b)).

It is important to note that the product VE va Y cpe i Eq. (4.21) may be rewritten
as an inverse blocked force matrix szc present at the coupling interface (¢). This
independent property of the transmissibility based generalised round-trip relation is

used in the so-called ‘fastTPA’ approach, as discussed in the following section.

Considering the different implementations of the generalised round-trip identity,
similar substitutions can be made for long distance transfer FRFs3. First, the long

distance relation of the generalised round-trip identity in Eq. (3.21) may be rewritten

3 With the methods introduced through this thesis being focused on system identification, for
completeness, the transmissibility concept is introduced to the long distance relation outlined
in Sec. 3.4.3. However, the following derivation is considered an aside, not directly linked to the
main objectives of this thesis.
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using the reciprocal relations Y , = Y&h and Y., =Y,
T T
Yaab = Yc,ad Yadc Yo,bc . (4'22)

The transposed FRF product Y5, Y/, may be expressed as [YC be Y& dC]T. Sub-
stitution into Eq. (4.22) yields,

T
YC,ab = YC,ad [YC,bc Yz’,dc] . (423>

The FRF relation in the bracketed term formulates a generalised transmissibility
Técz ;- Unlike previous transmissibility matrices, the roles of the DoFs (b) and (d)

are interchanged,
Téc,z))d = YC,bc Y;,dc : (4.24)

The matrix Téfgd relates the velocity response at the remote receiver locations (b)
and the additional DoFs (d) (halfway along the targeted path) due to some applied
excitations at the coupling interface (c). For Y, to be invertible, the interface
dynamics need to be fully observed at the DoFs (d), whilst (b) defines the target
DoFs of the long distance FRF Y, ,. Using the invariance of the transmissibility
matrix in Eq.(4.13), the forces applied at the interface (c) can be relocated to
other upstream DoFs (a) on the source, i.e. Técg g = Té?gd. This term may, in
theory, be determined from operational velocities from some unknown source-side
excitation, for example, by the internal mechanism (0). Replacing Eq. (4.24) by

the velocity-based transmissibility formulation in Eq.(4.16) and substitution into
Eq. (4.23) yields,

Transmissibility based long distance relation:

T

a) 1T . o
Yo,ab = Yc,ad [Té‘,gd] = YC,ad [VC’,ba C,da] (4.25)
or for collocated DoFs (d) = (¢),
@) 1T . . P
YC,ab = YC,ac [Té,gc] = YC,ac I:VC,ba Vaca] : (426)

Eq. (4.25) provides an alternative approach to characterise long distance transfer
FRFs, whilst instrumentation or force excitation at the interface DoFs (¢) is avoided.
Hence, the previous indirect measurement is reduced to a single FRF, Y, ., to

overcome the issues of accessibility, plus an operational transmissibility. However,
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Eq. (4.25) conflicts with the principal concept presented in Sec.3.4.3, where addi-
tional excitations (i.e. at accessible DoFs (d)) are applied further downstream on
the receiver to benefit from shorter paths with an improved SNR. Utilising the
transmissibility concept in Egs. (4.25) and (4.26), all excitations lie on the source

sub-component (A), while the ‘longer’ paths in Y, , are again prone to insufficient

SNR.

Note that the source-side DoFs (a) of the FRF term Y, (or Y. for the collo-
cated relation) are independent of the excitations in Téag , (or Té‘fgc, respectively).
In fact, the FRF Y, defines the target DoFs (a) of the long distance transfer
function Y, whilst the same or other (arbitrary) unknown excitations (a) may
be used for full controllability of the transmissibility. The nature and location of the
latter source-side excitation are quite arbitrary. As such, an external excitation, for
example, with a non-instrumented hammer, can be used to determine the transmis-
sibility matrix. In theory, the unknown forces can be located in the vicinity of the

interface or generated by an internal source mechanism (0).

A potential application, however, could be system identification in structures that
are generally difficult to excite with traditional impact hammer or shaker excita-
tion techniques but feature high-strength internal vibration generating mechanisms.
Challenges in conventional FRF measurements may result from: The trade-off be-
tween high-intensity impact and LTI assumptions (i.e. deformation of the impact
area), limitations of the excitation frequency range (e.g. softer hammer tips to avoid
the former issue), or availability of shakers in larger sizes. In this case, the internal
excitation may be sufficiently strong to overcome SNR issues. A potential example is
the analysis of vibration propagation through industrial forging or hydraulic presses
[136], where the rigid foundation transmits vibrations into the building. Whilst
Y. ,. can be determined with an instrumented hammer or shaker, the operational
impact excitation of the forging process may be used to determine the transmissi-
bility term T((fgc with the remote DoFs (b) located somewhere (far distant) on the
rigid foundation. In this application, the DoFs (d) observe the interface dynamics

on the receiver-side while (b) defines the target response of the long distance FRFs.

Although an operational transmissibility matrix would provide far greater flexibility
in any long distance FRF measurement, its experimental validation is considered

beyond the scope of this thesis.
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4.3 Two-Stage MIMO System Identification Using
a Controlled Blocked Force Exciter

The transmissibility-based round-trip relation in Eq. (4.21) can readily be applied to
determine driving-point and transfer FRFs and thus reduce complexity in the mea-
surements commonly involved in TPA. However, the relation still requires measure-
ment of Yacb, which may be inconvenient, if not impossible, to measure in complex
assemblies. Therefore, we are interested in substituting the conventional measure-
ment of Ych,cb in the target assembly with an equivalent measurement obtained in
a different (easy-to-access) setup, i.e. remote from the intended installation. In
this section, the invariance of the blocked force is exploited to split up the mea-
surements involved in the transmissibility-based system identification and perform
tests on two different assemblies. As such, conventional FRFs can be obtained in a
purpose-built ‘calibration setup’, prior to operational measurements with the source
in its intended installation (target assembly). This two-stage procedure may then
be used to characterise inaccessible FRFs or, more generally, the transfer functions

required for inverse force synthesis and forward prediction as of TPA.

First, the transmissibility-based round-trip identity in Eq. (4.21) may be rewritten

using the reciprocal relation YZ , =Y ,.,
Yc,dc = Vc,da VZ*,ba YC,bc . (4-27)

Rearranging the terms in Eq. (4.27) yields,

ada Yc,dc = VZ*,ba YC,bc (4-28)
=+ .+
) Fi.=Veouw Yeou for ng target DoFs
withe 7 ’
Fac=Veow Yo for n, remote DoFs.

Considering the right-hand side of Eq. (4.28), the matrix product, \'/'aba Yy may
be rewritten as [YabC \’/'vaar. The term within the bracket can be seen to take
the same form as the in-situ blocked force relation in Eq. (2.9), evaluated for mul-
tiple velocity vectors in qua. Similar considerations apply to the left-hand side of
Eq. (4.28), where a blocked force relation can be formulated for remote DoFs (d), as
opposed to (b). Therefore, both sides in Eq. (4.28) may be expressed by an inverse

blocked force matrix F;,C present at the source-receiver coupling interface (c¢). As
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noted in Sec. 2.2, the blocked force matrix is, by definition, a source property in-
dependent of the connected receiver. As such, F A, may be obtained from different
assemblies assuming a controllable excitation mechanism at (a), that is, the same
operating conditions can be reproduced in a different installation. In other words,
Eq. (4.28) may be extended to place the remote DoFs (b) and (d) on two different
assemblies, denoted by (C;) and (Cy),

Vag,da YCz,dC = Va,ba YCl,bc (4.29)

or vice versa for interchanged assemblies (C;) and (Cy),

Vg’l,da Ycl,dc = ng,ba YCg,bc : (430)

The different assemblies are constructed by connecting a source (A) to different re-
ceiver structures (B;) and (Bs). If the operational excitation can not be reproduced,
any variation between (C;) and (Cy) will alter the corresponding blocked force ma-
trix (F;C on the left- or right-hand side) and invalidate Egs. (4.29) or (4.30) and any
predictions made thereafter. The extent to which real sources can produce repeat-
able excitation after being removed and reinstalled is a question which will need to

be investigated further in Chaptersb and 7.

Clearly, a known blocked force matrix obtained from any assembly (e.g. measure-
ments of Va,ba Y, e in (C1)) can be used to identify FRFs in a different installation

(e.g. target assembly (Cz)). Some simple rearrangement of Eq. (4.29) yields,

Yc2,dc = VCg,da Vgl,ba YCl,bc (4-31)

———————
=+
FA,C

which is, in fact, an extension of the transmissibility-based generalised round-trip
relation derived in Eq. (4.21), whilst accounting for different assemblies. Hence, the
aim to provide an expression of Y, , without conventional FRF measurements
in the target assembly (C,) is achieved. As such, the FRF term Y. ;. may be
determined in a different assembly, remote from the intended installation. The op-
erational velocity term \'/'027 da Vghba forms a transmissibility* between the DoFs at
(d) and (b) located on different assemblies due to reproduced operational excita-

tions at (a). When access to the contact interface (c) is unrestricted, the blocked

4 Strictly speaking, the term T¢, , ap = Vc% da \’/"él_’ba is derived based on transmissibilities, how-
ever, the velocity relation is not a transmissibility in a traditional sense. Conventional transmis-
sibilities usually relate like-quantities between DoFs of the same assembly. Here, the transmis-
sibility relates velocities between different DoFs of two different assemblies, i.e. from the target
assembly (Cz) to the responses used in the calibration setup (Cy).
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force matrix F:Lc can be obtained by collocating the DoFs (b) = (¢), as defined in
Eq. (2.10). In this more general case, where driving-point and transfer FRFs may

be used together in a partitioned matrix, Eq. (4.31) can be expressed in the form,

MIMO system identification using blocked force excitation:

” TP
. \Y Y
Y0 = Ve da [ e ] l e ] : (4.32)
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where the partitioned matrix formed from coupled mobilities Y, .. and Ya?cb of
the first assembly (C;) is pre-multiplied by the pseudo-inverse of the partitioned ma-
trix of the velocity responses \'fchca and \'/Cl’ba. Conceptually, Eq. (4.32) performs a
downstream transmissibility-based modification® of structure (C;). The measured
FRF terms Y, . and Jor Y(le,cb on the right-hand side are modified by a transmis-
sibility relating two different assemblies to estimate structural properties of (Cs). A
similar concept is adopted in CR-TPA [87]|, where the term ‘transmodification ma-
trix’ is chosen to characterise a component replacement, usually applied to facilitate

upstream assembly modifications in TPA.

To formulate a passive relation, i.e. for difficult-to-control sources, the operational
responses may be generated using external excitations in place of an operational
activity. If the controlled excitations are applied using an instrumented hammer or
shaker, Eq.(4.32) may be rewritten in terms of FRFs (i.e. its response to a unit

excitation).

+

Y Y

Yo, 0= Y, da Chro Cre (4.33)
7 7 YCl ba Ygl cb

Fic
Strictly speaking, f;,c in Eq. (4.33) is not a blocked force matrix in the traditional
sense, as it is a unitless matrix applied as a structural filter to the dynamics of
assembly (C,). In this context, F 4. might be considered a blocked force matrix per

unit force input.

5 In contrast to frequency-based dynamic sub-structuring, Eq.(4.32) does not attempt to build
an assembly out of individual components. Instead, it takes an assembled structure (C;) and
considers the transmissibility-based replacement of the receiver component.
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In essence, Eqs. (4.32) and (4.33) convert any physical structure which can be op-
erated sufficiently controllably and reproducibly into a multi-DoF ‘blocked force
vibration exciter’. In principle, any source structure may generate such a controlled
excitation. The underlying vibration generating mechanism can either be embedded
directly in the structure (e.g. mechanical components like gears or electric motors)
or an external mechanism (which may be installed permanently or in a roving instru-
mentation manner). From a practical perspective, the same source can be operated
in any assembly to determine structural and/or vibro-acoustic FRFs. Compared to
the original expression in Eq. (4.21), the above relation facilitates system identifica-
tion in the same (i.e. (Cy) = (Cy)) or multiple different assemblies, e.g. (C3), (C3),
etc. For brevity, the following discussion considers Eq. (4.32), whilst modifications
to include the passive expression in Eq. (4.33) are straightforward but not explicitly

shown.

Using the terminology of a calibration and system identification setup, the matrix
terms on the right-hand side of Eq. (4.32) can be obtained in two stages (see Fig. 4.2).
This overview can be used as a practical guide to identifying the two measurement

stages required to obtain all three matrix terms.

‘ source (A) receiver (B,) . ‘ source (A) receiver (B,) .
T T

assembly (C,) assembly (C,)
(a) Stage 1: Calibration of the source (A) (b) Stage 2: System identification of as-

as a controlled blocked force exciter, FA,C, sembly (Cg) from a known excitation FAyc

in assembly (Cy). and operational measurements at (d).

Figure 4.2: Two-stage procedure of Eq. (4.32) to characterise the source component (A)
as a controlled blocked force exciter and subsequent MIMO system identification of Y ¢, 4.

and/or H¢, 4. in a different assembly (Cz).

In the first stage shown in Fig. 4.2a, the source component is installed in assembly
(Cy) and calibrated as a controlled blocked force exciter. For the in-situ measure-

ment of F:LC the source is turned off, and the FRFs Y¢, o and/or Y¢, .. are obtained
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from conventional impact hammer or shaker excitations at (b) and/or (c), respec-
tively. The correct position of interface DoFs (c¢) is essential, as these locations will
define the ‘excitation’ DoFs of the controlled blocked force exciter for Y¢, 4. The
source is then operated under a sequence of controlled conditions (or a set of exter-
nal excitations for Eq. (4.33)) to measure the operational velocity responses at the
chosen DoFs. In theory, the matrix F;"C can also be obtained through alternative
approaches outlined in Sec.2.2, measured on special test rigs (e.g. perfectly rigid
receiver to measure blocked forces directly or resiliently mounted to measure free

velocity).

The second stage is performed with the source (A) installed in the target assem-
bly (Cs), as shown in Fig. 4.2b. The source is operated under the same (controlled)
conditions used during the calibration measurement (stage 1) and utilised as a multi-
DoF blocked force exciter. FRFs between the interface and some target DoFs can
be determined from simple response measurements, e.g. using microphones and ac-
celerometers at the target locations (d). This identification requires no conventional
FRF measurement in assembly (Cz), and thus the target DoFs (d) may be placed

at locations inaccessible for excitation (illustrated by the hatched area).

It is interesting to note that for the remote expression in Eq. (4.31) (or second row of
the partitioned formulation in Eq. (4.32)), an incomplete interface description may
be sufficient in stage 1, without impairing the results. In other words, the result
Y, is correct even if a single coupling DoF (¢) (or any incomplete subset of
(¢)) is considered in the post-multiplied FRF terms thcb. This property of the
generalised round-trip relation has been noted before in Sec. 3.6. However, if certain
forces or loads are neglected, the computed FRFs in Y, 4. € C"a*"e will also not

include the missing interface DoFs (¢).

At first sight, it is not obvious that this invariance from the interface description
is a feature of the transmissibility term T¢, , 4 and not a property of the matrix
product that makes up F;c. This is made clearer by considering the nature of
the reproduced force excitation FC,a' The velocity responses of the transmissibility

term, for example, \701 b and V02 Ja» Mmeasured during the different stages, can be
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written in terms of their excitation and the subsystem mobilities,

vCl,ba =Ye 5 Yaee Ya FA,a (4.34)
VCg,da = YCg,dc Y;l}cc YA,ca FA,a (435)

. —~ _ -1 "
with FA,c - YA,cc YA,ca FA,a .

Note that the subscript ‘C"” of the applied excitation changes to F Aa when expanded
in terms of its subsystem mobilities. For full controllability over the vibrations that
occur at the interface (from the chosen forces F A’a), the velocity responses VCl,ba
and \'/'027 4o downstream of the source-receiver interface include contributions from all
physical coupling DoFs (¢). It is clear from the above that the source-side FRF terms
are in exact agreement® (same controlled source (A) is used), and cancellation will
occur in a transmissibility expression. The applied excitation F Ao O sub-structure
(A) (i.e. due to reproduced operational conditions) can thus be represented by an
appropriate blocked force FA,C applied at the interface to the connected receiver.
Due to the controllability, the blocked force matrix considers all physical coupling
DoFs, that is, applying a multi-DoF blocked force excitation. Hence, the controlled
vibration generating mechanism is termed ‘in-situ blocked force exciter’. In other
words, the reproduced blocked force excitation is implicitly ‘contained within’ the
velocity terms that make up the transmissibility matrix, thus independent of the
interface description in Y(le,cb' This FRF term simply relates the remote positions
(b) to the coupling interface DoFs, without imposing constraints such as interface
completeness. As such, the requirement of completeness (imagine the blocked force
would physically be applied at the interface) is replaced by the controllability of the
interface. Further details on the controllability and observability of the two-stage
procedure are presented in Sec.4.3.3. Note that similar considerations apply to the
collocated expression (i.e. (b) = (¢) in the upper row of the partitioned formulation
in Eq. (4.32)), however, full observability of \'/—Cl,cc always requires complete interface

mstrumentation.

In the MIMO case discussed above, Eq. (4.32) exploits the invariance of the blocked
force to identify FRFs based on reproduced multi-DoF source excitations. The

fundamental principle can be broken down into a more trivial case for a single

6 Note that any change in the source properties between the calibration (whilst measuring Vcl,bc)
and system identification (whilst measuring Vcwic) stage, e.g. due to an applied torque or
stiffening effect when under operation, may introduce an inconsistency in Eq. (4.32). As such,
the blocked force matrix in Eqgs. (4.34) and (4.35) will differ and lead to errors in the acquired
FRFs.
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coordinate-DoF. Imagine the source is connected to a receiver at a single contact,
and the blocked force excitation is applied in one interface DoF k. The structural
dynamic properties are determined as the complex ratio of the coupled velocity
response v¢,; to the blocked force excitation f Ax- Compared to the general mobility
relation in Eq.(2.2), the blocked force expression is limited to coupled structures,
whilst mobilities are also defined for the separated sub-structures. Both cases require
all remaining forces to be constrained to zero, while the physically unconstrained

structure responds freely.

General mobility relation:

vi(w)
Vi(w) = (4.36)
* fk(w) fi¢k:0
Blocked force mobility relation for source-receiver assemblies (C):
v (w)
You(w) = =——= (4.37)
fA,k(w) Fiep=0

Although not explicitly specified, the mobility concept in Eq. (4.37) may be extended

to other response types, e.g. acceleration, displacement or pressure response.

With the proposed two-stage procedure, MIMO system identification is performed
simultaneously, including in-plane and rotational DoFs. Hence, it may be used to
complement the task of conventional FRF testing in component-based TPA, just
like the generalised round-trip identity, or to formulate a novel TPA approach. In
the latter case, the two-stage procedure may be incorporated within the in-situ TPA
approach to allow, in theory, for faster and potentially more reliable diagnostic tests
in the target assembly (Cs). In other words, the FRFs to perform in-situ TPA can
all be obtained simultaneously using a controlled multi-DoF exciter. Assuming full
controllability and observability, Eq. (4.32) allows to include all physical interface
DoFs (and their corresponding transfer paths) in the analysis, even those usually

impractical to measure with impact hammers or shakers.

Using the FRFs obtained with the two-stage exciter concept in the context of TPA
is denoted as ‘fastTPA’ due to the significant time advantage. Based on the in-situ
TPA methodology, fastTPA relies on the same two-part workflow; 1) inverse source
characterisation (in the form of a blocked force) and 2) forward response prediction.
As such, Eq. (4.32) may be used to obtain FRFs for in-situ blocked force character-

isation (inverse force identification) in the target assembly (C,) and to determine
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each blocked force’s contribution (forward prediction) to the total operational re-
sponse at the target location (d). In the following, the measurement steps (i.e. the

workflow including 1) and 2)) of the novel fastTPA are outlined.

4.3.1 FastTPA —Inverse Force Identification

As discussed in the introductory Chapter 1, practical challenges associated with the
FRF measurements in component-based TPA (e.g. in-situ TPA) have led to a near-
routine neglect of coupling DoFs in the interface description. More than often, some
measurements cannot be undertaken; for example, if access to the measurement
DoFs is restricted, a moment excitation needs to be applied, or special measurement
equipment is required, to name but a few. Unless advanced techniques, e.g. the
generalised round-trip identity, are used to identify all remaining FRFs that cannot
be measured directly, engineers are not given the chance to analyse vibration prob-
lems in their full complexity. However, these measurements to fully describe each

point-like contact by 6-DoFs are time-consuming to apply.

FastTPA avoids the challenges described above by instead using a controlled multi-
DoF exciter to obtain all FRFs in a time-efficient manner for a reliable analysis. In
the following, we are interested in characterising the operational excitation of the
source (in the form of a blocked force {f A’c} ( 02)) in the target assembly using exciter
FRFs from Eq. (4.32). This is considered the first part of the fast TPA workflow. Note
that the subscript ‘(Cy)’ indicates the assembly in which the operational blocked
force vector is characterised, since the previous section introduced measurements on

different coupled structures.

Let us first review the measurements required in a conventional in-situ TPA (which
forms the basis of fastTPA). In in-situ TPA, the blocked force characterisation re-

quires measurement of both, Y, ;. and v, in the same (target) assembly (Cs),

{fA,c}(CQ) =Y (e V. (4.38)

this is referred to as inverse force identification [6, 37]. Compared to Eq. (2.9), the
in-situ blocked force relation above considers some receiver-side target DoFs (d)
instead of the notation (b). The matrix Y, , relates the DoFs (d) at which the
velocity is measured to the coupling interface (¢), where the blocked force vector is

defined. Conceptually, the inversion of the mobility matrix has the effect of rigidly
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constraining all DoFs other than that of the applied excitation. If a notable incom-
plete interface description is used in Y, ;., the coupling DoFs will not be sufficiently
constrained when the inversion is performed. Therefore, all important interface DoFs
must be included in the measurements to obtain a correct blocked force vector. As
mentioned before, problematic measurements of Y., , may be avoided through
methods like the round-trip identity or the multi-DoF exciter concept, as shown in

the following.

In fastTPA, the blocked force characterisation is also based on Eq. (4.38), however,
the mobility matrix Y, ,. is obtained in a time-efficient way using the controlled
source as a multi-DoF' exciter. Therefore, the two-stage FRF measurement relation
in Eq. (4.32) (only the second row for brevity) is substituted into Eq. (4.38). This

yields a transmissibility-based blocked force relation,

{?A,c}(c2) = [VCQ,d(Z vzﬁ,ba Ygl,cb]+ VCQ,da * (439)

Eq. (4.39) provides an in-situ characterisation of the source (A) and may readily be
used in place of Eq. (4.38) if convenient. This alternative approach avoids the of-
ten problematic measurement of Y¢, 4. by incorporating more easy-to-acquire data
from a (purpose-built) calibration assembly (C;). The blocked force vector is still
obtained in-situ, and therefore under representative loading and mounting condi-
tions, whilst the source (A) is connected to different receiver structures (calibration
and system identification stage) during the process. The advantages herein are of
practical nature: for instance, all conventional FRF measurements are conducted in
a calibration assembly (C;) remote from the target installation. As such, test rigs
may be specifically designed to facilitate unrestricted interface access to determine
Ya’cb or even Y ., so that problems due to insufficient excitation or response
positioning can be avoided. In addition, tailored fixtures can be used to include
rotations” in the blocked force vector. For example, Fig.6.2 in Chapter 6 shows
such a calibration setup (C;), where adapters are connected at the source-receiver
interfaces to simplify response and excitation measurements for finite difference ap-
proximation. The velocity matrix vCl,ba is also measured in the calibration assembly

(Cy), whilst the source is operated under different controlled conditions.

7 Unlike the two-stage procedure to identify individual FRFs, the completeness of the interface
description in fast TPA is essential if the blocked force is to be characterised correctly. To compute

f 4,c including forces and moments, the corresponding translational and rotational DoFs must be
considered in Ya’cb.
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Once the calibration is performed (i.e. measurement of vCl,ba and Ya’cb), the
controlled source is installed and operated in its intended installation (Cy). The
blocked force vector f A, 1s obtained from velocity measurements of \'/'CQ, 4o and V. de
These measurements are easy to set up; thus, the process can be repeated multiple
times with the source (i.e. blocked force exciter) installed in the same, a modified or
a different assembly. Note that these response measurements at (d) are independent
of one another. The velocity vector Veyda describes the source activity to obtain the
blocked force for a specific manoeuvre (i.e. subject to the NVH task at hand), whilst
\’702’ 4a 18 measured when the source is operated under the same controlled conditions
used in the previous calibration setup. In other words, \’7027 4o CONtains the responses
in the target assembly for the known (reproduced) blocked force excitation with the

multi-DoF exciter.

The term within the bracket in Eq. (4.39) can be simplified to avoid the need for
a double matrix inversion, thus the above formulation may be rewritten in a more

convenient form.

FastTPA inverse blocked force identification:

{fA,c}(CQ) = [Yg’l,bc Vc’l,ba Vg’g,da] VCg,da (44())
or using external excitations,

{fA,c}(CQ) = [Yg’l,bc Yc’l,ba YE’g,da] VC’g,da (441>

Egs. (4.40) and (4.41) provide formulations to obtain the operational blocked force
of the device in complex built-up structures. In essence, the transmissibility-based
concept uses the controlled vibration generating mechanism to identify the struc-
tural FRFs Y, 4. for the inverse procedure and later troubleshoots the operational
behaviour (v, ,4,) of this source. Note that the mobility formulation in Eq. (4.41)
considers external excitations (compare Eq. (4.33)) to control the multi-DoF exciter,
which define an in-situ blocked force procedure for passive or difficult-to-control
sources. The reciprocal relation Ycl,bc = thcb may be used to simplify the mea-

surements further.

Considering the inverse step, it becomes clear why the proposed fastTPA is not
categorised as a transmissibility-based TPA method, as shown in the overview in
Fig. 2.5 presented in Sec.2.5.2. Compared to operational transfer path analysis

(OTPA), both approaches use an operational transmissibility with the motivation
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to accelerate the diagnostic test. Despite the similarities between fastTPA and
OTPA, there are several fundamental differences. The OTPA concept is based on a
response-response relationship, whilst a high response level at the path input does
not imply a force is entering the system at that location (i.e. the ‘co-existence’ of a
target and reference response does not imply causality) [97, 114, 137|. In contrast,
fastTPA uses a load-response relationship, which means the effect of a particular
interface load on the total response can be analysed. To this end, the fastTPA
measurements in the target assembly may seem similar to OTPA, however, interface

loads are obtained using measurements from the calibration stage.

In fastTPA, Egs. (4.40) or (4.41) are used first to characterise the active components
in-situ; this is referred to as the inverse step. Having characterised the blocked
force vector, ?A,c is then used to predict an operational response or the partial
path contributions based on the acquired blocked force. This is referred to as the
forward step and is typically used as an on-board validation procedure, as specified
by ISO 20270:2019 [38|. The forward prediction and the concept of controllability
and observability for the transmissibility-based fastTPA will be discussed in the

following sections.

4.3.2 FastTPA —Forward Prediction, Validation and Fast VAP

Having estimated the blocked force in an inverse step (Eqgs. (4.40) or (4.41)), the
forward prediction of an operational response can be made. This is considered the
second part of the fastTPA workflow. The forward step applies not only to a TPA
response prediction, but also to the on-board validation procedure as standardised
by ISO 20270:2019 [38] (see Sec.2.4.1). In either case, the predicted total response
at (d') is given by,

U H ’ ra
|: pC2,dCL ]:[ Co,d'c ] {fA,c}(CQ) (442)

VCg,d’a Ca,d'c

where the blocked force vector {f A7c} (C2) originates from Eqgs. (4.40) or (4.41). Note
that the target DoF' is denoted by the subscript ‘d’”’. The distinction by an apos-
trophe is made to indicate that (d') is not part of the remote DoFs (d) used in the
inverse force identification. In a diagnostic context, Eq.(4.42) is typically broken
down as a sum of partial contributions to predict the contribution of each element

in fA’C to the total operational response. For example, the total sound pressure
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response P, g, at some target DoF (d") can be expressed by,
PCydia = ch%dfci = Z He e, ?A,ci for n. coupling DoFs (4.43)
i=1 i=1

where pe, 4, is the relative contribution of excitation force f A The above facil-
itates contribution ranking to identify potential issues and troubleshoot dominant

excitations and transmission paths.

In fastTPA, the forward FRFs H, . (or Y, 4. if we consider structural responses)
used in Eq. (4.42) are replaced by the two-stage expression in Eq.(4.32) to avoid
conventional FRF measurements in (Cs). The forward prediction in Eq. (4.42) can

be rewritten as,

FastTPA forward response prediction:

i p ’ 2. ra
[ Doz da ]=l AR ]VE&,baYCl,bc {fA,c}(cg)‘ (4.44)

VCg,d’a Ca,d'a

In practice, partial responses are obtained by selecting the corresponding coupling
DoFs (c) in the FRF term and calculate Eq. (4.44) for Y, ,.. The so obtained
partial responses may be used to analyse the contribution of each blocked force
DoFs to the total vibration or sound pressure response. It is worth noting that the
above velocity and FRF matrices are readily available from the force identification
in Eq. (4.40), and require no additional experimental work. It is, however, neces-
sary to include a corresponding target DoFs (d’) during the system identification
measurements in (Cy). As such, the responses ch, 7o and/or \'/'027 7o are recorded
simultaneously to \'/—02’ 4o during the controlled operation of the calibrated blocked

force exciter.

However, the forward prediction step in fastTPA, as given by Eq. (4.44), may not be
used as an on-board validation procedure as described in the following. Expanding

the blocked force vector with the inverse force identification in Eq. (4.40) yields,

p02 d'a P02 d'a . + + ’ ’ +
[ = \’/_ VCH,ba YCl,bc [YCl,bc VCl,ba VCQ,da ]VCQ,da : (445>
Vo,da Ca,d'a

It is clear from the above that the terms Yo e and \701 pe Will cancel in the forward
prediction. This cancellation can be interpreted as removing the effect of the assem-

bly (C;) in which the source was calibrated, i.e. the blocked force characterisation
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at the interface DoFs. In case a perfect cancellation occurs, Eq. (4.44) reduces to a

transmissibility term Té‘;) s

[ Pc,.da ] _
Vesda

between the target DoFs (d’) and (d) due to an unknown excitation (a). The forward

P 4
Co,d'a +
. Coda YCo,da T H (4.46)
V

Co,d'a

(a)
TCQ,d’d

prediction above can therefore be interpreted as a transmissibility measurement in
the same assembly (Cz). The information about the coupling DoFs (¢) to compute
the partial responses is added from the calibration measurements in (C;). Note that
any inversion error and measurement inconsistency in the matrix terms will lead to
an improper cancellation of Y, , Y7, ;. and Vghba VCLba and may introduce some
numerical uncertainty @ to the transmissibility relation. However, the effect of an
incomplete interface description in the FRF term Ycl,bc or unwanted variation in the
reproduced excitation are not considered in the total response. Thus the convenient
on-board validation procedure, as standardised in ISO 20270:2019 [38], is not suitable

to assess potential errors in fastTPA.

Instead, a transferability validation approach can be adopted, where the inverse force
identification and forward propagation step are separated, as outlined in Sec.2.4.1.
Here, the forward prediction uses a blocked force vector obtained from a different
assembly. In essence, the transferability validation can be considered a virtual pro-
totyping methodology. A blocked force vector from the calibration setup (Cy) is
virtually recombined with the forward FRFs of assembly (Cs) to construct a VAP.
With a controlled source exciter, a set of forward FRFs can be obtained from op-
erational measurements, even for complex MIMO systems. Like fastTPA, using a
controlled source in the context of VAP is denoted as ‘fastVAP’. This allows to ‘vir-
tually’ interchange the receiver (B, B, ...) connected to the source (A) and predict

their operational response.

Validation / fastVAP procedure:

p 'a ]‘:’) 'a (e r
[ Ca,d ]:[ Cod ]VC‘hbaYCl,bC{fAﬁ}(cl) (4.47)
Veosda VCg,d’a

with {fAvc}(cl) =Y e Ve ba characterised in (Cy)
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As noted above, the blocked force vector f 4. is obtained in assembly (C;) using con-
ventional FRF measurements to avoid matrix cancellation. Used as a validation tool,
the predicted responses in Eq. (4.47) are then compared to a reference measurement
made in (Cy). This transferability validation considers the velocity matrices charac-
terised during the two stages, and thus variations in the reproduced excitation (i.e.
between Vchba and \’7027 1) are accounted for. Note that the inverse velocity matrix
is often ill-conditioned and contributes most to the level of uncertainty® in fastTPA
and/or fastVAP. However, the blocked force vector in Eq. (4.47) is obtained from
conventional in-situ blocked force measurements (ISO 20270:2019), avoiding the in-
situ characterisation as part of fastTPA. With the two-stage FRF procedure being
neglected, the uncertainty associated with the inverse force identification is clearly
not representative. Hence, Eq. (4.47) may indicate errors in the two-stage procedure
of characterising FRFs rather than providing a complete validation of the fastTPA
approach.

Practical application of Eq. (4.47) for validation purposes or in the context of fast-
VAP are presented in Sections7.5.1 and 7.6, respectively. In addition, Chapter 7
presents a benchmark study for a detailed validation and compares the fastTPA

procedure to a more conventional in-situ TPA measurement.

4.3.3 Controllability and Observability in FastTPA

The bottleneck effect and the concept of controllability and observability are strongly
related to fastTPA and provide practical guidelines for the transmissibility measure-
ment involved. As stated before, the fastTPA inverse step and forward prediction
consider a set of n, independent controlled source-side excitations, whilst the inter-
face can be regarded as a bottleneck. Hence, the interface may limit the number of
independent excitations transmitted to the passive side. Further downstream, the
effect of the source excitation is observed by some remote DoFs, which are often
over-determined so that a linear dependency exists in the responses relative to the

interface DoFs (as the source excitations are channelled through (c)).

8 The uncertainty contribution from each term in fastTPA /fast VAP can be analysed using a linear
covariance-based approach, as outlined in [84, 138-140]. The FRF and operational response
uncertainty can be propagated through the inverse procedure onto the blocked force to identify
the significant error terms. However, further discussion on this topic is considered outside the
scope of this thesis. Here, regularisation techniques to minimise noise-induced errors in the
inverse of an ill-conditioned matrix complicate the propagation of uncertainty and require further
research [2].
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The derivation of the fastTPA is based on transmissibilities and their invariance to
the location of the applied excitation. The inverse force (Eq. (4.40)) is acquired via
the transmissibility \'/'Chba VEQ 4o Whilst the forward prediction (Eq. (4.44)) consid-
ers the term Vi, , V(i .. Note that the roles of Ve,.40 a0d Vg o, are interchanged
in the two steps. The invariance of the transmissibility terms is subject to control-

lability and observability of the inverse matrices, which function as an ‘input’.

In the following, the rank of \'/'027 4 (for the inverse step) and Vcl,ba (for the for-
ward prediction) is investigated as an indicator for controllability and observability.
Continuing the discussion in Sec. 3.6, four common scenarios for controllability and
observability are depicted in Fig.4.3. The examples in this overview are essentially
the same as in [10]. In what follows, n,, n. and n/q are considered the number of
independent source-side excitations, interface modes, and the number of receiver-
side remote DoFs, respectively. For simplicity, DoFs (b) and (d) are positioned at

the same receiver-side locations.

(a) (c) (b){(d) (a) (C) (b)/(d)

(@) (@)

(a2)0 ~ Y (a2) \
(a5) & (a3)

(a4)’

(a5)

T

(as)

Ne=5 ne=3 ny/ng=4 na-5 ny/ ng=2
source (A) receiver (B) source (A) receiver (B)
(a) Fully controllable & fully observable (b) Fully controllable & unobservable

(a) (c) (b){(d) (b){(d)

Ne=2 n.=3 ny/ ng
L

T T

source (A) receiver (B) source (A) receiver (B)

(c) Partially controllable & fully observable  (d) Partially controllable & partially ob-

servable

Figure 4.3: Different scenarios of controllability and observability encountered in the
inverse force and forward prediction step of fast TPA. Vibrations from the controlled source
(A) are channelled through the interface (bottleneck) and transmitted onto the receiver-
side [10].
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Note that controllability relates to the independent columns (n, source excitation),

whilst observability is a property of the rows (n; or ng remote DoFs) in the velocity

matrices Vg, po € C™*"e and V¢, g, € C"a*me | respectively. In contrast, the number

of independent vibration modes at (¢) is a property of the coupled structures, here
fully described by n. =3 DoFs.

(a)

(b)

(c)

(d)

Fully controllable & fully observable: The interface (¢) is fully excited from
(a), with the bottleneck effect actively restricting the number of independent
excitations passing through the interface. The independent response cases
are fully observed on the receiving side by an over-determined set of remote
DoFs (b)/(d). Therefore, the rank of V¢, 4 and Ve, 4q is 7., noticeably by
a large jump in singular values due to the bottleneck effect. The fastTPA
transmissibility matrices are invariant and become a property of the receiver
only. In other words, the transmissibility term generally relates the responses
on the passive side, even for arbitrary source excitations (a) that were not

considered in the original transmissibility measurements.

Fully controllable & unobservable: The interface (c¢) is fully excited and the
number of independent vibration modes is effectively restricted by the bottle-
neck effect. However, the n. independent vibrations can not be observed on
the passive side, thus the rank of VCl,ba is ny (\’/'02701@ is ng) without a large
jump in singular values. The transmissibility matrices are not invariant, thus

additional remote sensors should be added to improve observability.

Partially controllable & fully observable: The independent excitations can be
observed on the receiver-side, however, not all interface DoFs are excited. The
excitations at (a) are unable to provide a sufficient contribution through all
interface DoFs, hence the rank of Vcl,ba and \'/'Cz,da is n, (the bottleneck
effect is not active). The transmissibility matrix correctly relates receiver
responses for the excitations used at (a), yet unable to describe an arbitrary
source-side force (not included in the original measurement). If additional
excitations (e.g. manually with an impact hammer) are applied at (a), an
increase in the number of significant singular values is a good indicator for

partial controllability.

Partially controllable & partially observable: Not all interface modes are ex-
cited, hence the interface is not acting as a bottleneck. Although the two
excitations can be observed on the passive side, the number of remote DoFs is

insufficient to observe the full (n. = 3) interface dynamics.
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Ideally, scenario (a) provides an invariant transmissibility relation for the inverse
and forward step in fastTPA. In other words, the ‘blocked force exciter’ implicitly
accounts for all physical interface DoFs and provides a robust estimation of the
assembly FRFs used in the calculation. As discussed in Sec. 3.6, it is good practice
to consider n, > ny/q > n., however, to generate mutually independent operational
excitations is not straightforward. In practice, full controllability may be achieved by
operating the active source (A) under varying conditions to apply different load cases
on the receiver (e.g. operating an electric motor under different speeds and loads).
Such an approach is beneficial for completely enclosed and inaccessible sources.
When access is unrestricted, external forces may be applied anywhere on the source
(different positional-DoFs) to generate mutually independent excitations. Besides,
in [131] it is suggested that external excitation, e.g. by an instrumented hammer,
whilst the source is turned off, leads to better conditioning of the transmissibility
matrix compared to a sequence of operational excitations. As for full observability,
too few remote sensors (b)/(d) (or too distant) may lead to neglecting essential
transmission paths, i.e. some operational excitations are not observable from these
points [141]. In contrast, too many remote DoFs (b)/(d) (or too close to one another)

can result in an ill-conditioned velocity matrix, prone to numerical inversion errors.

If the system is fully controllable and observable, the transmissibility matrices of
the fastTPA approach can be determined from the dominant singular values of the
velocity measurements. Typically, the rank of VC’l,ba and \'7027 Jo 18 limited by the
number of interface DoFs n. (bottleneck effect). This implies, that for n, > n.
(full observability) the operational matrices are rank deficient, although sufficient
excitations are considered n, > n. (controllability). Therefore, it is common practice
to perform a truncated singular value decomposition (TSVD) of VCLba and \'7027 da
The lower order singular values may be rejected when the inverse is performed, since
they are likely composed of measurement noise, to identify the independent system

modes that are transferred across the interface [10, 137, 142].

Throughout the remainder of this thesis, unless otherwise stated, the inverse problem
inherent to the transmissibility-based fastTPA is solved using a TSVD regularisa-
tion. For the rigidly coupled case, 6 significant singular values are considered at each
point-like coupling interface accounting for 6 coordinate-DoFs (x, y and z transla-
tions, alongside their corresponding rotations). Other, in a sense, more complex
regularisation techniques are not considered, as the system identification tries to
determine a complete set of FRFs, including less dominant paths represented by low

singular values, which may otherwise be subject to rejection.
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4.4 Summary and Concluding Remarks

In this chapter, an alternative expression of the generalised round-trip identity has
been derived complementing component-based TPA measurements, i.e. to account
for a complete set of transmission paths. The concept of generalised transmissibil-
ity has been presented to simplify the implementation of the round-trip mobility
relation. It has been shown that transmissibility is strongly related to the con-
cepts of controllability and observability, whilst the same transmissibility matrix
can be obtained independent of the location (on the source) where the excitation is
applied. This invariance has been used to replace FRF measurements in the gener-
alised round-trip relation by an unknown operational excitation of the active source.
Concepts to obtain such an operational transmissibility matrix with a reliable phase
relationship have been presented, e.g. using an H;-like expression or an assigned
cross-spectrum phase. Hence, the generalised round-trip for inaccessible and long
distance FRFs can be determined using operational velocities and is thus easier to

implement.

To avoid any conventional FRF measurement in the target assembly, the already
simplified round-trip relation has been split up into a two-stage measurement pro-
cedure. In a calibration stage, the blocked force output of the active source is
characterised, e.g. on some specifically designed test bench. The subsequent system
identification stage exploits the invariance of the blocked forces, where structural
and vibro-acoustic FRFs are determined from operational response measurements
only. In essence, a controlled source (e.g. the electric motor of an EPS system) op-
erated under the same conditions is utilised as a calibrated multi-DoF blocked force
exciter. Similar to the mobility concept, the FRFs of the assembly are measured
as the complex ratio of a velocity response to the blocked force excitation. The
two-stage measurement concept may be viewed as an extension to component-based
TPA approaches, one that avoids conventional FRF measurements in the target

assembly:.

The blocked force exciter (two-stage procedure) not only allows us to determine a
subset or even the full FRF matrix for one of the established component-based TPA
methods, but also to formulate a novel fastTPA approach. The proposed method
facilitates in-situ inverse force identification using blocked forces and forward predic-

tion of total or partial responses. The experimental implementation of this relation
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has been discussed alongside some potential practical benefits of the remote cali-
bration measurement. The forward prediction step applies not only to the fastTPA
response prediction, but also to a validation procedure. A transferability validation
concept has been presented, which, in fact, is a virtual acoustic prototyping pro-
cedure, referred to as fastVAP. The fastTPA approach, and its VAP counterpart,
facilitate reliable diagnostic tests within a very short time and minimal instrumenta-
tion effort in the target assembly. With clear advantages over conventional methods,
the indirect system identification and the fast TPA approach are further investigated

in the following chapters, particularly regarding their experimental validation.
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Simulations




System Identification and
Validation

In this chapter, the concepts in PartIl, used in the derivation of fastTPA, are val-
idated, namely, the generalised round-trip identity, the invariance of the transmis-
sibility, and the controlled blocked force exciter. The indirect system identification
of inaccessible and long-distance FRFs is demonstrated for coupled assemblies or
their sub-components. The tests are performed on different structures to investigate

a single contact case, a complex MIMO system, and a long-distance scenario.

Chapter contents:

5.1 Generalised Round-Trip Identity for a Single Contact Assembly 113
5.2 Indirect System Identification for MIMO Systems 123
5.3 Steering Setup — Characterisation of Long Distance Transfer Func- tions 139
5.4 Summary and Concluding Remarks 144

5.1 Generalised Round-Trip Identity for a Single
Contact Assembly

The previous chapters introduced the generalised round-trip identity for indirect
FRF characterisation, whilst its implementation will vary depending on the context
of the application. The round-trip for inaccessible FRFs is used in the development
and derivation of fastTPA. In this sense, it appears essential to validate the under-
lying system identification concept, before considering its application to complex

MIMO systems. Following its theoretical development in Sec. 3.4, the generalised

113
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round-trip identity is validated first analytically and then experimentally, using a

single contact assembly.

In this initial study, the indirect round-trip approach is applied to characterise inac-
cessible driving-point and transfer FRFs of a single contact (single-DoF) assembly.
The coupled structure consists of two free rods joined end-to-end at point (¢), as
shown (not to scale) in Fig.5.1. A prismatic rod was chosen because a closed-form
analytical solution exists for the coupled system and, furthermore, it allows for the
in-situ approach to be demonstrated on a non-resilient and strongly coupled as-
sembly. The left-hand side of interface (c) is considered the source (A), and the
right-hand side the receiver sub-structure (B). The DoFs (a) on the source, (b) and
(d) on the receiver and (c¢) at the interface are defined on the axis along the centre
of the rod, whilst only the +x direction (in-plane) is considered. This particular
case for internal in-plane FRFs is a prime example for indirect system identification
since only the two free ends (DoFs (a) and (b)) are accessible for excitation and
response measurements. Other in-plane DoFs (at the interface (¢) and target point
(d)) are located at inaccessible positions inside the structure and cannot be directly
measured or excited. Hence, driving-point and transfer FRFs need to be determined

indirectly.

(a) (c) (d) (b)

I—’l o FE modelling
source (A) receiver (B) - Elements 39361 tetrahedrons
- Mesh size 2.0 - 6.0mm
- Nodes 62948

Figure 5.1: Coupled rods joined end-to-end at (¢), discretised using 3D quadratic tetra-
hedron elements. In this single contact case, the accessible DoFs (a) and (b) at the free
end, as well as the internal target location (d) and the interface (c¢) are defined in the

x-direction.

The geometry and material properties of the aluminium rod are given in Table5.1.

Also given are the excitation and response positions used in the study.

Table 5.1: Geometry, material properties and excitation/response positions for the free-
free rod, where; IFlength, h-height, Ep- Young’s modulus, p- density and v - Poisson’s ratio,
and x;, - DoF positions of (a), (¢), (d) and (b).

Material ‘l(m) h(m) Ey(N/m?) p(kg/m3) v(-) T (m)

Aluminium ‘ 1.83 0.025 69 x 10° 2670 0.32 {0, 0.50, 1.50, 1.83}
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To compare the indirect results for Y, .. and Y ;. usually requires a direct reference
measurement. However, in a real measurement, the excitation at the coupling inter-
face (c) or the target location (d) is impractical, if not impossible. In such a case,
in-plane excitation is often applied off-centre via some rigid block glued to the outer
surface of the rod, effectively causing a force and moment excitation at the internal
in-plane DoF (centre axis). Instead, reference data may be obtained through an an-
alytical or numerical finite element (FE) simulation. Such an FE model can easily
be generated due to the simplicity of the rod’s geometry (without small features or
curved surfaces) and does not require a detailed mesh [143]. Both computational
approaches are used in Sec. 5.1.2 to validate experimental round-trip results for the

driving-point and transfer mobility.

Before the experimental implementation, an analytical model of the coupled rods
is presented to test the generalised round-trip relation [9]. Later, the findings are
combined with experimental and numerical data to validate the practical application

for a single-DoF case.

5.1.1 Free-Free Rod Model — Analytical Verification

The following case study provides an initial verification of the theoretical develop-
ments in Sec. 3.4.2, based on an analytical model of two rigidly coupled rods. The
individual path segments for the generalised round-trip identity in Eq. (3.19) and the
special case for driving-points in Eq. (3.1) are obtained from a full-length rod model.
The analytical expressions for the mobility terms are combined to reconstruct the
internal transfer and driving-point mobilities, YC, 4 and Yg ., respectively, which are
then compared to the exact analytical solution. By modelling the structural FRFs
of the assembly, the generalisation of the round-trip concept is tested analytically,

free from noise and measurement errors.

For simple geometries, such as a free-free rod, longitudinal vibration modes can
be calculated from the one-dimensional wave equation [144]. Partial differential
equations typically describe the dynamic behaviour depend on time and spatial co-
ordinates [145, 146|. This expression solved for free boundary conditions may be
transformed into the frequency domain to obtain a mobility formulation. Consid-

ering longitudinal vibrations, the in-plane mobility of a free-free rod excited at an
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arbitrary point (xy) is given by [9, 147| as,

—j coskx;cosk(l—xy)

for ;< 5.1
oo_u_ | e sin ki b O e (5:1)
k= =
i —j cosk(l-x;)coskxy,
. fi P> 5.2
DAcy sin ki o OT s (5:2)
) cL =% longtudinal wave speed
with

k=\/Zw  longtudinal wavenumber

where (x;) denotes the response position. The mobility is determined in terms of
the imaginary unit j = v/—1, the longitudinal wave number k, the wave speed ¢, in
the rod, and the cross-sectional area A together with the rod’s length [. Note that
mobility expressions in Egs. (5.1) and (5.2) depend on the excitation position on the
rod with respect to the response DoF', i.e. one must distinguish whether z; < z; or

T; 2 Ty

It can be confirmed that the expressions in Egs. (5.1) and (5.2) satisfy the boundary
conditions of a free-free rod. The axial stress ¢ must be equal to zero at both free
ends (x; =0, z; = 1),

ou(x;,t)

o(z;,t) = Ee(x;t)=F o

=0 (5.3)
with Hooke’s law stating direct proportionality between the stress ¢ to the axial
strain ¢ expressed by the gradient of the longitudinal displacement u[59, 148]. At

the unconstrained free ends, the natural boundary condition is given by,

ou(x;,t) 0o ou(x;,t)

=0. 5.4
8:162- ;=0 axz z;=1 ( )

Note that the conditions are given as partial differentials with respect to the spa-
tial coordinate. For the mobility relations above, it is generally more convenient
to express the imposed boundary condition in the frequency domain as a velocity

constraint,

ou(x;,t)

o = jwu(z;) (5.5)

v(x;) =
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through the first time derivative of displacement u. In the frequency domain, an
equivalent boundary condition for the free ends can be defined,
ov(x;) ov(x;)
W — =0, W — =0. 5.6

axi z; =0 / axz z; =1 ( )
For completeness, the analytic rod model satisfies the boundary conditions in Eq. (5.6)
at its free ends, in conjunction with the continuity of motion and the equilibrium
condition at the excitation point. The following kinematic continuity and equilib-

rium conditions between neighbouring elements are enforced,

U(xi)— T = T = U(xi)‘*' T = T (57)
ov(z;)-  Ov(x;)s _Jw
( o, ori ), ... Vo (5:8)

where v_ and v, denote the solutions to the left and right, respectively, of the
excitation point xy [144]. The equilibrium condition for z; - z;, considers the axial
stresses (compare Eq. (5.3)) by differentiating Egs. (5.1) and (5.2) and substituting
x; = x. Subtracting the left and right solutions gives the expected discontinuity due

to the applied excitation f.

To verify the concept of the generalised round-trip identity in Eq. (3.19), the exci-
tation (zj = (a), (b)) and response (x; = (d), (b), (¢)) positions of the three transfer
path segments are substituted into Egs. (5.1) and (5.2) to obtain an analytic expres-
sion of each mobility term. For the prismatic rod in Fig. 5.1 the following transfer

mobility terms between the four positional-DoFs are obtained,

—j cosk(l—-d)coska

Yeaa = DAcs . with 2, =a and z; = d (5.9)
—j cosk(l-b)coska ,

Yo = DAcs e with 2, =a and z; = b (5.10)
—j cosk(l—0b)coske _

YCT,Cb = Acy Skl with 2, = b and z; = c. (5.11)

Combining the three path segments in Egs. (5.9) - (5.11) to the generalised round-
trip according to Eq. (3.19) yields the transfer mobility,

—j coskccosk(l-b)

Yerde = Yoo Yoha Yoo =
C.de C.,da = C)ba ~ C,cb pACL sin kl

(5.12)
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between the virtual coupling interface (¢) and an arbitrary target location (d) on
the receiver-side (B) of the rod. The same mobility relation can be obtained from
the appropriate substitution of (zy = (¢)) and (z; = (d)) in Eq. (5.2). This confirms
the generalisation of the round-trip concept for this case with exact modelled data.
It is clear from the above that a cancellation occurs between the denominator and
the numerator of the coupled mobility terms. An inconsistency between the three,
for example, due to them being obtained from separate tests or changing conditions,
will lead to an imperfect cancellation and artefacts in the reconstructed mobility

Ye de-

Note that by moving points (d) to coincide with (c¢), i.e. identical DoFs (c) = (d),
the single interface form of the round-trip identity as given in Eq. (3.1) is obtained.
Hence, the analytical mobility term Y, ,, is replaced by Y, , to determine the

driving-point mobility at the interface of the two rigidly coupled rods,

—-j cosk(l-c)coska

Yoo = with x; =a and z; = ¢ (5.13)

pAcy, sin kl

—-j coskccosk(l-c)

YC,cc = YC,ca YC’_})a Y(;I:cb = (514)

pAcyp, sin kl
Evaluating the exact result from Egs. (5.1) or (5.2) for collocated excitation and
response DoFs, i.e. x; = 2, = (¢), is again in agreement with the single interface
round-trip result in Eq. (5.14) [9].

It has been shown that the analytical expression of the in-plane transfer and driving-
point mobility for two virtually coupled rods can be obtained indirectly via the
generalised round-trip identity. In what follows, the practical implementation of the

indirect in-situ system identification concept is demonstrated.

5.1.2 Force Excited Rod — Experimental Validation

The experimental validation presented in this section demonstrates a practical ap-
plication of generalised round-trip identity using a relatively simple but realistic
single-DoF' structure. Instead of using two coupled sub-structures, the rod, shown
(not to scale) in Fig. 5.2, is virtually separated into two sides, a source (A) and a
receiver (B). For the measurement campaign, the aluminium rod is resiliently sus-

pended to achieve free boundary conditions.
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(a)

Experimental setup
(c) - Excitation DoFs 2
- Response DoFs 9

(d)

I‘eceiVer (B)

Figure 5.2: Experimental setup of two virtually coupled rods for indirect identification of
the structural properties using the generalised round-trip identity. Four surface-mounted

accelerometers characterise the inaccessible coupling interface (¢) and target DoF (d).

In this experimental setting, only the in-plane DoFs at (a) and (b) are accessible for
direct excitation at the free ends. Hence, this single-DoF system does not facilitate
over-determination by considering additional DoFs. At the inaccessible DoFs (c¢)
and (d), 4 spaced accelerometers are placed on the different sides of the rod to
approximate an in-plane measurement in the centre. From a practical point of view,
this sensor configuration accounts for the surface mounted position with a lever to the
rod’s centre (similar to the finite difference approximation in Sec. 2.3.2) and is likely
more robust than a single sensor. Averaging the spaced mobilities in x-directions
effectively removes superimposed rotational contributions (bending of the rod) from
the idealised translational measurement, for example, due to an off-centre excitation
at (a) or (b). An additional remote sensor is positioned at (b), directly aligned
in the in-plane direction at the free end. The round-trip measurement procedure

(1.-3.), including the validation process (*), may be outlined as follows:

1. The assembly FRFs Y¢ 4, € C*1 and Y ¢ p, € C*! are measured simultaneously

using a shaker excitation (red arrow) at the source-side DoF (a).

2. To avoid misalignment and inconsistency, the transfer FRFs Y¢ 4, € C*1 on
the passive side are determined by direct excitation (red arrow) on the sensor

housing at (b), whilst the responses (blue arrows) are measured at (c).

3. The rows of the spaced 4 x 1 mobilities (Y¢ 4, and Y¢ ) are averaged to
approximate the transfer mobility in the central point. Using the generalised
round-trip formulation in Eq. (3.19), the inaccessible FRFs Y¢ .. € CP! and

Y ¢ qc € C*1 are predicted from indirect measurements.

* To provide a validation method, reference FRFs are obtained from the analyt-

ical model in Sec.5.1.1 and a numerical simulation.
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In this example, the analytical and numerical results of Y, . and Y, ;. are of partic-
ular interest for the validation * of experimental data since the direct measurement
is simply not feasible. As such, the inaccessible driving-point and transfer FRFs are
modelled analytically using Egs. (5.1) and (5.2) for a free-free rod of equal length.
Redundant information for the validation may be obtained from a numerical sim-
ulation using a truncated modal summation. A finite element (FE) model of the
rod is illustrated in Fig.5.1, using a mesh with tetrahedral elements'. To account
for the effect of structural damping in both analytical and numerical approaches, a

complex elastic Young’s modulus is considered,
E = Ey(1+jn) (5.15)

with an assigned structural loss factor n of 0.4 %, which also affects the associ-
ated wave number k[149]. However, achieving matching results and idealised free
boundary conditions can often be challenging when comparing the computed and
experimental scenario. Differences between the analytical /numerical results and the
experiments are avoided, in part, by adjusting the material parameters given in Ta-
ble5.1 in an updating procedure (using a gradient-based optimisation; fmincon( )
in MATLAB). The chosen updating parameters are the global material properties:

density p, Young’s modulus Fy and loss factor 7.

Experimental data in this section and throughout the thesis are captured at 12 kHz
using a multi-channel HEAD Acoustics data acquisition system (HEADlab) while all
further post-processing is performed in MATLAB. For conventional FRF measure-
ments, acceleration responses are measured using tri-axial and single-axis accelerom-
eters (PCB 356A14 and 352A24), whilst a miniaturised shaker (LMS Q-MSH) is used
to apply broadband (white noise) force excitation. Assuming the input excitation is
comparatively free from noise, all FRFs are calculated using the H;-estimator at a
frequency resolution of 0.732 Hz and a corresponding FF'T length of 16384 samples.

Lastly, each FRF is determined from the linear average of a 90s recording.

Shown in Fig. 5.3a is the experimentally determined in-plane driving-point mobility
Y, . using the indirect generalised round-trip approach in Eq. (3.19) (=), compared
to the directly computed results of the analytic model (—) and the FE simulation

(—). It can be seen that both the calculations are in near-perfect agreement with

! The structural mesh built from tetrahedron elements may appear to be bad practice for FE
modelling of prismatic geometries. However, this element type, supported by the MATLAB
mesh generator, yields sufficient results, whilst the focus of this case study is not on creating a
highly accurate numerical model.
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the indirectly measured driving-point mobility. This may in itself be considered a

validation of the single interface form of the round trip identity as given in [9].
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(a) In-plane driving-point mobility: Yo ..  (b) In-plane transfer mobility: Y g

(Inset covers freq. range from 3.5-6kHz)  (Inset covers freq. range from 3.5- 6 kHz)
Figure 5.3: Validation of the generalised round-trip identity for the interface driving-
point mobility and the transfer FRF from (c) to the target DoF (d) of the single contact

assembly. Narrowband representation of amplitude (top) and phase spectra (bottom):

experimental round-trip data (==); analytically modelled (—); and FE simulation (=).

The proposed extension for receiver-side target DoFs (d) is demonstrated in Fig. 5.3b
with a similar, remarkably good agreement. As shown more clearly in the insets of
Fig. 5.3, shifts in the resonant frequencies are on the scale of numerical error or
result from inaccurate determined geometrical or material properties. Especially
geometrical variations evoke anti-resonance shifts due to their dependence on the
response and excitation position [145, 150|. Furthermore, it can be seen that the an-
alytical and numerical predictions tend to underestimate the free rod resonances at
frequencies below 3 kHz. This is likely a result of some minor frequency dependence
in the material properties, e.g. of the loss factor n, which are not accounted for in
the simplified models. High frequency noise at the 3.8 kHz anti-resonance encoun-
tered in the round-trip measurement in Fig.5.3b is caused by an insufficient SNR
on the measurement of Y¢,,, due to the relatively long transmission path. How-
ever, undesired measurement noise may be reduced by over-determination (shown

in the following multi-DoF case study), that is, additional excitation/responses are
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considered at (a) and (b). The agreement of the analytical mobility terms with the
direct FE simulation not only confirms the potential of the model presented in the
previous section, but also validates the experimental application of the generalised

round-tip identity for single-DoF systems, albeit on a simple assembly.

When examining the reconstructed round-trip FRFs, it is useful to check if the
driving-point and transfer measurements are dynamically plausible. Note that by
moving points (d) to coincide with (c), i.e. identical DoF (c¢) = (d), the single inter-
face form of the round-trip identity is obtained. Such driving-point measurements
are referred to as ‘collocated’ vibration problem and associated with a minimum
phase system. Typically, as shown in Fig.5.3a, the amplitude of a driving-point
mobility is a sequence of alternating anti-resonances and resonances with a phase
confined between +90°[144, 151]. On the other hand, transfer mobilities are measured
between ‘non-collocated’ excitation and response positions. As shown in the inset
of Fig.5.3b, natural frequencies do not necessarily alternate with anti-resonances,
and the phase is not bounded. To summarise, the variation from collocated DoFs
(¢) = (d) to non-collocated (¢) # (d) interface and target positions changes the
minimum-phase system, which can be seen in the real- and imaginary part of the
mobilities. The complex mobility matrix (compare Eq. (2.3)) may be written more

explicitly as,
Yi(w)=Re{Yi(w)}+7-Im{Yi(w)} = G(w) +7-B(w) (5.16)

where the conductance G(w) and the susceptance B(w) matrices represent the real
and imaginary part, respectively [13, 42|. The separated real part is a square ma-
trix with diagonal symmetry that is either positive definite or positive semi-definite.
This condition results from passivity, since the vibrational power applied at the
driving-point can only flow into the structure, thus always positive, resulting in a
displacement in the same direction [59]. As a requirement, the real part of the
driving-point mobilities (=), i.e. the diagonal elements in the conductance matrix
G(w), must be greater than or equal to zero. On the other hand, the off-diagonal
transfer mobility elements (—) are not bound to be positive real, as shown in the
experimental data in Fig.5.4a. A negative real part indicates an energy transfer
back to the exciter, which occurs in the illustrated transfer mobility function Y¢ 4.
The imaginary part B(w) in Fig. 5.4b relates to the reactive character of the struc-
ture, which may either be mass or stiffness-like, indicated by a negative or positive

imaginary part, respectively [59, 149, 152].
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Figure 5.4: Representation of the real Re and imaginary Jm part of the experimentally
determined driving-point mobility Y¢ .. (=) and the transfer mobility Y 4. (—) using the

generalised round-trip identity.

It has been shown that passive properties of two virtually coupled rods can be
obtained experimentally via the generalised round-trip identity, without the need to
apply direct excitation at the interface or the target DoF'. The specific characteristics
of the real and imaginary part of the complex mobility term can be used to examine
the reconstructed FRFs and as an indicator for measurement errors. In the following,
the generalised round-trip concept is experimentally validated for a more complex

MIMO system (multi-contact, multi-DoF).

5.2 Indirect System Identification for MIMO Sys-
tems

In this section, the experimental validation considers a case with more than one
degree of freedom at the interface. The indirect system identification of the as-
sembly, the receiver, or the source installed in a different assembly will be demon-
strated as part of three experimental multi-contact, multi-DoF examples. In the
first example, the indirect approach outlined in Sec. 3.4.2 is adopted to characterise
translational and rotational FRF terms inaccessible for direct force excitation. With
previous works having focused on the theory and validation of the single interface
round-trip identity [9, 153] (limited to driving-point FRFs), this section will con-
sider the generalised implementation for transfer functions with non-collocated ex-

citation and response measurements. The second part considers the sub-structure
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form of the round-trip, as proposed in Sec.3.5, and the invariant property of the
transmissibility matrix. The third part then uses the source sub-component as a
multi-contact, multi-path vibration exciter for system identification in a different
installation. These FRF measurements with an exciter form the basis of fastTPA,
however, the inverse force identification and forward prediction steps for the analysis
are not demonstrated (see case studies in Chapter 7). Note that indirect characteri-
sation of long distance transfer functions is presented in Sec. 5.3 in a separate study

for a sufficient path length.

In these experimental studies, a miniaturised shaker was used to apply broadband
(white noise) force excitation for FRF measurements. Alternatively, all FRFs may
be obtained experimentally using impact excitations, however, the experimental un-
certainty of roving hammer tests is highly subject to the skill of the experimentalist.
In addition, the application of mini-shakers is preferred in this study since the force

output can easily be controlled as required for the experiments described in Sec. 5.3.

5.2.1 Beam-Plate Assembly — Generalised Round-Trip Iden-
tity for Inaccessible Assembly FRFs

This experimental study focuses on the ability of the generalised round-trip concept
to determine inaccessible transfer functions of a complex multi-DoF structure. A
steel beam rigidly coupled to an aluminium plate (see Fig.5.5a) was chosen so as
to introduce sharp, minimally damped resonances, representing what may be en-
countered in a challenging practical scenario. The cross-like coupling elements (see
Fig.5.5b), denoted by (¢;) and (c2), have been designed to facilitate the character-
isation of 6 DoFs by using 2 bi-axial sensor pairs (separation distance A, = 45mm).
From the acceleration measurements indicated by blue arrows, translational and an-
gular responses are approximated in the central point of each cross using the finite

difference approach [77].

The inaccessible transfer FRFs Y ¢ 4. are determined from all 12 DoFs of the cross-like
coupling elements (¢1) and (¢3) to the target tri-axial accelerometer (d), highlighted
in yellow. Note that a wedge, as part of the receiver structure, rotates the direction of
the target sensor to capture the structural response with a superposed contribution
from all significant coupling DoFs (¢). Per definition, the sensor (d), located below
the beam, and both coupling interfaces are inaccessible for direct force excitation,

prohibiting the direct measurement of the transfer functions.



Chapter 5. System Identification and Validation 125

+z

(a) Multi-connection beam-plate assembly for experimental (b) Cross-like inter-
validation of inaccessible FRFEs between the cross-like coupling  face with 4 bi-axial ac-

elements (c1,c2) and target positions (d), covered by the beam.  celerometers.

Figure 5.5: Test structure for indirect determination of Y¢ 4., and Y ge,. Arrows
indicate the excitation (red) and response (blue) measurements utilised in the FRF re-
construction using the generalised round-trip concept, whilst excitations depicted in the
close-up inset are required for the reference measurements. The source-receiver setup
contains: beam - source (A); plate - receiver (B); cross-like elements with the coupling

interfaces (c1, ) being positioned exactly in its center plane; inaccessible target DoFs (d).

The round-trip is calculated from 12 artificial source-side excitations (beam - (a)),
depicted by red arrows, applied in different directions distributed over the entire
beam. This generates mutually independent excitations to satisfy the controllability
requirement for a determined system (i.e. n, = n. = 12), as described in Sec. 3.6.
The responses are observed downstream of the cross-like elements on the passive side
(plate - (b)) by 4 tri-axial accelerometers. Later, 12 additional excitations (a) and
3 remote response sensors (b), indicated in grey (see Fig. 5.5a), are used for an over-
determination of the round-trip equation. The round-trip measurement procedure

(1. - 3.), including the validation process (*), may be outlined as follows:

1. The assembly matrices Y¢ 4, € C3*12 and Y, € C12¥12 are measured simul-
taneously using a roving shaker approach (see Fig.5.5a), with 12 excitations

(red arrows) at different source-side locations (a) on the beam.

2. The matrix Yo € C12¥12 on the passive side is determined by direct force
excitation on the accelerometers’ faces at (b) and response measurements at

the interface, indicated by blue arrows in Fig. 5.5b.

3. Using the generalised round-trip formulation in Eq.(3.19), the inaccessible

transfer FRFs Y ¢ 4.€C312 are predicted from indirect measurements.
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* To provide a validation method, reference FRFs are directly obtained from
measurements on the cross-like elements. The tailored design allows for con-

ventional FRF measurements, depicted by red arrows in the inset of Fig. 5.5a.

Shown in Fig.5.6 are the predicted transfer FRFs using the indirect generalised
round-trip approach in Eq. (3.19) (=), compared to the conventional validation mea-
surement (=). The selected transfer functions (Y¢ 4.€ C3*12) displayed here describe
the out-of-plane force (see Fig.5.6a) and in-plane moment (see Fig.5.6b) excitation
at (c1), whereas the target response is measured in the rotated out-of-plane direction
(d). Over a multi-kHz range (100 Hz - 6kHz), the reconstructed mobilities are in
good agreement with the reference measurement, although influenced by undesired
measurement noise, most notably in Fig.5.6b. This can be understood from the
experimental setup (see Fig.5.5a): most excitations are pointing in the z-direction,
making it difficult to excite the in-plane coupling DoFs sufficiently and explains the

higher deviations for the moment excitation.
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Figure 5.6: Validation of inaccessible transfer functions Y ¢ 4. using a determined system
of equations (n, = ny = n. = 12). Narrowband representation of amplitude (top) and phase
spectra (bottom): reference measurement (==); compared to the indirect generalised round-

trip identity (—).

Matrix inversions are known to amplify the effect of noise, and so the assembly

matrix Ycy, is sensitive to experimental error. In this particular example, the
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highly resonant assembly tends to cause poor conditioning, therefore, Y, is ill-
conditioned and susceptible to inversion errors. At lower frequencies, the bending
wavelength is large compared to the spacing of the remote DoFs (b) on the receiver.
The similar responses measured at (b) result in some mutual dependence between
columns of the corresponding FRF matrix. Inverse methods, such as the generalised
round-trip approach considered in this work, are often susceptible to noise-induced
errors and uncertainty arising from the experimental test and ill-conditioning. Al-
though there exist numerical techniques to minimise this effect (e.g. regularisation),
it is recommended to spend some effort on acquiring reliable experimental data in-
stead of relying on such post-processing techniques. Nevertheless, even the most
carefully executed experiments will be subject to some degree of uncertainty. For a
more detailed discussion, previous works have focused on this issue, particularly re-
ducing experimental uncertainty through over-determination or regularisation meth-

ods [47, 48|.

The above concepts of over-determination and regularisation may be adapted straight-
forwardly to reduce noise in the round-trip result. Eq.(3.19) does facilitate over-
determination by including additional remote DoFs at (a) and (b), respectively. As
indicated in Fig. 5.5a, 12 additional beam excitations and 3 tri-axial response sensors
(depicted in grey) are considered in the amended mobility terms (Y ¢ 4, € C324; and
Yo e C12%21). This results in the inversion of a non-square, over-determined FRF
matrix, Yo, € C21¥24. Hence, the standard matrix inverse is replaced by a Moore-
Penrose pseudo-inverse [23], leading to a least-squares solution of the problem, likely
to reduce inversion errors when implemented correctly. This over-determined mo-
bility reconstruction is shown in Fig.5.7a for the in-plane moment mobility. Over-
determination of the inverse problem by a set of remote DoFs (n, > n, > n. = 12)
provides a robust prediction by exceeding the basic requirement for controllability

and observability (see Sec. 3.6).

Alternatively, Fig.5.7b shows the improvement of the moment mobility by a trun-
cated singular value decomposition of the initial determined system (n, = n, = n, =
12) [154]. In this simple regularisation, the two least significant singular values
of Yé%ba e C12¥12 gre rejected since lower order singular values are likely composed
of measurement error and noise. In this case, rejection of 2 singular values can
be interpreted as reducing the interface description at each point-like (positional-
DoF) contact to 5 coordinate-DoFs. It is assumed that there is redundancy in the

multi-contact interface description; hence not all 12 coupling DoFs are required to
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represent the physical coupling dynamics. The truncated matrix inverse may be

determined through the SVD factorisation of Y, given by,

0

Yo =V(WE)'UT  with W= e R'>12 (5.17)

o OO O
O Ol= O O

o OO O O
S OO O O

where the columns of U and V are the left and right singular vectors, respectively.
The diagonal matrix ¥ = diag(oy,09,...,012) contains the singular values o; of
Y ¢ 4o in descending order. The weighting matrix W effectively removes the two least
contributing singular values (o1, and 015) [47]. The truncated round-trip is obtained

by substituting the regularised inverse formulation of Eq. (5.17) into Eq. (3.19).
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(a) Over-determined system: Ye 4. - (d)/(c1y)  (b) Truncated system: Yc 40 - (d)/(c1y)

Figure 5.7: Validation of the inaccessible FRF Y¢ 4. for an over-determined solution
(ng > np > n. = 12) of the generalised round-trip identity and results for the determined
system (as in Fig. 5.6b) subject to singular value rejection. Narrowband representation of
amplitude (top) and phase spectra (bottom): reference measurement (==); over-determined
generalised round-trip identity (—); and round-trip result using TSVD (—).

Without requiring additional instrumentation or experimental effort (compared to
over-determination), the truncation shown in Fig. 5.7b significantly improves the re-

sult of the determined setup, although minor deviations occur between 3.3-5kHz.
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This implies that the truncated singular values contain information about the struc-
tural dynamics, which are explicitly required to reconstruct the transfer mobility at
high frequencies. Note that the results presented are, in a sense, based on a trivial
rejection of 2 singular values, however, more sophisticated (also frequency-dependent

[155]) approaches may be adopted but are considered beyond the scope of this thesis.

Considering the moment mobility in Fig. 5.7, both approaches significantly reduce
noise to a level sufficient for most practical applications. The remaining noise be-
tween 100- 300 Hz is likely caused by a finite difference error and perhaps unreliable
shaker measurements at low frequencies. The measured translational FRFs of the
sensor pairs, which resolve the rotational DoF, are too similar?, and thus the cal-
culated difference of the spaced mobilities introduces noise [66]. Hence, this error
is not the fault of the generalised round-trip procedure and may be resolved by a
larger sensor spacing at the cross-like elements. Note that the reference measure-
ment (=) contains a similar error due to the finite difference approximation of the

forces applied at (¢) (see close-up inset in Fig.5.5).

For clarification, the accuracy of the indirect approach is independent of the number
of computed transfer FRFs. With a particular interest in the translational terms
(x,y,z-coordinate-DoFs) of Y¢ 4., incomplete interface instrumentation at (¢;) and
(c2) with single tri-axial accelerometers simplifies the experimental setup without
impairing the accuracy of the result. As stressed in Sec. 3.6, the conditions of con-
trollability and observability capture the interface dynamics, whereas the DoFs (c¢)
in Y, simply define which transfer mobilities are computed. In other words, the
results in Fig. 5.7 can be obtained by considering any incomplete subset of interface
DoFs, or only the ~-rotation at (¢;). However, the number of physical important

coupling DoFs at the rigid interface remains unchanged.

5.2.2 Plate Receiver — Sub-Structure Round-Trip Identity
for Receiver FRFs
The case studies presented so far have considered the generalised round-trip iden-

tity to reconstruct assembly FRFs. This study concerns the sub-structure form of

the round-trip identity for receiver FREFs, i.e. Yp 4., to reduce complexity in the

2 Especially at low frequencies, where the bending wavelength is very large compared to the
accelerometer spacing, the measured mobilities at both sensor positions are, in fact, identical.
Comparing such mobilities in the finite difference operation results in a noisy, unstable mobility
approximation [66].
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measurements commonly involved in classical TPA. Measurements on the receiver
sub-structure are then used to demonstrate the invariance of the transmissibility

matrix, as outlined in Sec.4.1.2.

The sub-structure round-trip identity in Eq. (3.40) combines FRFs of the coupled
assembly (C) and the separated receiver (B). The assembly measurements are es-
sentially the same as in the previous case study (see step 1. in Sec.5.2.1), hence
Yo and Y 4, are used to calculate a determined and over-determined round-trip
solution. For the subsequent receiver measurements shown in Fig. 5.8, the source
(A), that is the beam structure and the upper half of the cross-like elements, is re-
moved from the assembly. The receiver FRFs Y p 4, are determined from forces (red
arrows) directly applied on the accelerometers at (b) and response measurements
at the coupling interfaces (¢;,c2) (blue arrows). Using 12 source-side DoFs (a) (see
Fig.5.5a) and the same number of remote DoFs (b) provides a determined system
(ng = np = n. = 12). Like in the previous study, 12 additional beam excitations
and 3 tri-axial response sensors, indicated in grey (see Fig.5.8), are considered to
over-determine (n, > ny > n. = 12) the relation, i.e. Y pa € C222 Yo 4, € C3*24 and

YB,cb € C 12x21 )

(B)

|
receliver

Figure 5.8: Receiver (B) for indirect measurement of Yp g. using the sub-structure
round-trip identity. Arrows indicate the excitation (red) and response (blue) measurements
utilised in the FRF reconstruction, whilst excitations depicted in the close-up inset are

required for the reference measurement.

The reference FRFs Y p 4. € C3*12 are directly obtained from measurements on the
cross-like elements to validate the sub-structure round-trip identity. The forces
applied for the conventional FRF measurement are shown in the close-up inset of
Fig.5.8. Note that finite difference approximation is used to transform 8 excitations
(red arrows) at each cross-like element into 3 translational and 3 rotational mobility

entries in Y g gc.
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Shown in Fig. 5.9 are the reconstructed round-trip FRFs (Eq. (3.40)) of the receiver
plate for the determined (—) and over-determined (—) case, compared to the val-
idation measurement (=). The selected transfer functions (Y p 4. € C3*!2) are the
same as in Sec. 5.2.1 and describe the out-of-plane force (see Fig.5.9a) and in-plane
moment (see Fig.5.9b) excitation at (c¢1). While the result presented for the deter-
mined case in Fig.5.9a shows good agreement to the validation reference, there are

clearly many errors for its rotational counterpart.
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Figure 5.9: Validation of the receiver FRF Y 4. for a determined (n, = np = n. = 12)
and over-determined (n, > ny, > n.) solution of the sub-structure round-trip identity. Nar-
rowband representation of amplitude (top) and phase spectra (bottom): reference mea-
surement (==); compared to the determined (—); and over-determined (—) sub-structure

round-trip result.

As shown in Fig.5.9b, the round-trip mobility fails to determine Y g 4. accurately,
most noticeable at anti-resonances. That said, this error of the indirect approach
may result from; experimental error in the measurement of mobilities, or perhaps
insufficient controllability and/or observability of the rotational DoFs. It is certainly
not guaranteed that the n, = 12 source-side excitations at (a) are mutually inde-
pendent and provide full controllability over all interface DoFs. For example, the
dynamic behaviour of the source (A) is similar to a clamped-clamped beam, thus

the source itself may function as a ‘structural filter’. From excitations at (a), it is
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difficult to create a moment contribution about the z-axis at (c¢), making it con-
siderably more challenging to achieve full controllability over the y-coupling DoFs.
Therefore, the determined case is able to provide an accurate result for the z-DoF,
but large deviations occur for the corresponding rotation. This can be avoided, in
part, by considering additional remote DoFs at (a) and (b), i.e. n, > ny > n.. For
the over-determined case, the reconstructed receiver FRFs (—) are in near-exact
agreement (differences on the level of numerical error) with the reference measure-
ment. Over-determination can be seen here to remedy many of the noisy deviations
observed in the determined mobilities, most notably in Fig.5.9b at approximately
150-800 Hz.

The indirect characterisation of receiver FRFs may prove useful in classical TPA,
where the interface and the target DoFs are inaccessible for excitation. Besides
validation of the sub-structure form of the round-trip, the reference measurements
performed in this study also provide the receiver transmissibility T gf?ib. Recalling
the invariant properties of the transmissibility, it can be shown that the three trans-
missibility expressions in Eq. (4.13) are, in fact, interchangeable. It is important
to reiterate that this invariance is assumed to derive the controlled blocked force
exciter concept, essential for fastTPA. These transmissibilities are obtained from
measurements in (C) and (B), thus combining the case studies provides all required
experimental data. In both studies, the location of the response measurements at
(b) and (d) remains unchanged; in theory, invariant transmissibilities should provide

the same result.

The transmissibilities shown in Fig.5.10a are defined as follows. In the coupled
assembly (C), the term Té‘zb =Y 4, Yo, (=) is determined using 24 source-side
excitations at (a), and the second matrix Té‘leb =Y 4 Y&y (—) is based on the ex-
citation of all 12 coupling DoFs. The source-side excitation is indicated in Fig. 5.5a
by red arrows on the beam, whilst the applied interface forces for Té?lb are shown in
the close-up inset. Note that T((;Zb is determined using a TSVD, retaining 12 signifi-
cant singular values in Y, ;.. The transmissibility measurements T éleb =Yg Yiie
(—) on the separated receiver (B) are shown in the close-up inset of Fig. 5.8, where 16

forces (red arrows) are applied at the cross-like elements to approximate excitation
of 12 interface DoFs (finite difference).

As expected, the three transmissibilities shown in Fig. 5.10a are in close agreement;
this demonstrates its invariant nature and indicates full controllability and observ-

ability of the measurements. In a multi-kHz range, the two assembly measurements
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T((J(Zb and Tc(leb converge with the receiver transmissibility. The transmissibilities
generally capture the vibrations transmitted onto the receiver and become, in fact,
a property of the receiver structure only. Consequently, the same result is obtained
whether or not the source (A) is connected to the receiver (B), i.e. Téc’()ib =T ch,Zlb'
If a source (A) is connected, the transmissibility is also independent of the location
where the excitation is applied, i.e. Té‘zb = Té(;)ib. As such, forces can be con-
sidered directly at the interface (¢) or somewhere on the source (@), making the
transmissibility irrespective of the nature of the excitation mechanism, assuming
controllability and observability requirements are met. Clearly, the different trans-
missibility expressions in Eq. (4.13) can be interchanged, as used in the derivation
of fastTPA.
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Figure 5.10: Transmissibilities for the receiver (—) and the assembly (C), with excitations
applied on the source (=) or at the interface (—), assuming full controllability /observabil-
ity. An incomplete subset of interface excitations, e.g. discarding rotations in Téczlc (=),

leads to a not invariant matrix.

Note that Fig.5.10a describes one selected element of the 3 x 21 transmissibility
matrices; shown are the transmissibilities for out-of-plane DoFs (+z measurement
direction in Fig.5.8) at (b) and (d). Other matrix elements (not shown for brevity)
are also in close agreement, however, transmissibilities between in-plane DoFs be-
come dominated by noise at frequencies below 800 Hz, likely due to nearly identical

in-plane responses measured on the plate-receiver at (b) and (d).
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However, the invariance demonstrated in Fig. (5.10a) is highly subject to the control-
lability and observability of the interface. Calculating the transmissibility?3 T((fc)ib =
YQ de Yabc for a subset of excitations applied at (c) leaves the interface partially con-
trollable. For example, rotations can be discarded mathematically by removing the
associated columns in the FRF matrices, i.e. Y€ C21*12 - C21X6. Omitting rota-
tional excitations, the size of the transmissibility matrix remains ny x ng, obfuscating
the interface excitations associated with the original FRFs. Fig. 5.10b demonstrates
the example of partial controllability (=) considered here, compared against the
invariant measurement (—) from Fig.5.10a. As expected, the two transmissibilities
are seen to differ considerably. The transmissibility Téc’()ib is no longer invariant
and becomes a property of the assembly. Clearly, the amended transmissibility re-
lates responses between (b) and (d) only for the translational (x,y, z) contributions
transmitted over the interface. This highlights the deviations one might expect by
considering too few excitations in the generalised round-trip identity, which would

completely neglect certain contribution paths.

5.2.3 Beam-Plate Assemblies — Controlled Blocked Force

Exciter Concept

Having dismantled the original beam-plate assembly (C;) used in the previous ex-
amples, the source (A) can be connected to a different plate receiver (Bs) and used as
a calibrated blocked force exciter. This part of the study concerns the characterisa-
tion of transfer FRFs Y, 4. in a different assembly (C,), obtained from a controlled
and reproduced source excitation. Two particular cases of the controlled blocked
force exciter concept are validated; the mobility (normalised unit force excitation)
and phase referenced velocity expression in Egs. (4.33) and (4.32), respectively. This
characterisation forms the basis of the proposed fastTPA approach, where it is used
to determine the FRFs for inverse force identification and forward response predic-

tion.

Following the two-stage procedure described in Sec. 4.3, the blocked force vibration
exciter requires first a calibration of the controlled excitation, prior to its installa-

tion in the target assembly. The calibration is performed in the previously outlined

3 The chosen example uses excitations directly applied at (c), hence, controllability of the interface
is straightforward. Alternatively, the same considerations apply to T ](;)db and Téac)lb. In the
latter case, however, excitations are applied further upstream at (a), making controllability of

the individual interface DoFs less obvious.
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assembly (Cj), where a beam (source - (A)) is connected to an aluminium plate
(receiver - (By)). The source is then connected to a plastic plate (Bg) for system
identification in a different (target) assembly (Cs). Shown in Fig.5.11 are the ex-
perimental setups for the calibration and system identification stage, similar to the

schematic representation of the concept in Fig. 4.2.

asser‘nbly (Cy) assémbly (Cy)

(a) Stage 1: Calibration of the source (A)  (b) Stage 2: System identification of assem-
as a controlled blocked force exciter in as-  bly (Cz) from a reproduced excitation and

sembly (Cy). operational responses at (d).

Figure 5.11: Test structures (C;) and (Cz) for the two-stage system identification using
the source (A) as a blocked force exciter. Controlled roving excitation (red arrows) are
applied with a shaker, as shown in the close-up inserts. The source-receiver setups contain:

beam - source (A); aluminium plate - receiver (B1); plastic plate - receiver (Bg).

The geometry and material properties of the aluminium and plastic (acrylic glass)
receiver plate are given in Table 5.2. The source calibration? is performed in a highly
resonant assembly (Cy), whilst the receiver (By) introduces considerable damping

to the assembly in the identification stage.

Table 5.2: Geometry and material properties for the exchanged plate receivers (Bp)
and (Bg), where; llength, w-width, h-height, Ey- Young’s modulus, p-density and v-
Poisson’s ratio.

Material Receiver ‘ I(m) w(m) h(m) Ey(N/m?) pkg/m3) v(-)

0.450  0.300  0.019 69 x 10° 2670 0.32
0.350  0.350  0.030 4.5 x 10° 1180 0.37

Aluminium (By)

Acrylic (B2)

4 The selection of calibration and target assembly is arbitrary. Theoretically, the method can be
applied irrespective of the receiver structure, as long as vibrations can be measured sufficiently
(e.g. as per definitions provided in ISO 20270:2019).
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In this example, only the over-determined solution is considered. For the controlled
operation of the passive source structure, roving excitation (red arrows) is applied
at 24 different DoFs (a), as outlined in the previous round-trip studies. The ex-
citations are applied using an electro-dynamic shaker (see inset of Fig.5.11b). For
the calibration in assembly (C;), the responses (blue arrows) are observed down-
stream of the cross-like elements by 21 remote DoFs (b). In the target assembly
(Cy), the inaccessible transfer FRFs Y, 4. are determined between all 12 coupling
DoFs (c1,¢;) and the target accelerometer (d), depicted in yellow. The simplistic
setup in Fig. 5.11b highlights perhaps the main advantages of the controlled exciter
concept: its minimal instrumentation effort in (Cy) without any restrictions on the
measurement position due to limited access. The measurement procedure on the

two different assemblies may be outlined as follows:

1. The source is calibrated in assembly (C;y). The transfer FRFs Y¢, o € C12x21
(or Y p€C2M12 if convenient) are measured using a roving shaker approach.
The control mechanism uses 24 roving excitations on (A) to determine Y ¢, pq €
C224 and V¢, po € C21%24. (These measurements are the same as those used
in Sec.5.2.1.)

2. In the system identification step, the source is connected to the plastic receiver
structure (By) (including the lower cross-fixtures). The excitation on (A) is

repeated to measure Y, 4, € C¥24 and \'/CQ,daeC?’XM in the target assembly.

3. Using the blocked force exciter concept in Egs. (4.33) and (4.32), the transfer
FRFs Y, 4.€C312 are estimated.

For the validation of the blocked force exciter approach, forces are applied to
the coupling interface (¢) of the new assembly (Cs) to measure the reference

transfer mobilities YC% et

Following this, Y, ,, may be calculated in 3. based on the mobility (Eq. (4.33)) or
velocity (Eq.(4.32)) expression of the two-stage procedure. The two variants differ
in the calculation of their transmissibility matrix, Té‘;)% & For example, Eq. (4.33)
uses a mobility-based transmissibility matrix, that is the velocity responses are nor-
malised to the input force of the shaker (unit force excitation). The variant in
Eq. (4.32) uses a velocity transmissibility, \'7027 da \'/—E,hba, containing phase referenced
velocity responses from (C;) and (Cs) (not normalised to the force amplitude). The
phase was applied using the cross-spectrum approach in Eq.(4.17). The current

input of the shaker was chosen as the phase reference for the cross-spectra. Both
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transmissibility terms are built using the 12 largest singular values of Y , and

V¢, 5e» When the matrix inverse is performed.

Shown in Fig. 5.12 are the transmissibilities, determined via the product of mobilities
Y, a0 Y&, 5o (—), and the velocities \'/'027 da Vghba (=). Note that the velocities have
resulted from the same excitations used to determine the mobilities. As expected,
the two are in near-perfect agreement over a multi-kHz range. This demonstrates the
invariant nature of the velocity-based transmissibility (and their underlying blocked
force relation), similar to the validation for the different mobility expressions pre-
sented in Sec.5.2.2.
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Figure 5.12: Element of the transmissibility matrix relating responses between the DoFs
(d) and (b) of two different assemblies. T¢, , € C**?! is determined via conventional
mobility measurements (—) and phase referenced velocity matrices (—).

Note that there is some minor disagreement between the transmissibilities around
300 Hz and in the high frequency range (~5.5-6kHz). These deviations are some-
what expected, given that the velocity vectors in \’7027 4o and vCl,ba are not nor-
malised to the input force of the shaker. Unlike mobilities, variations in the force
amplitude between shaker excitations in (C;) and (Cs), e.g. due to thermal power
loss or back-electromotive force, are left unaccounted in the velocity matrices [156—
159]. Hence, the velocity expression in Eq. (4.32) relies on exactly reproduced op-
erational conditions, whilst the mobility-based transmissibility utilised the shaker’s

load-cell signal to considers responses due to an (unchanged) unit force excitation.

With these two transmissibility terms in such good agreement, it is no surprise that
the transfer FRFs Y, 4. in Fig. 5.13, acquired via the velocity-based (--) approach, is
also in near-perfect agreement with those determined from the mobility (—) relation.

Compared against the reference (=), the estimated transfer FRFEs, Y¢, 4., for the
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z-translation and vy-rotation DoFs at (¢1) are in near-perfect agreement over a multi-
kHz range (100 Hz- 6 kHz). This result confirms a successful calibration of the source
component (A) and its use as a controlled multi-DoF blocked force exciter. Fig.5.13
further demonstrates that a roving shaker approach can turn any passive source

structure into a blocked force exciter.
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(a) Out-of-plane force: Y¢, 4 - (d)/(c12) (b) In-plane moment: Y, 40 - (d)/(c1)

Figure 5.13: Validation of Y¢, 4. using controlled electro-dynamic shakers (see close-up
inset in Fig.5.11b) to turn the source (A) into a blocked force vibration source. Nar-
rowband representation of amplitude (top) and phase spectra (bottom): reference mea-
surement (==); compared to the two-stage estimates using the mobility (—) and velocity

approach (==).

Whilst the FRF estimates can be seen to follow the reference measurement, there
clearly exist some errors, most noticeable in Fig. 5.13b. That said, deviations may re-
sult from experimental errors in the reproduced excitation due to both measurement
and operator uncertainty. The latter, for example, is introduced due to an inconsis-
tent excitation position/orientation when repeating the roving shaker measurements
in (Cy) and (Cy). It is interesting to note the improved low frequency estimate in
Fig.5.13b for the mobility approach over the velocity-based transmissibility. This
improvement, particularly below 400 Hz, results from normalised responses in the
mobility expression. In other words, measurement uncertainty in Y¢, 4. is reduced

by avoiding amplitude variations in the reproduced blocked force excitation.
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Also, the two-stage procedure considers the dismantling of assembly (C;) and subse-
quent coupling to a different receiver (By). The source (A) is connected at multiple
contacts, therefore, stiffening effects (e.g. static pre-load or changed interface bound-
ary conditions due to stronger physical constraints from the aluminium plate) may
alter the properties of the highly resonant source (beam - (A)). Consequently, the
source properties will influence the roving shaker excitation, hence the controlled ex-
citation will vary from one application (C;) to another (Cy). Note that the blocked
force (and therefore the exciter concept) is theoretically invariant to the properties
of the connected receiver, however, the passive source properties are assumed to

remain unchanged.

Although only a brief experimental investigation has been carried out, the results
presented here are sufficient to validate the blocked force exciter concept and, fur-
thermore, demonstrate its potential for fastTPA. Once calibrated, the source can
be used to replace conventional FRF measurements whilst avoiding experimental
challenges, e.g. moment excitation, measurement of in-plane or inaccessible DoFs
and excessive instrumentation in the target assembly, to name but a few. Further
experimental investigation of the concept in a more realistic and practical scenario

is presented in Part IV.

5.3 Steering Setup — Characterisation of Long Dis-
tance Transfer Functions

This study considers the application of the generalised round-trip identity to de-
termine long distance transfer functions in multi-contact assemblies, as proposed in
Sec. 3.4.3. The focus is on the measurement quality (i.e. SNR) rather than accessibil-
ity problems of certain DoFs encountered by the experimentalist. The experimental
setup, shown in Fig. 5.14, considers the long distance transfer functions between the
motor mount (a) of a REPS system to the rigidly connected aluminium receiver
plate (B). Cross-like elements (see Sec.5.2.1) at each connection interface (¢;) and
(¢o) are designed to fully determine 6 DoFs coupling, including 3 translational and
3 rotational directions. The reciprocal measurement technique in Eq.(3.21) inter-
changes the excitation and response position of the non-collocated transfer function
DokFs, such that Y, , = Yg’ba. Hence, the generalised round-trip measurements to
identify the transfer properties between (a) and (b), including any validation FRFs,

originate from the passive-side with response measurement on the source at (a).
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(A)

|
source

(B)

|
receiver

Figure 5.14: Test structure forming a long distance transfer function Y¢ 4, from the
remote position (b) on the beam to the motor mount (a). Arrows indicate the excitation
(red) and response (blue) measurements of the conventional FRF characterisation, whilst
the shaker excitation at (d), depicted in the left close-up inset, is part of the generalised
round-trip identity. The source-receiver setup contains: REPS - source (A); plate-beam
assembly - receiver (B); cross-like elements - coupling interfaces (c1,¢2); remote locations

(d) accessible for direct excitation.

To extend the distance between non-collocated DoFs of the transfer FRFs, the re-
mote force excitations (red arrows) at (b) are applied in the in-plane directions on
a steel beam rigidly mounted to the receiver plate. On the source-side, the accel-
eration responses at (a) (blue arrows) are measured with 2 tri-axial accelerometers
positioned at the motor mount. Unlike conventional transfer function measurements,
where forces are applied one at a time to determine a single FRF, the generalised
round-trip approach solves the MIMO system. However, implementation of the long
distance approach in Eq. (3.21) requires additional instrumentation. The receiver-
side is instrumented with 8 tri-axial accelerometers (d) (highlighted in yellow in
Fig.5.14) for remote response and excitation measurements (ng > n. = 12). The du-
ality of excitation and response DoFs at (d) requires easy access for roving hammer
or shaker testing, which may be realised by practical sensor placement close to the
structure’s edges. FRF testing of this relatively large structure with stiff support
stands in combination with a low in-plane dynamics of the receiver requires consid-
erable excitation energy to achieve an acceptable SNR. Hence, the remote DoFs (d)
are located in the vicinity of the support stands to define shorter path segments. As
such, noise-sensitive measurements at (a), caused by the too distant force input at

(b) and the high stiffness of the receiver sub-structure (B), can be avoided.
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In this experimental study, all round-trip FRF elements are measured with a minia-
turised shaker (see inset of Fig.5.14) operated at about 30 % of its maximum force
output. The lowered shaker output is adjusted at the power amplifier stage to mimic
an insufficient excitation scenario for the long transfer functions. However, operated
at its full capacity, the ‘high’ excitation energy may be used to provide an appro-
priate reference measurement of Y¢ 4. The generalised round-trip measurement
procedure (1.-3.) at reduced shaker output, followed by the validation process (*)

at full shaker output, may be outlined as follows:

1. The full distance FRFs Y ¢ 4, C%*2 are measured at ‘low’ shaker output for a
realistic representation of insufficient excitation. The applied force is adjusted
to cause a poor SNR on the acceleration responses at (a), close the sensors’
noise floor (Fig. 5.15a). Keeping the reduced amplifier settings unchanged, the
matrix Y ¢ o, € C12*2 is measured from shaker excitations on the accelerometer
at (b).

2. The assembly matrices Y¢ 00 € Co? and Y 0 € C12*?4 are determined simul-
taneously by roving shaker excitation, still at reduced energy output. The

shaker forces are directly applied to the 24 (yellow) accelerometer surfaces at
(d), depicted in the inset of Fig.5.14.

3. The shorter transfer path segments are combined to determine the long dis-
tance transfer functions Y¢ 4, € C%*2 using the generalised round-trip formula-
tion in Eq. (3.21).

The ideal full length reference FRFs are determined at maximum shaker output
(‘high power’) by excitation on the remote sensor faces at (b), indicated by

red arrows in Fig.5.14.

Shown in Fig.5.15a is the narrowband Fourier spectrum of the vibration response
Ve ap I the translational z-direction at the target motor mount (a), recorded during
shaker excitation at (b) under reduced power. By scaling the amplification factor
of the shaker’s force output, the attenuated vibration response (=) falls near/below
the sensitivity threshold (=) of the measurement equipment. The corresponding
long distance transfer function Y, in Fig.5.15b (=) is, in fact, influenced by
uncorrelated measurement noise at frequencies of poor SNR. Maintaining the ‘low’
shaker output, the compared result of the generalised round-trip procedure (—)
significantly improves the FRF quality. Anti-resonances are more prominent in the
round-trip FRF, aside from noise being attenuated, as depicted in the inset from
1.1-1.4kHz.
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(a) SNR at the motor mount (a) due to (b) Improvment of the long distance FRF.

low level shaker excitation at (b). (Inset covers freq. range from 1.1-1.4kHz)

Figure 5.15: Acceleration response (=) at the motor mount (a) with poor SNR, close to
the sensor’s noise floor (—), due to ‘low/insufficient’ shaker excitation at (b). The directly
measured long distance FRF Y, (=) (Fig.5.15b) is clearly influenced by noise, whilst

the generalised round-trip concept (—) improves measurement quality.

The actual experimental validation of the above round-trip procedure (—) is pro-
vided in Fig.5.16a by comparing the long distance FRF with a direct reference
measurement at ‘high’ shaker output (=). The round-trip method provides a con-
vincing agreement, however, some measurement noise still remains, especially at
low frequencies between 170-370Hz, highlighted in the inset. The artificially low-
ered shaker output for the round-trip measurement campaign fails to determine all
mobility elements with a sufficient SNR completely free from measurement noise.
A relocation of the remote positions (d) or, alternatively, a virtual interface (see
Fig.3.5) may be introduced and used in conjunction with the nested round-trip for-

mulation in Eq. (3.24) to improve measurement quality at anti-resonances further.

The result of a more simplistic instrumentation setup with fewer accelerometers
and less measurement effort is shown in Fig.5.16b. The dynamics at the coupling
interface, for instance, are characterised by 3 translational DoFs each (n. = 6),
which theoretically reduces the finite difference sensor array to a simple tri-axial ac-
celerometer mounted to each foot (¢q,c9). Clearly, the reduced interface description
benefits the receiver-side instrumentation at (d), with 12 excitations on 4 sensors
providing a 2 fold over-determination of Y¢ 4 € C!2. The considerably reduced

experimental effort comes at the expense of accuracy in the frequency range between
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170-370 Hz (see inset of Fig.5.16b), worsening at higher frequencies. The incom-
plete representation of the coupling interface dynamics is limited to translational
DoFs only, while rotational coupling in the transmissibility term Tgl a= Ycoue Yo
(compare Eq. (4.24)) is mathematically omitted. Although the mobility term Y¢ 4q
(see Eq. (3.21)) implicitly includes the complete set of DoFs through which physi-
cal coupling occurs, rotational transfer paths are not included in the propagating

transmissibility term.
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Figure 5.16: Validation of the long distance FRF Y¢ 4, based on a complete description
of the coupling interface (¢) (same as in Fig. 5.15b), including rotations and translations
(ne = 12; finite-difference approximation) and simplified translational coupling only (n. = 6;
e.g. tri-axial sensor). Narrowband representation of amplitude (top) and phase spectra
(bottom): measured reference at ‘high’ shaker output (==); generalised round-trip identity

with fully described interface (—); and using an incomplete interface description (—).

Note that care should be taken when certain DoFs are neglected in the system de-
scription. Although the simplification in Fig. 5.16b yields a rather accurate result,
other structures may be more dependent on rotational coupling causing major de-
viations. However, the structure’s sensitivity to an incomplete interface description
can be assessed with the coherence-style Interface Completeness Criterion (ICC)

[1, 46]. Further investigation of the long distance application, for example, using an
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operational transmissibility matrix as proposed in Eq. (4.25), is considered beyond

the scope of this thesis.

Considering the results in Fig.5.16, the long distance round-trip relation provides
reliable FRFs by combining measurements over shorter distances. In TPA, charac-
terisation of long distance FRFs is not an immediate concern for inverse force iden-
tification (e.g. in-situ blocked force or matrix inverse contact force), but becomes
relevant for forward response prediction. For example, the transfer FRFs between
the steering gear mounts and the distant response at the driver’s position are known
to be sensitive to measurement errors and poor SNR, particularly in light-duty or
commercial vehicles. More than often, the excitation provided by a volume-velocity
source is insufficient to achieve an acceptable SNR, whilst impact hammer measure-
ments often provide FRFs only in a narrow frequency range (< 2kHz). In this case,
the presented long distance relation provides a convenient alternative to conventional
measurements (probably with an instrumented sledgehammer) for more reliable and

realistic prognoses in TPA.

5.4 Summary and Concluding Remarks

This chapter has presented and validated a collection of indirect methods; the gener-
alised round-trip identity for inaccessible and long distance FRFs, the sub-structure
form of the round-trip, and the controlled blocked force exciter to characterise FRFs

in a different assembly.

In the context of inaccessible FRFs, the generalised round-trip identity is validated
analytically and then experimentally using a single contact rod structure. Later, the
indirect approach has been applied to a more complex (multi-contact, multi-DoF')
beam-plate assembly, while spaced accelerometer pairs facilitate finite difference
approximation to consider rotations. Over a multi-kHz range, it has been shown
that driving-point and transfer FRFs of the assembly can be obtained indirectly, that
is, from relocated (easy-to-access) remote measurements. Similarly, the receiver’s
transfer FRFs have been successfully determined using the sub-structure form of
the round-trip. With measurements on the assembly (C) and its receiver (B), the
invariance of the transmissibility matrix Ty has been shown, which is used in the
derivation of the controlled blocked force exciter approach. Further to the exciter

concept, roving shaker excitations are applied to turn the passive source structure
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(A) into a calibrated blocked force exciter. Used to determine FRFs in a different
assembly, the mobility-based approach has been found to be more reliable than
the phase referenced velocity expression, likely due to variations in the controlled

excitation.

The rearranged form of the generalised round-trip identity for long distance transfer
functions has been experimentally validated for a test bench setup. A set of remote
DoFs has been defined on the receiver to divide long-distance FRF measurements
into three shorter path segments. In scenarios where conventional FRF testing
provides insufficient SNR, the round-trip reconstruction has been shown to improve
measurement quality due to a higher SNR, a stronger phase relation, and better

coherence of the shorter path segments.

These novel approaches may readily be implemented in place of conventional FRF
measurements, avoiding excitations at poorly accessible locations or insufficient
SNR. Integrated as part of component-based TPA, these transfer FRFs may be
used for; inverse force identification, partial path analysis and source contribution
ranking, sound and vibration prediction in physical structures, or virtual assemblies
(VAP). The application of the controlled blocked force exciter for fastTPA will be

discussed in the following.



PART V. Application to Steering

Gear Vibration




Calibration of a Steering System

as a Blocked Force Exciter

Part IV demonstrates the application of the blocked force exciter concept for a more
realistic scenario, using a steering system as a controlled multi-DoF' exciter. In this
chapter, we will consider the calibration of the source on a test bench. Two par-
ticular strategies to operate the exciter are explored; natural operational excitation
controlled by the steering system’s electric motor and externally applied roving exci-
tations. Later, in Chapter 7, the calibrated steering system is installed in a vehicle

for system identification and fastTPA.

Chapter contents:

6.1 Introduction to Electric Powered Steering 147
6.2 Calibration of the Controlled Exciter 149
6.3 Excitation Strategy 154
6.4 Summary and Concluding Remarks 162

6.1 Introduction to Electric Powered Steering

Whereas in the last few decades, hydraulic power steering systems have been most
widely used in passenger cars, nowadays steering assistance is provided by a com-
pact and more efficient electric motor. The electric power steering system shown
in Fig.6.1 is based on a rack-and-pinion principle (also: Rack-and-Pinion Electric
Power Steering (REPS) system) and consists of a mechanical steering gear with a
steering control unit (SCU) attached to its housing. In the vehicle, the REPS sys-

tem is connected via 2 (or more) mounting points to the front axle carrier, which

147
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are considered primary transmission paths. Other connections, e.g. the ball-hinged
tie rods to the wheels and the steering column, may be important for low-frequency

driving dynamics, however, they are not considered vibration transmission paths.

steering wheel

steering column

ball nut assembly

steering rack intermediate shaft

&

pulley (belt-driven)

torque sensor
steering pinion

steering control unit:
» electric motor

steering mount » electric control unit

tie rod

stepper motor

motor pinion (substitute)

Figure 6.1: Steering system in its intended vehicle installation. The close-up insets show
the replaced stepper motor and the ball nut assembly to transform the motor torque into

a (side-to-side) rack force [source: bosch-mediaspace.com].

In case dynamic steering input is applied by the driver via the steering wheel, the
torque sensor measures the input torque between pinion and steering rack. Depen-
dent on the current driving condition and the measured input torque, the electric
control unit (ECU) then calculates the corresponding assist torque, which is gener-
ated by the electric motor and superimposed on the rack by the belt-driven ball nut
assembly (see inset in Fig.6.1) [160-162]. In this process, the electric motor emits
speed and torque dependent harmonic vibrations related to the number of magnetic
poles in the electric machine. These vibrations are mainly caused by electromagnetic
forces composed of tangential components, such as cogging torque and torque ripple,
and radial forces [163-166]. Other components, such as the toothed belt drive or
the pinion, generate tonal vibrations related to the number of meshing teeth. This

generates harmonic orders synchronous to the motor/rack speed with a frequency
range up to 2.5kHz [167].

In keeping with the nature of this thesis (that is, in-situ system identification using

controlled motors), the REPS system can be actuated by the electrically controlled
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motor without mechanical input by the driver. This is comparable with an auto-
mated parallel parking manoeuvre. In the following, the electric motor is controlled
to utilise the REPS system as an in-situ blocked force vibration source, which is
subsequently applied for system identification in a complex multi-DoF assembly. To
avoid hardware limitations during this practical study, the steering control unit in
Fig. 6.1 is substituted by a (easy-to-control) hybrid stepper motor (36 HSESN-BC38;
8 Nm holding torque). The motor is operated via a closed-loop hybrid servo driver
(HSS89) to control the rotor angle by encoder feedback, whilst the input currents of
the 2-phase motor are monitored. The substitute motor arguably provides a more
straightforward and highly reproducible structure-borne sound excitation, albeit at

the expense of a reduced maximum motor speed of 800 min™.

The control logic
for the motor speed and rotor position, e.g. number of rotations at constant speed
or ramp-up, were programmed into a microcontroller board (Arduino Uno; AT-
mega328P microchip). It is emphasised that the general approach presented in this
thesis is valid for any other type of electric motor and could be implemented with
the original steering control unit as well. (The reader is referred to [168-171] for a
detailed discussion on external control strategies for permanent-magnet synchronous

motors independent from the ECU architecture.)

6.2 Calibration of the Controlled Exciter

Having the blocked force vibration exciter concept validated in Sec.5.2.3, the fol-
lowing considers its experimental implementation using an active source. This sec-
tion presents the calibration setup as part of an experimental case study to turn a
REPS system into a controlled multi-contact, multi-path blocked force exciter. The
purpose of the calibration is to characterise the blocked forces present at the inter-
face DoFs (i.e. the exciter matrix F,.) when the REPS system is operated under
controlled and sufficiently reproducible conditions. The calibration considers two
measurements steps; the characterisation of the passive properties of the assembly is

demonstrated in the following, whereas the operational phase is outlined in Sec. 6.3.

Prior to the calibration, the source-receiver interface has to be defined, that is, the
location of the exciter DoFs. In this example, two interfaces (¢, c2) are considered
at the steering gear mounts, shown in Fig. 6.1. Although typical bench tests require

the REPS system to be connected at its pinion and steering rack, these interfaces
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are left uncoupled. This allows to maintain equal operational conditions through-
out different measurements, e.g. operational loads can change between the bench
(Cy) and the vehicle (Cy) measurements due to uncontrolled rack forces when mov-
ing the tyres. The two mounts are considered the primary coupling interfaces for
transmitting structure-borne steering vibrations, whereas other paths are commonly

neglected based on earlier studies [1, 50, 51].

The calibration measurements are performed on a purpose-built test bench, similar
to the assembly used in Sec.5.3. Cocoon-like adapters (see Fig.6.2b) replace the
cross-like elements to facilitate finite difference approximation of 6-DoFs in the centre
of the steering gear mount (yellow sphere). Each adapter is instrumented with 4
bi-axial accelerometers, as illustrated in Fig. 6.2b, allowing for spaced response and
force (red arrows) measurements at the interfaces (separation distance A; = 60 mm,
As= 40mm). This approach was chosen over the virtual point transformation [78|
due to its straightforward implementation and routine employment. The adapters
(i.e. the source-receiver interfaces) are designed to allow for unrestricted interface
access, simplifying the calibration procedure so that errors related to insufficient
excitation positioning are avoided. The adapters and all connected components

downstream of the interface are considered part of the receiver (By).

(a) Multi-contact steering gear - bench assembly (C) (b) Interface excitation

Figure 6.2: Calibration setup (C;) to turn the REPS system into a controlled blocked
force vibration exciter. Arrows indicate excitation (red) and response (blue) measurements
as utilised in the FRF measurements. The calibration setup contains: REPS - source (A);
plate - receiver (B1); adapters with the coupling interfaces (¢, ¢2) being positioned exactly

in its centre.

For the calibration procedure, only the over-determined solution is considered. In

assembly (Cy), responses (blue arrows) are observed downstream of the interface by
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8 tri-axial accelerometers (b). The calibration of the REPS system as a blocked

force vibration exciter may be outlined as follows:

1. The calibration assembly is instrumented whilst the source is installed, en-
suring that all interface DoFs (¢1,¢y) are accounted for. The assembly FRF
matrix Yo, pe € C212 is measured using roving shaker excitation at the inter-

face, depicted by red arrows in Fig.6.2b.

2. In the active measurement phase, the source is operated to generate a con-
trolled excitation. The matrices Vcl,ba or Y¢, pe are measured using the re-
mote DoFs on the receiver. Different strategies to generate a reproducible

excitation suitable for the exciter concept are outlined in Sec. 6.3.

3. The passive and active measurements are used to calculate the blocked force

excitation matrix F 4., as outlined in Egs. (4.32) and (4.33).

In step 1., the size of the measured FRF matrix is actually 24x16. Post-multiplication
of Y, pe, by the finite difference transformation matrix B (see Sec.2.3.2), yields an
excitation at (¢, cy) that includes both forces and moments, i.e. [Y¢, pc B]eC24<12.
The block diagonal finite difference matrix, B = diag(by,bs), contains the local
transformation matrices b; and by at each interface. From Fig.6.2b, it can be
seen that 8 excitations (collocated to the response measurements) are considered
on the adapter. Here, the indicator excitations (1,,...,8,) depicted by red arrows
are aligned with the positive Cartesian coordinates (x, y, z). For this particular

example, the transformation by for the interface (c¢;) takes the form,

;i 0 3 0 7 0 7 0
o & 0o o o I 0 o0
b0 0 0 i 0 0 0 3 with A;=0.06m
"lo L 0o L o0 =L o !
I, 1A, 1A, IA, Ay=0.04m.
1 -1
s 0 0 0 572 0 0 0
1 -1
|0 0 5 0 0 0 5& 0 (6.1)

Regarding the general construction of by; its columns correspond to the measured
indicator DoFs (1,,...,8,), whilst its rows are associated with the target excitation
vector f = {fu, fy, [+, Tas T3, 7} ¥ in (¢1). For example, measurements at (1,3, 55, 7z
first row) are averaged to provide the z-translation in (¢;), whilst the v-DoF (last
row) in the central point is obtained from (3,) and (7,) and their separation distance

2A,. Due to a shared design, the transformation matrix by for interface (c3) takes
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the same form as Eq. (6.1). Note that the same matrix B may be used for the finite

difference approximation of responses at (cy, cz).

Potential errors in the FRF measurements and the finite difference approximation
matrix B can be identified with the excitation consistency presented in Sec.2.4.2.
The overall consistency in Eq. (2.36) takes all 8 indicator excitations around (cy, ¢3),
transforms these onto the centre of the adapter and expands the excitations back to
their original positions. From Fig. 6.3a, it appears that at frequencies below 4kHz, a
reasonable consistency is obtained (indicated by an overall consistency ~ 100 %). In
this frequency range, the excitation measurements for the finite difference approxi-
mation are dynamically plausible, i.e. all excitations are positioned and configured
correctly. A worse agreement is obtained for both (c¢1,¢o) at higher frequencies,
probably due to flexibility of the adapter. The finite difference approximation as-
sumes rigid body behaviour between the spaced excitations (i.e. over the separation
distances 2A; and 2A, in Fig.6.2b). However, the adapter approximates a rigid
structure up to 3-4kHz, beyond which local flexibilities introduce a finite difference
error. For completeness, a more thorough discussion on local flexibilities and a nu-
merical /experimental analysis of the adapter’s structural properties are presented
in Appendix A.1. Fig.6.3a also indicates some small inconsistencies around 1.5-
2.5kHz, likely due to flexibilities in the coupling between the adapter and steering

mount (not of the adapter itself) or experimental errors.
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Figure 6.3: Evaluation of the overall and specific excitation consistency for the finite
difference approximation of 8 excitations at each coupling point: (¢;) motor-side (—); and

(¢2) pinion-side (—).
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Experimental uncertainty, particularly due to operator errors in the individual mea-
surements, can be identified using the excitation specific consistency in Eq. (2.37).
Deviations in the excitation vector (i.e. position and direction) would appear as
‘outliers’ compared to the consistency score of the remaining interface excitations.
The specific consistency is shown in Fig. 6.3b, where the indicator index (1-8) and
(9-16) correspond to the measurement positions for the finite difference approxima-
tion at (c1) and (cz), respectively. A similar score is obtained for all excitations on
the adapters, indicating that deviations in Fig. 6.3a are likely due to local flexibilities

rather than incorrect placement of one or more excitations on the adapter.

The effect of local flexibilities and measurement error on the completeness of the
interface description can further be quantified using the ICC presented in Sec. 2.4.3.
Completeness is essential if an operational blocked force vector (i.e. f A.c), obtained
in the inverse step of fastTPA (see Sec.4.3.1), is to be characterised correctly and
applied with confidence. In the context of the controlled exciter, completeness is not
a requirement to identify correct FRFs but indicates if all important exciter-DoFs
are (explicitly) included in the calibration process. In other words, the ICC indi-
cates whether enough interface DoFs are considered to determine all FRFs (system

identification stage) for the inverse blocked force characterisation.

Based on the 6-DoFs approximation at each steering mount, the ICC in Eq. (2.38)
is evaluated for 24 remote receiver DoFs (shown in Fig.6.2a) and 36 source side
excitations. From Fig. 6.4, it appears that at low frequencies, at least below 2 kHz,
a reasonable interface description is obtained (indicated by an ICC ~ 1) when all in-
terface DoFs (=) are included. This indicates that each steering mount behaves like
a rigid contact (i.e. sufficiently described by 6 DoFs, 3 translations and 3 rotations)
[46]. Even for a ‘complete’ interface description, there exists a notable incomplete-
ness above 2kHz. For the frequency range above 4 kHz, the local flexibility of the
adapter introduces a finite difference error, and therefore the coupling interface is
not correctly represented, causing an apparent incompleteness. It is interesting to
note that by discarding rotational DoFs (—) in the ICC calculation, little difference
is made to the completeness at high frequencies. However, rejecting the rotational
coupling can be seen to improve the ICC at frequencies between 1.9-2.5kHz. This
is likely because some rotational coupling DoFs do not significantly contribute to
the measured response, introducing noise and further experimental error. This is
in contrast to the frequency range below 2kHz, where the role of rotational DoFs

is more evident. Including rotations noticeably improves the interface description,
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indicated by the ICC tending towards 1. Whilst this is not an intuitively obvious
result, it can be explained from the setup in Fig.6.2. Both steering mounts are on
the same side (opposite to the motor); thus, the source itself is effectively a lever.
The one-sided support of the source may create a dominant S-moment contribution

at the interfaces also at lower frequencies.
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Figure 6.4: ICC for the calibration bench using a ‘complete’ interface description (—)
with translational and rotational coupling DoFs and reduced incomplete connectivity ac-
counting for translational-DoFs (—) at (c1,¢2) only (i.e. z,y, z coupling).

The results presented in Figs. 6.3 and 6.4 suggest that the calibration setup shown
in Fig. 6.2 facilitates an accurate calibration up to 4kHz. Local flexibilities above
4kHz introduce a finite difference error in Y, p.; this error will also be present in
the FRFs determined with the controlled exciter. If the FRFs are used to determine
an operational blocked force vector, the defined interface DoFs (i.e. their number
and location) are sufficient to describe the active source at least up to 2kHz (incom-
pleteness between 1.9-2.5kHz is most likely associated with errors in the rotational
driving-point measurements). In practice, the ICC may change when the source is
installed in a different assembly. It is recommended to quantify completeness in the
target assembly when the REPS system is installed in the vehicle, indicating regions
where poor accuracy may be expected. An experimental example of this application

is considered in Sec.7.2.3.

6.3 Excitation Strategy

The measurement configuration described in Sec. 6.2 defines the position of the ex-
citer DoFs at the interface. In this section, different control strategies are consid-

ered to operate the source and generate a reproducible excitation at these DoFs.
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Together, the excitation matrix FAC can be calculated, i.e. a set of known blocked
force excitations for system identification with the calibrated source in a different

assembly:.

The requirements for the controlled active state of the REPS system are sufficient
reproducibility and enough variation in the excitation for controllability of the in-
terface modes. In the following, two particular active states of the source will be
explored; an operational excitation by the active steering system and, for compar-
ison, a series of 36 external excitations using a roving shaker approach. The latter
has been successfully implemented in Sec.5.2.3 and experimentally validated for a
similar MIMO assembly (2 contacts, each characterised by 6 DoFs). It will be in-
vestigated if the operated REPS system is a suitable source to generate sufficiently
independent force contributions at the interface. The challenge herein is that the
electric stepper motor is the only controlled source component; thus, enough varia-

tion must be generated through different operational states.

6.3.1 Roving Shaker Excitation

If the internal source mechanism is challenging to control, e.g. mechanical sources
operated under load, multiple external forces may be applied to represent different
operational states of the source (A). The advantages herein are mostly of practical
nature: excitations can be placed at accessible locations, whilst mutually indepen-
dent forces can be added for more variation, e.g. to improve controllability for
sources with multiple contacts. The applied external excitations should represent
the source’s operational state, that is, they should excite the same interface modes.
This may be achieved by applying multiple excitations to the source (A) in different

directions, for example, using a roving shaker approach.

For the calibration of the REPS system in Fig. 6.2, roving excitation is applied at
36 different source-side DoFs (a) on its housing using an electro-dynamic shaker
driven by constant white noise. The force signal of each external excitation is used
to determine mobilities between the excitation and response DoFs (b) to calculate a
normalised blocked force matrix F 4. given in Eq. (4.33). This provides a more robust
and accurate calibration of the exciter than a phase referenced velocity matrix, as
shown in Sec. 5.2.3. Each external excitation corresponds to a column in the control
matrix Yo, o = [Yorbars Y Crbass - -5 YO base]- Note that these excitations will be

repeated in the system identification stage whilst the source is installed in the target
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assembly (Cy). The excitation DoFs on (A) need to be accessible in both assemblies,

ensuring that all measurements are arranged in the same columns.

The calibration considers n, = 36 source-side excitations and n; = 24 remote DoFs on
the passive side, i.e. n, > ny > n., suggesting full controllability and observability
at (c¢). To further investigate the bottleneck effect at the interface, the rank of the
excitation matrix Y ¢, po € C2436 can be analysed through an SVD factorisation, as
outlined in Sec.4.3.3. From the ICC in Fig. 6.4, each interface is fully described by
6 coupling DoFs (n. = 12), at least below 2kHz. In theory, the resulting responses
from all source-side excitations can be represented by 6 forces and 6 moments at the
interfaces (c1, c2). This suggests that no more than 6 significant singular values shall
be present at each interface, corresponding to the rigid coupling DoFs. In Fig. 6.5,

the first 12 singular values of Y¢, 4, are shown.
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Figure 6.5: Singular values of the bench assembly matrix Y ¢, p, for 36 roving excitations
on the REPS system and 24 remote DoFs (b). The first 8 values (=) are dominant,
representing 96 % (m) of the energy, indicating a bottleneck effect at the interfaces.

This is confirmed in Fig. 6.5, in fact, the grey area (m) represents the first 8 singular
values (—) which together make up more than 96 % of the energy in the FRF matrix
over the full bandwidth. This means that linear dependencies in Y¢, 4, result in
a rank deficient matrix (effective rank: n, = 8), with the bottleneck effect actively
restricting the number of independent excitations passing through the interfaces.
The remaining 4 singular values (—) are considered less significant; these lower-order
singular values are often composed of noise and measurement error. For example,
all four singular values contain a signal distortion at 120 Hz due to electromagnetic

interference (data acquisition error: 60 Hz hum).
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A rank deficient matrix (n, < n.) means that either the assembly (C;) has effec-
tively 8 coupling DoFs or the roving shaker excitations cannot excite more than 8
independent interface modes (not controllable). Additional excitations may be ap-
plied to the source to verify this further, whilst the FRF vectors are added to Y¢, 4
to see if the number of significant singular values increases (compare Fig.4.3c for
partial controllability). For example, 14 additional excitations have been applied
to extend the size of the matrix to 24 x 50. As expected, the number of significant
singular values remained unchanged, indicating full controllability from the roving
excitations. Similar considerations apply to the observability on the receiver side
(compare Fig. 4.3b for insufficient observability). The number of significant singular
values remains unchanged even if the response sensors at (c) (see accelerometers
embedded in the adapter in Fig. 6.2b collocated to the excitation DoFs) are consid-
ered. Strictly speaking, the control matrix may then be written as a partitioned
matrix [ Yo, pa| Yor.ca]t with a size of 40 x 50. Note that the responses at the inter-
face account for rotations and translations implicitly, thus providing, in theory, full
observability of the rigid interface DoFs. Consequently, the 24 remote DoFs (b) are

sufficient to observe the interface dynamics.

Fig. 6.5 implies that the coupling interface of the calibration setup is fully described
by 8 DoFs and, furthermore, the external excitations and response measurements
provide full controllability and observability. However, this means the calibrated
steering system (blocked force exciter) effectively provides an 8-DoFs excitation at
the interface, whilst the bottleneck effect limits the throughput. Consequently, using
the REPS system to identify a complete set of FRFs (considering 12 coupling DoFs)
in a different assembly, the less significant transfer paths may contain errors and
noise. In other words, an 8-DoFs blocked force exciter would be utilised to charac-
terise 12-DoFs of the MIMO system. Although this limits the number of paths that
can be accurately determined (e.g. in fastTPA), the 4 non-contributing paths will
likely appear the least dominant, still allowing a realistic diagnosis (assuming the

external excitations represent the source’s operational state).

6.3.2 Operational Excitation Using the Electric Motor

Unlike the roving shaker approach, where external forces are applied, this section
considers an operational excitation from internal source mechanisms within the
REPS system. The operational excitation is controlled by using the electric step-

per motor as a vibration source. Connected to the remaining REPS system, the
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active motor excites the entire structure of the steering system, thereby moving the
steering rack (left-right). The stepper motor can be actuated in steps (increments)
of 0.45°to change the steering angle at different speeds. In this case, a controlled
operational excitation requires reproducing the operational state at the same rack

position.

For enough variation in the operational excitation, the motor may be used as a
broadband torque exciter without changing the steering angle or to operate the
REPS dynamically between steering end stops [169]. Considering the moving com-
ponents inside the steering system, the operated source contains multiple vibration
generating mechanisms acting in parallel [42]. Alongside the controlled electric mo-
tor, other mechanisms are of mechanical nature, e.g. at the ball nut assembly or
the pinion (compare Fig.6.1). These source mechanisms and their internal trans-
fer paths may significantly be affected by the actual position of the steering rack.
For example, moving the steering rack from the middle position towards one end
changes the transmission paths downstream of the electric motor, particularly in the
end stops when the shortened end of the steering rack touches the gear housing (via
an end stop damper). Different operational states and rack positions (i.e. steering
angles) may be combined for more variation in the operational excitation to provide
full controllability. The resulting operational responses are measured on the receiver
side at (b) and arranged in columns of the velocity matrix Vcl,ba- Note that the
setup in Fig. 6.2a prohibits operating the source under an external load applied to
the rack bar. Therefore, variation of the internal source mechanisms due to external

loading is not considered in this study.

Moving the steering rack for more variation in the excitation may also affect the
structural properties of the calibration setup, e.g. due to the shifted mass. In
Sec. 6.2, the assembly FRFs were measured with the steering rack in the central
position. This raises the question of whether the measured FRFs are valid even for
other rack positions. First, we need to quantify how the assembly mobilities, e.g.
Ye, e, will change by moving the rack from the middle position towards the end
stops. As proven by Bauer in [172], the passive properties measured between different
points on the steering housing can be assumed to be invariant to the steering angle.
It is shown in Fig.6.6 that this assumption holds for the assembly FRFs of (C;).
Shown are the driving-point FRFs for the z-translation (Fig.6.6a) and ~-rotation
(Fig.6.6b) at the interface (c;) measured for three different rack positions; in the

centre and the left /right end stop. Even in the end stop positions (extreme cases),
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where the axial joint of the rack touches the gear housing, the variation of the FRFs
can be neglected. This may justify that a single FRF matrix (e.g. determined
with the rack in the central position) is used during the calibration to represent the
passive properties of the experimental setup. However, the altered properties near
the end stops may introduce some inconsistency between the operational response
and the FRFs (imperfect cancellation between active/passive quantities), which can

lead to artefacts in a blocked force calculation [46].
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Figure 6.6: Variation in the driving-point FRFs of the calibration setup (C;) for different
steering angles: centre position (==); left end stop (—); and right end stop (==).

Another important consideration is whether a dynamic operational excitation (con-
tinuously changing steering angle) can be reproduced in different assemblies. Changes
in the source mobilities cause the variation in Fig.6.6; these are linked to the
operational state of the controlled source. Assuming the changes of the source
properties are identical in the calibration stage (Vcl’ba) and the system identifica-
tion (Vey.da), they will cancel in the transmissibility term T, ,a in Eq.(4.32).
Recalling the invariant! properties of the transmissibility in Sec.4.13, the term
TCLQ’ o = \7027 da Vghba is only a property of the receiver structure. Consequently,
the source can be operated dynamically, assuming changes in the source properties

are reproduced in the process.

During the operational excitation, responses are measured on the receiver at the
remote DoFs (b). This response signal is separated into discrete time windows. The
phase of each window is then reassigned to a reference accelerometer located on the

source (see the sensor on the motor housing in Fig. 6.2a). These phase-corrected time

! The invariant transmissibility matrix can be used for system identification at multiple steering
angles. This requires multiplying the transmissibility term with different FRF matrices Y¢, pe
measured at different rack positions (e.g. the FRFs in Fig. 6.6).
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windowed response vectors are then used to construct the velocity matrix Ve, pq.

Details on the controlled operational states are listed below:

» Torque impulse: A sudden turn of the stepper motor by 9° generates a torque
excitation at the motor shaft, similar to a Dirac function. The motor torque is
transmitted over the steering rack onto the housing, therefore, the rack position
may alter the internal transmission path. Measurements are performed at
7 different rack positions (centre, half left/right, near the end stops and in
the end stop touching the housing) to excite the low to mid frequency range
(approximately up to 2kHz). A velocity vector is obtained at each position
from 15 repeated impulses using a rectangular window (as used for impact-

based FRF measurements).

» White noise: The stepper motor is connected to a stereo amplifier and oper-
ated with a white noise current signal without turning the rotor. This provides
a broadband excitation between 500 Hz- 6 kHz, which can be repeated at the
different rack positions to extend the frequency range of the impulses. At each
position, an averaged velocity vector is determined from a 90 s recording with
an window overlap of 50 % (similar to shaker FRF measurements). (Alterna-
tively, the stepper motor can be operated using a sine sweep, e.g. by alternating

the motor direction and gradually increasing the stepping frequency.)

» Ramp up/down: The stepper motor is operated to move the steering rack from
end stop to end stop. At maximum steering speed (~ 200 °/s), the movement
is suddenly brought to a hard stop. Unlike the ‘hard stop’ produced at the
end of the range, which is mechanical, this is an electrical hard stop. The fast
acceleration and abrupt deceleration of the lateral rack movement exerts mo-
ment contributions at the interface. This signal is separated into discrete time
windows with an overlap of 50%. The individual windows (velocity vectors)

are arranged in columns of V¢, p,.

For the success of the blocked force exciter approach, the operational excitations
need to be replicated in a controlled manner and provide sufficient controllability.
Based on the SVD analysis in Sec. 6.3.1, the velocity matrix vCl,ba needs to contain
8 dominant singular values to provide full controllability of the interface. This is
shown in Fig. 6.7, where the first 8 singular values (m) represent 96 % of the energy
and that these seem to depart from the noise floor. This means that the matrix
Vcl,ba is rank deficient (effective rank: n, = 8), with the bottleneck effect actively

constraining the number of independent operational excitations passed onto the
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receiver side. Above 2kHz, there is a well-determined gap in the spectrum of the
singular values, separating the dominant from the less significant (—) singular values.
This may be related to the characteristics of the broadband operational excitation.
Not all operational states are able to excite frequencies up to 6 kHz, e.g. the torque
impulses provide an excitation up to 2kHz. A test for full observability downstream

of the interface at (b) was already provided in Sec.6.3.1.
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Figure 6.7: Singular values of the bench assembly matrix Vcl,ba for operational exci-
tation of the controlled REPS system and 24 remote DoFs (b). The first 8 values (—)
are dominant, representing 96 % (m) of the energy, indicating a bottleneck effect at the
interfaces.

It is important to reiterate that the bottleneck effect, in this case, is not caused
by insufficient source activity (not controllable) or sensor instrumentation (not ob-
servable) but rather results from the physical structure. As shown in Fig. 6.7, the
operational excitation provides enough variation to excite the interface DoFs pre-
viously identified in Fig.6.5 and can be performed faster than applying 36 roving
excitations. For both (external and operational source excitation), the resulting field
of blocked forces at the coupling interface is sufficient to excite the 8 significant in-
terface modes in the frequency range of interest, thus converting the REPS system

into a calibrated blocked force shaker.

To verify that the above excitation can be sufficiently reproduced, the concept can
be validated in the same installation, where the receiver structure in Fig.6.3a is
modified in some way. For example, the resiliently suspended receiver plate can be
clamped to a T-slot bed plate. Although not presented here, FRFs of the modified
assembly can be identified with the REPS system and compared to conventional
measurements. This form of validation does not require the assembly to physically

dismantled, thus avoids changes of the source-receiver coupling conditions obtained
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when the calibrated source is removed from the calibration setup. That said, this
validation indicates errors in the reproduced excitation and the calibration measure-
ments, whilst experimental uncertainty associated with the transfer of the source to

a different assembly (e.g. stiffening effects) is avoided.

6.4 Summary and Concluding Remarks

Following its experimental validation in Sec.5.2.3, the blocked force vibration ex-
citer concept has been applied to an active steering system in a more realistic and
practical scenario. The exciter concept considers a calibration and system identifica-
tion stage; the former has been demonstrated in this chapter. The calibration setup
has been presented, consisting of the REPS system (source (A)) rigidly coupled to
an aluminium plate (receiver (B)) via two interface adapters. The REPS system is
turned into a 12-DoFs (6 translations and 6 rotations) exciter at its two mounts.
Two different control strategies have been outlined to operate the exciter: a roving

shaker approach and operational excitation.

Roving excitations, already introduced and validated in Sec.5.2.3, provide a ro-
bust and flexible control mechanism using different locations to generate mutually
independent excitation. Based on mobilities, the calibration is normalised to the
applied shaker force, therefore, easily reproduced. For the operational excitation,
the electric stepper motor controls the operational state of the REPS system to
generate enough variation in the excitation. The control signals for the operational
excitation are highly application-specific and not discussed in detail here; measures
to improve controllability and observability have been discussed according to the
practical guidelines introduced in Sections 3.6 and 4.3.3. In theory, the operational
and roving shaker excitation may also be combined in a mixed fashion to improve

controllability, as long as the excitation can be reproduced for system identification.

In the following, the calibrated steering gear will be installed in a vehicle and utilised
as a controlled blocked force exciter for fastTPA. The highly reproducible roving
shaker excitation provides an ‘ideal’ control mechanism, which is compared to the

operational excitation strategy to highlight uncertainties.
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Noise Prediction

In this chapter, the calibrated steering system, as introduced in the previous Chap-
ter 6, is employed for system identification and diagnostic tests in a vehicle. The
controlled excitation is reproduced to predict structural and vibro-acoustic assembly
FRFs, which are used for fastTPA and fastVAP of steering noise. The results are
compared against an extensive in-situ TPA in the same vehicle; this benchmark study
reports on the benefits of the proposed fastTPA in terms of experimental effort and
measurement quality. Together, the bench calibration alongside the FRF identifica-
tion provides a robust fastVAP procedure for steering noise predictions in a virtual
vehicle environment. At the same time, experimental hurdles of multi-DoF, multi-

paths testing faced in practice are avoided.
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7.1 Introduction and Outline

This chapter intends to demonstrate those results that best reflect the implications
of the theory developed in Part II. In the previous Chapter 6, calibration procedures
have been outlined, turning the REPS system into a controlled blocked force vibra-
tion source. In what follows, the same calibrated steering system is installed in a
vehicle and used as a 12-DoFs blocked force exciter. The performed system identifi-
cation, for generality, considers both control strategies (i.e. roving shaker and motor
excitation) to determine two sets of vehicle FRFs and for fastTPA and fastVAP (see
Sec. 7.5 and 7.6). All steps are, after all, part of a workflow that may be applied to
any controllable structure-borne vibration source, not limited to electric motors or

steering systems.

TPA and VAP procedures can provide invaluable diagnostic information and impres-
sive predictive capabilities; they are known to be sensitive to measurement and other
errors, though. A state-of-the-art benchmark TPA study conducted in the same as-
sembly and under the same ‘industrial environmental conditions’ is presented in
Sec. 7.3 to investigate potential errors in the proposed fastTPA and highlight its
practical benefits over established methods. In this context, the individual vehi-
cle FRFs are sometimes as insightful as the fastTPA or fastVAP conclusions. The
ability to instantly repeat the system identification step is demonstrated in Sec. 7.7,
compared to virtual point measurements in a modified vehicle installation. This
may prove interesting for applications other than TPA, for example, to validate or
design digital twins and evaluate wear and tear events over a lifetime or any type of

model-based condition monitoring.

7.2 Vehicle Subsystem Description

Before discussing the applications in the vehicle assembly, let us first introduce
the relevant sub-components and their connections. Following the source-interface-
receiver model in Sec.2.5.1 (see Fig.2.4), the structure-borne transmission from the
steering system to the driver’s ear may be described as follows: When operated,
the REPS system (A) exerts dynamic forces and moments, through the coupling
interfaces (c1,c¢y), onto the vehicle structure (Bs). The following description of the
subsystems also considers completeness and consistency primarily from a blocked

load perspective, indicating regions that are more susceptible to errors.
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7.2.1 Source — Calibrated Steering System

So far, the calibration of the REPS system has been conducted on the test bench.
For system identification in the vehicle, the controlled excitation outlined in Sec. 6.3
is repeated to determine structural and vibro-acoustic vehicle FRFs. The controlled
excitations to generate known sets of blocked loads FA,C at the interfaces (cq, o) falls
into two categories; operational motor excitation (ng,da) and externally applied
forces using a roving shaker approach (Y¢, 40). Note that both variants to operate
the multi-DoF exciter are performed in the same in-vehicle installation without

dismantling the assembly for consistent testing.

To analyse steering noise in the vehicle, a third operational condition can be dis-
tinguished. An automated parallel parking manoeuvre is performed to induce noise
and vibrations into the vehicle structure. This is the operational measurement typ-
ically conducted during TPA or source characterisation. For the intended operation
of the REPS system, the (unknown) operational blocked loads fA,c exerted into the

connected vehicle structure are analysed:

» EPS-assisted steering cycle: Steering cycles from end stop to end stop with a
constant maximum steering speed of 200°/s. Each time, five identical cycles
have been performed to assess the repeatability of the operational state. The
analyses presented throughout this chapter (e.g. fastTPA and fastVAP stud-
ies) use the constant-speed steering manoeuvre to address the product’s NVH
performance in the vehicle, e.g. to troubleshoot the dominant paths for this
active state. It is important to reiterate that this steering cycle is independent
of the calibration measurements above, which generate a known blocked force

excitation F 4 . under different operational conditions.

All secondary sources in the vehicle, not of interest for the analysis, are simply turned

off during operational testing, thus assuming the vehicle structure being passive.

7.2.2 Receiver — Front Subframe and Vehicle Cabin

In this study, the entire vehicle (without the REPS system) is defined as the passive
receiver structure (Bsy). The tailored cocoon-like adapters (see Fig. 7.1) are designed
to have the same connecting geometry as the original mounts and are used to install
the steering system in the vehicle. With the adapter connecting the source to the

receiver, the REPS system is mounted to the subframe with an offset to its intended
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installation position while allowing direct access to all coupling DoFs (¢, c2). Note
that the adapters shown in Fig.7.1 are considered part of the receiver, and may
change the dynamic response of the chassis together with the contribution paths
due to the shifted source (offset in x-direction: 8cm). Other than the steering
system, the front subframe supports the engine, part of the front wheel suspension
assembly, and connects to the vehicle’s chassis and bodywork. Further downstream,
the propagation of structure-borne sound and vibration becomes quite ‘complex’.
Steering gear vibrations reach the vehicle interior over multiple dozens of transfer
paths, which means that measurements are often preferred to obtain accurate FRFs

rather than numerical modelling efforts [10].

Response points 43 DoFs
- Interface: (c1,c2) adapter (8 x 2D acc.) 16
- Remote: (b) subframe (8 x 3D acc.) 24
l - Target: (dy) subframe (1 x 3D acc.) 3

Figure 7.1: Bottom view: Scan of the front subframe, including the target accelerometer
(dy) and the adapters to facilitate access at the coupling interfaces (c1,c2). Blue arrows

indicate response measurements at the interfaces, the remote DoFs (b) and the target (d).

Both structural and vibro-acoustic propagations are considered in the following val-
idation process by different target DoFs (d; — d3) on the receiver. Shown in Fig. 7.1
is the tri-axial sensor to observe the structural response, namely the target (d;)
positioned on the cross-rail connecting the rear ends of the subframe. This valida-
tion sensor, indicated in yellow, is located downstream of the interface, somewhat
remote yet not too far distant, to establish a consistent phase relationship to the
interface DoFs [1]. All remaining accelerometers (red) mounted on the subframe are
considered remote DoFs (b) used for inverse force identification in the benchmark
in-situ TPA study and fastTPA.
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Vibro-acoustic transfer paths are evaluated in the vehicle’s cabin and consider the
radiation from panels in the interior. Two microphones are positioned at the loca-
tions of the driver’s ears (dz), indicated in yellow, next to the dummy head (see
Fig.7.2). Whereas the build-in dummy microphones are well capable for binaural
recordings, exact reciprocal measurements are far from trivial. In automotive TPA
applications, vibro-acoustic transfer FRFs are often determined by acoustic excita-
tion with a volume-velocity source. Not integrated microphones are preferred to
avoid errors related to inaccurate reciprocal conditions, i.e. to achieve proper posi-
tioning between microphone and the acoustic centre of the volume-velocity source
during reciprocal measurements. In case of reciprocal measurements, the vibration
response is measured at the interface (see adapter instrumentation with 4 sensors
in Fig. 7.1), whilst the volume-velocity source is attached to the headrest to replace

the target microphone, as shown in the close-up in Fig. 7.2.

,\

Target points 6 DoFs
- Subframe: (d;1) (1 x 3D acc.) 3
- Driver’s ears: (d2) (2 x mic.) 2
- Windscreen: (ds) (1 x 1D acc.) 1
Volume-velocity excitation 2 DoFs
- Cabin: left & right driver’s ear 2

Figure 7.2: Scan of the vehicle cockpit with the target microphones at the driver’s ear
positions and a windscreen accelerometer at (ds). The sound pressure probes at (d2)
may be replaced by a volume-velocity source for reciprocal measurements, as shown in the

close-up.

Throughout the remainder of this chapter, the accelerometer on the subframe (out-
of-plane z-direction) and the microphone at the left driver’s ear are used as target

and /or validation DoFs. The corresponding structural and vibro-acoustic FRFs used
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for validation are, unless otherwise specified, measured with a shaker excitation ap-
plied at the interface. A third target DoF (d3) on the windscreen will be introduced

in Sec. 7.7 for reciprocal validation measurements.

7.2.3 Interface — Subsystem Connectivity and Completeness

The REPS system and the adapters are rigidly connected to the front subframe at
two bolted connection points, which in turn connects to the vehicle’s bodywork.
Note that the bench setup is dismantled to install the steering system in the vehicle
without having the adapters removed from the source. Hence, the adapters ensure
that the interfaces (c;,¢y) are described by 12-DoFs (matching the calibration setup)
in the centre of the mounts, yet facilitating force excitation for consistent FRF mea-
surements. Later (see Sec. 7.7) the adapters will be removed for more representative
mounting conditions. Similar to the calibration setup in Sec. 6.2, the input shaft
and both tie rods are left uncoupled (i.e. the steering column and the wheels are
not connected to the REPS system) to retain consistent coupling conditions, and to

some extent, avoid additional loading on the rack bar.

Obviously, all vehicle FRF measurements should meet the basic requirements, e.g.
sufficient SNR or proper coherence in the targeted frequency range. Yet, the FRF
model as a whole shall, above all, represent the complex MIMO characteristics of
the assembly. For an accurate description of the source, experimental testing mostly
concentrates on describing the multi-DoF dynamics at the coupling interface. The
ICC as evaluated for the calibration setup (C;) in Fig. 6.4 may be reevaluated for
the vehicle assembly (Cs) to verify that the 12 coupling DoFs (i.e. 3 translations and
3 rotations in the centre of each mount) can correctly describe the source activity. It
can be seen in Fig. 7.3a that the ICC obtained for the vehicle assembly (—) is similar
to the completeness apparent in the calibration setup (—), in part due to the adapter
used in both assemblies. It is interesting to note that for a full set of rigid coupling
DoFs, even then, there exists a notable incompleteness at approximately 1.5- 3 kHz.
Looking at both experimental setups, the changed receiver-side mounting of the
adapters clamped into the C-shaped bracket of the subframe (see Fig.7.1) did not
affect the sudden drop in the ICC. Instead, the detected incompleteness likely occurs
due to flexibility at the source-side coupling where the REPS mount is connected

to the adapter. For the source description, this implies that the acquired blocked
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loads, f A,c, although correct in their own respect, are not the ‘true’ blocked loads! at
(c1,¢2), and may be augmented to include flexible coupling DoFs [46]. Nevertheless,
these results suggest high quality blocked force characterisation below 1.5kHz and

consequently indicate regions where the predictions are susceptible to errors.

109 g 109

O O
= 107! < 107!
| | —— (C1) bench / calibration [ Complete: 12-DoFs
———— (Cg) vehicle / identification Incomplete: x, y, z DoFs
10—2 I I [T T TTTT I L1l 10—2 I I [T T TTTT L |
102 103 102 103
Frequency (Hz) Frequency (Hz)

(a) ICC for bench and vehicle setup (b) Vehicle ICC for 6-/3-DoF connectivity

Figure 7.3: ICC for the calibration bench (—) and the vehicle assembly (—), alongside
changes between the full (i.e. 3 translations and 3 rotations) and an incomplete interface

description (—) using translational DoFs (x,y, z) at each connection point.

The ICC results for the vehicle assembly in Fig. 7.3b indicate that rejection of any
DoF worsens the interface description. For the rigidly connected source, it ap-
pears that rotational coupling is essential in the frequency range below 4 kHz, whilst
higher frequencies are dominated by the breakdown of the local rigid interface be-
haviour. Although the rotational coupling provides a noticeable improvement this
raises the question of whether all coupling DoFs contribute to the receiver-side re-
sponse. In fact, the SVD analysis in Figures6.5 and 6.7 suggest that an incomplete
interface description with 8 coupling DoFs may be sufficient, however, this may ap-
pear speculative and requires further proof by a partial path contribution ranking
(see Sec.7.3.2).

As for the previous calibration setup, evaluating the sensor and excitation con-
sistency is a useful tool to assess measurement quality, troubleshoot errors in the
instrumentation and to validate local rigid behaviour at the interface. Here, the con-
sistency analysis for the finite difference approximation complements the ICC, as it

may help to justify incompleteness. Analysed for the response measurements at each

! By definition, the acquired loads are, in fact, blocked loads and represent the reaction forces/
moments of the source (A), blocked at the interface DoFs. However, they are not considered
‘true’ blocked loads, as some contributing coupling DoFs are not mathematically blocked.



Chapter 7. Vehicle Identification and Steering Noise Prediction 170

adapter, the overall sensor consistency in Fig. 7.4a indicates high values throughout
most of the bandwidth, with some small effects of local flexible behaviour around
1.5-2.5kHz and larger deviations above 4 kHz. Again, errors at high frequencies are
associated with the structural properties of the adapter and the breakdown of the
rigid body behaviour, shown in Appendix A.1. This means the finite difference error
causes an apparent incompleteness in the interface description (see Fig.7.3) which
can be resolved by extending the 6-DoFs description for flexible coupling. However,
the relevant frequency range for steering noise prediction and auralisation are mostly
limited to 2.5 kHz. Note the ICC (see Sec.2.4.3) and the response consistency (see
Sec. 2.4.2) evaluate completeness/consistency for a set of artificial excitations, which

may not be representative of the source’s operational state.
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(a) Overall response consistency, py. ., (w) (b) Overall excitation consistency, pg.  (w)

Figure 7.4: Evaluation of the response and excitation consistency for the finite difference
approximation of 8 responses/excitations at each coupling point: (¢1) motor-side (=); and

(c2) pinion-side (—).

The consistency analysis can be repeated for the excitations applied on the adapter.
The overall excitation consistency in Fig. 7.4b shows a similar frequency character-
istic for the force transformation. Although access to the coupling interfaces in the
narrow engine compartment is limited, the 8 shaker excitations applied around each

coupling point are correctly positioned and properly executed.

Consequently, the source-receiver interface can be correctly represented by point-
like contacts with 6-DoFs for steering noise predictions in TPA and VAP. However,
the effects of local flexibilities in the interface areas (particularly above 4kHz) and
an apparent incompleteness (1.5-3 kHz) may introduce errors to the in-situ blocked

force characterisation.
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7.3 In-Situ TPA Benchmark Study

This section reports on a benchmark study; results will be compared against those
obtained using fastTPA with respect to reliability, time and experimental effort.
There exist many TPA variants to reduce time and complexity (outlined in Sec. 2.5.2),
usually at the expense of transparency and the level of confidence in the results [50].
For benchmarking, in-situ TPA (also: iTPA or blocked force TPA) is arguably the
most popular and exact diagnostic variant, as it avoids dismantling of the assem-
bly [6]. This means that operational blocked forces at the source-receiver interfaces
(¢1,¢2) are characterised in the vehicle and later used to predict total and/or partial
operational responses on the connected receiver. The main focus of this study is to
provide an accurate model for the propagation of structure-borne noise and vibra-
tion in the vehicle, rather than a detailed optimisation of the NVH performance for

the installed steering system.

sourcle (A)

receiver (B)
A

Excitation points 18 DoFs
(di) .| - Interface: (c1,c2) adapter 16
| - Vehicle: left & right driver’s ear* 2

* for reciprocal vibro-acoustic measurement (see Fig. 7.2)

Figure 7.5: Vehicle assembly for in-situ TPA benchmarking and prediction of steering
noise. The source-receiver setup contains: REPS - source (A); subframe - receiver (Bsg);

adapters - coupling interfaces (c1,c2); target DoF (dy).

There are a few important details to note concerning the in-situ TPA study. The
aim is to compare TPA results in the full bandwidth from 100 Hz- 6 kHz, which is
the operating frequency range of the electro-dynamic shaker used for conventional
FRF measurements. This exceeds the frequency range required for accurate steering
noise predictions in the driver’s cabin. Typically, the interest is in frequencies up

to 2.5kHz to obtain realistic time-domain auralisations for the operational REPS
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system. The in-situ TPA results are used as a reference and compared against those
of the proposed fastTPA. Unlike the on-board validation for ‘total” responses, as
specified by ISO 20270:2019, partial responses cannot be compared to a directly
measured signal. Instead, the partial path contributions of the fastTPA need to
be validated against the contributions analysed in the in-situ TPA. In either case,
the results will be subject to some degree of uncertainty. However, the in-situ TPA
method proved reliable and is up to today one of the most popular state-of-the-art

techniques for NVH troubleshooting and thus used as a reference.

The experimental setup for the in-situ TPA is shown in Fig. 7.5. As before, rotational
DoFs at each coupling interface are calculated using a finite difference approximation
for full 6-DoF coupling; x, y and z-translations, alongside their corresponding ro-
tations. The transformation and excitation positions on the adapter are essentially
the same as in Eq.(6.1) and Fig. 6.2b, respectively. For the inverse blocked force
calculation, responses are observed on the passive side by 24 remote DoFs (b) to

provide an over-determined solution. The in-situ TPA may be outlined as follows:

1. The matrices Y¢, 5.€C2*12 and [ Yo, 4c| Hey ac] T € C512 are measured simul-
taneously using a roving shaker approach (see Fig.6.2b), with 8 excitations

(red arrows) applied to each adapter.

2. Alternatively, by reversing the excitation and response positions, He, .4€ C12<2

can be measured reciprocally using a volume-velocity source (see Fig. 7.2).

3. The REPS system is operated, and the responses at (b) and (d) are measured

during the constant-speed steering manoeuvre.

4. Operational blocked loads (i.e. f A, for the steering cycle) are determined using
Eq. (2.9). The individual contribution paths can be analysed by combining the

blocked loads with the corresponding structural /vibro-acoustic FRFs.

Although labelled as in-situ TPA, the steps (1.-3.) are part of the in-situ blocked
force source characterisation, as specified by ISO20270:2019 [38]. The workflow
described in the ISO standard further outlines a preliminary validation procedure
using artificial excitation, that is, a prediction using a simulated operational test.
This validation described in Sec.2.4.1 replaced the tonal nature of the operated
source with a broadband excitation to provide a verification check, in which errors
in sign convention, ordering data in matrices/vectors, or calculation procedure can
be detected. This form of preliminary validation is not presented here; for a practical

example, the reader is referred to Ref. [1].
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7.3.1 Prediction and On-Board Validation of Steering Noise

This section considers the prediction of noise and vibrations for the operated REPS
system. The focus is to validate the complex behaviour of the operated source for
a representative load case? to assess the quality of the experimentally determined
blocked loads. The actual operational response of the source consists of multiple
sharp tonal harmonics (due to periodic mechanisms of various rotational compo-
nents), whereas excitation levels are relatively low. Due to the source’s nature and
position far distant from the cabin, the SNR at (d) is analysed to indicate if the oper-
ational responses can be resolved from the measurement noise floor. Fig. 7.6a shows
the narrowband Fourier spectrum of the operational vibration response ve, 4o (=)
measured at the vehicle subframe (d; ), alongside the sensor’s noise floor (—). Across
the entire frequency range, a sufficient SNR (rule of thumb: SNR > 10dB [38]) is
achieved on the velocity signal. Analogue to the structural response, Fig. 7.6b shows
the measured sound pressure response pe, 4, at the left driver’s ear (dy). Above
4kHz, the sound pressure (—) is dominated by noise, with the limiting factor being
the microphone’s noise floor (=) rather than the ambient noise of the semi-anechoic
test environment. This means the sound pressure signal measured during operation
in the vehicle cabin did not exceed the effective sensitivity threshold of approximately
0.01 Pa.
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(a) Velocity response on subframe, vc, 4o (b) Sound pressure in vehicle cabin, pc, dq

Figure 7.6: SNR at the target accelerometer/sound pressure probe (d;,ds) for the oper-
ated REPS (constant speed). Narrowband representation: measured operational response

(=); measured noise floor (—); and predicted noise (=) for the vehicle assembly (Cs).

2 Artificial shaker excitation (see ISO 20270:2019 [38]) utilises different contribution paths at
the interface. Depending on the position, the ‘simulated’ source activity may neglect some
translational and/or rotational contribution paths completely, therefore a preliminary validation
using artificial excitation will not replace the operational on-board validation.
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However, if the sound pressure response in Fig. 7.6b is predicted using blocked loads,
a remarkably good prediction is obtained not masked by high-frequency noise. This
is shown more clearly in the inset of the on-board validation in Fig.7.7b. The
inverse blocked force calculation can be seen to significantly reduce the effect of
noise in the sound pressure signal due to employing high quality measurements
from different sensor types. For a better understanding of how uncorrelated noise at
the remote sensors (b) affects the inverse blocked force calculation, background noise
measurements are used to predict the so-called ‘blocked load noise floor’ [173]. While
the source is turned off, the noise measured at the response DoFs (b) is converted into
blocked loads using the matrix inverse (see Eq.(2.9)), which represents a distorted
variant on the measured noise containing errors imposed by the matrix inverse. In
other words, the operational velocity v, », is replaced by a background noise vector
in the blocked force calculation. Physically, one could interpret the ‘blocked load
noise’ as the minimum level of source activity which can be resolved by the blocked
loads. Propagated onto the target DoFs (d) via Eq.(2.26) allows predicting the
effective sensor noise at the validation DoFs after matrix inversion, which defines

the lower limit for an accurate prediction [50].

Fig. 7.6b shows the calculated microphone noise (=) is lower than the measured sen-
sitivity threshold (=), for this reason, the on-board validation in Fig. 7.7 is believed
to provide reliable SPL estimates even at low levels above 4kHz. Anti-resonances
in Fig.7.7b are more prominent in the predicted sound pressure, whereas the ac-
tual microphone measurement (=) is already masked by unwanted noise. In this
benchmark study, the blocked load vector is determined from structural responses?,
namely 8 tri-axial accelerometers (sensitivity: 100 mV/g) on the vehicle’s subframe.
Propagated into the vehicle cabin, the vibro-acoustic prediction benefits from lower
noise floor of the accelerometers, allowing to resolve pressure responses below the

microphone’s noise floor.

In contrast, the accelerometer type at (di) is the same used at the remote posi-
tions (b), which, in principle, share the same sensitivity threshold. This way, the
reasonable agreement between the measured and predicted noise floor, shown in
Fig. 7.6a, indicates that the matrix inversion was carried out without introducing

large numerical errors. Concluding, the level of agreement in the on-board validation

3 Other response types (e.g. sound pressure) are not considered in the inverse blocked force cal-
culation. In theory, different sensors can be used in a mixed fashion to improve the conditioning
of the inverse matrix [90].
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(see Fig. 7.7) clearly suggests that the interface description provides an accurate rep-
resentation of the operated REPS system. In-spite of the incompleteness detected
at 1.5-3kHz and above 4kHz (compare Fig.7.3a), the predicted responses may be

more reliable than the actual measurements, as highlighted in the insets.
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(a) Velocity response on subframe, vc, 4, (b) Sound pressure in vehicle cabin, pc, 44

(Inset covers freq. range from 3.9-4.4kHz) (Inset covers freq. range from 5- 5.5 kHz)

Figure 7.7: On-board validation at the target accelerometer/microphone (dj,ds) for
the operated REPS (steering cycle). Narrowband representation: measured operational

response (=); predicted velocity /sound pressure response (—) of the vehicle assembly (Cs).

In theory, the microphone accounts for air-borne transmission from a sound-radiating
source and structure-borne contribution caused by radiation from parts on the pas-
sive side (e.g. dashboard, windscreen and other panels in the vehicle cabin). The
measured sound pressure in Fig. 7.7b may thus be considered a linear combination of
the structure-borne excitation f A at the interface and the acoustic load generated

by the source q,,, defined by,

Pcae = He e ?A,c + N doa (7.1)

weighted by their vibro-acoustic and acoustic contributions paths, denoted by H, .
and N, ;,, respectively. However, the predicted sound pressure in Fig. 7.7b considers
only the structure-borne nature of the source, i.e. vibration energy is transmitted
over the structural coupling points and radiated downstream of the interfaces. The
excellent agreement of the on-board validation implies that the tested REPS system
can be considered a source of structure-borne sound and vibration, whereas the
air-borne contribution to the vehicle cabin is insignificant (i.e. an air-borne source

would manifest itself in an under-prediction in Fig. 7.7b) [172].
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7.3.2 Partial Path Analysis and Contribution Ranking

The methods presented throughout this thesis often consider the predicted responses
as the result of the TPA. In fact, tools such as on-board validation are applied to
quickly assess the error/uncertainty associated with the TPA approach. Instead,
the actual purpose is to separate source excitation (i.e. blocked loads) from the
structural or vibro-acoustic transfer characteristics to identify the amount of energy
transmitted through each path. This indicates if modifications need to be made at
the source or the connected receiver structure to troubleshoot the most dominant
contribution paths. This section presents the relative contribution of each excitation

DoF to the total operational response, i.e. a rank ordering of contributions.

In the so-called partial path analysis, the blocked load DoFs (¢;) are combined with
their corresponding propagating transfer paths Hc g4, to predict the partial assembly
response on receiver side. This procedure allows each contact interface DoF to be

assigned a complex partial contribution to the overall target response (d),

Peode; = Hede, [ ae, with iel,.. . n (7.2)
PCade = ), DCade; - (7.3)
i=1

Summation over ¢ determines which contribution paths are considered in the re-
sponse pc,dc- For instance, the total response, used for the on-board validation,
is composed of the complex sum of all 12 partial contributions, 6 at each coupling
interface. It is this detailed information which makes the method useful for trou-
bleshooting NVH problems.

Fig. 7.8 shows the target sound pressure response at (ds) split into the individual
paths at the motor- (¢1) and pinion-side (¢ ) interfaces to allow for visual identifica-
tion of the dominant contribution path or critical frequency ranges. Typically, the
individual paths are arranged in different rows, whereas the operational measure-
ment and the predicted sum (see Eq. (7.3)) are depicted on the top. Mathematically,
comparing the measured sound pressure (Target | Measured) with the sum of all par-
tial pressure contributions (Sum | Predicted) corresponds to the on-board validation
in Fig. 7.7b and may be used as a quality indicator. The excellent agreement over
a wide frequency band in the on-board validation indicates a reliable prediction.

This indirectly implies that the dominant partial contributions (that make up the
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total response) are correctly determined. Note that validation by comparison to a

measured quantity is not possible for the partial responses.
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Figure 7.8: Narrowband contribution analysis for the total predicted sum and the partial
paths from the coupling DoFs (c1,c2) to a target sound pressure probe (left driver’s ear)
for the operational REPS (constant speed).

In a quick analysis, the sound pressure response in Fig. 7.8 spans an effective fre-
quency range up to approximately 2.5 kHz. A significant contribution, most notably
above 400 Hz, can be identified in the translational z-direction at the motor-side in-
terface (i.e. blocked force (¢;,) and corresponding vibro-acoustic path). Concerning
the practical interpretation, it is mentioned that the illustrated plot offers no insight
into whether a significant contribution is caused by a sensitive transmission path
or a high dynamic loading at the coupling DoF [1|. For a more detailed analysis,
the blocked load spectra may be used to spot interface DoFs with higher source

excitation.

As Fig. 7.8 is not very intuitive, one often considers the contribution ranking of
the spectrum levels to identify the dominant partial paths. The root mean square
(RMS) values of the total and partial sound pressure represent the overall energy
level across a selected frequency range and may be directly derived from the spectrum
X (w) itself,

X002 5 X(k)

RMS (X (w)) £ \l ZX( )2+

1 X(0) lower cutoff for ‘high-pass filtering’
wi
X (k) wupper cutoff for ‘low-pass filtering’.
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This calculation, commonly integrated into commercial software, uses the spectral
information (linear format: X(0),..., X (k)) in the frequency domain to avoid time
domain conversion and filtering. This indicates how Fig. 7.8 can be converted into

RMS levels for the relevant frequency range from 100 Hz- 2.5 kHz.

The bar graph in Fig.7.9a provides the contribution ranking (m) of the averaged
sound pressure levels in Decibel with a total prediction error (measured (m), pre-
dicted (m)) of 0.1 dB. This graphic allows for quick visual troubleshooting (compare
Fig.7.9b) of the most dominant paths: z-translation at both interfaces (ca.,c1,),
alongside bending around the y-axis (rocking up-down motion) on the heavier motor-
side (c1p) and y-translation on the pinion-side (cgy), closest to the driver. On the
lower end, the partial paths « and v at both interfaces, although important at
low frequencies below 400 Hz (see Fig.7.8), have no significant contribution to the
cabin’s SPL. This seems plausible considering the vehicle assembly; the connected
structures are fairly rigid in the o and 7-direction, which makes it challenging to

excite in the intended rotational directions.

Target | Measured
Sum | Predicted
Partial | (c2z)
Partial | (c12)
Partial | (c18)
Partial | (c2y)

(
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Partial | (c2)
Partial | (c1z)
Partial | (c2q) 47.8 dB
Partial | (c1a) 47.5 dB
Partial | (c14)
Partial | (c24) 45.3 dB
0 20
SPL (dB ref. 2 x 107 Pa)
(a) Ranking of the vibro-acoustic paths (b) Vehicle coordinate system

Figure 7.9: Measured and predicted sound pressure at the left driver’s ear (dz), including
a contribution ranking of the partial paths. Sound pressure levels: measured (m); predicted

sum (m); and rank ordered partial contributions (m) for the operational REPS system.

For some paths, e.g. (c2.), (c15), etc., the partial responses show higher individual
levels than the total SPL (predicted: 57.1dB). This is possible due to phase differ-
ences in the complex-valued terms. In the total prediction, partial responses with
opposing phases cancel each other. A difference of more than 10dB to the dominant
path (c2.) suggests that an incomplete interface description can be used without

rigorous impairing accuracy; 12 interface DoFs have been included (i.e. 6 DoFs per
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mount), yet only 8 are physically present. As such, the 4 least dominant paths may
be discarded from the assembly FRF matrix Y¢, . € C*8 when its inversion is
performed, namely; o and y-DoFs at (¢1) and (c2). Fig.7.10a compares the sound
pressure responses for this incomplete representation of the rigid interface dynamics.
Although the best response prediction is obtained by using all DoFs (i.e. complete
interface), the effect of the incomplete interface description (—) is not evident here.
A sufficient source description by 8 coupling DoFs was somewhat expected, given
that the source side excitations in Sections6.3.1 and 6.3.2 contained 8 dominant

singular values.
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Figure 7.10: On-board validation for an incomplete interface description (z, y, z and
B) and ICC for the corresponding full 12 DoF (=) and simplified 8 DoF (=) interface

coupling.

The corresponding ICC results in Fig. 7.10b indicate that the neglect of any DoF
worsens the interface description, however, it appears that the rotational o and
~-DoFs mainly affect the on-board validation between 1.7-2.4kHz (compare inset
in Fig.7.10a). Still, a reasonable prediction can be obtained from the simplified
interface description. Although simplifications are feasible, the following studies
consider the same 12-DoFs (complete) interface description used throughout the
in-situ TPA.
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7.4 System ldentification with the Controlled Ex-
citer

The in-situ TPA approach presented so far has required roving excitation at the
coupling interface, with forces applied one at a time to determine the FRFs (single-
input multiple-outputs). Instead, the calibrated REPS system may be used for
MIMO identification, assuming the source excitation can be reproduced. This sec-
tion discusses the system identification with the calibrated REPS system, that is,
how to obtain Y, 4 and He, 4. from response measurements due to a controlled

excitation.

The controlled vibration source allows, in theory, for simultaneous characterisation
of translational and rotational FRFs with the use of minimal additional hardware
and experimental effort. Indeed, response measurements are only required at the
target DoFs (d), whilst the calibration defines the interface excitation DoFs for
the output/input FRF relations. For an overview of the general concept, results
are shown for two active states of the multi-DoF exciter; externally applied roving
excitations and the natural operational excitation controlled by the motor are re-
produced in (Cs). Consequently, interface excitations usually required to measure
Y ¢, qc and He, 4. are avoided entirely. The system identification procedures (1.-3.)
with the calibrated REPS system as a blocked force vibration exciter, including the

validation process (*), may be outlined as follows:

1. The vehicle is instrumented with accelerometers and/or microphones at the
target DoFs (d), and the calibrated REPS system is installed.

2. The REPS system applies known (reproduced) blocked loads at the interface
using the external roving or operational excitation outlined in Chapter 6. The

matrices Y, 44 OF Vcwa are measured at the target DoFs (d) on the receiver.

3. The calibration and vehicle (2.) measurements are combined in Egs. (4.32) or
(4.33), respectively, to predict the target FRFs [Y¢, 4| Hey ac] T € Co*12

* Validation FRFs are obtained from shaker measurements on the adapters or

reciprocally with a volume-velocity source.

The remainder of this chapter will be organised as follows. In Sections7.4.1 and
7.4.2, the predicted structural and vibro-acoustic FRFs will be validated. For vibro-

acoustic validations, direct and reciprocal reference measurements (*) are considered
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to highlight experimental errors related to inaccurate reciprocal conditions. Later,
different practical applications will be demonstrated as part of three experimental
multi-contact, multi-DoF examples. The presented FRFs will be used for the pro-
posed fastTPA (Sec.7.5) and fastVAP (Sec. 7.6), before Sec. 7.7 repeats the system
identification and highlights its benefits in a different vehicle setup.

7.4.1 Roving Shaker Excitation

In this section, system identification of Y¢, 4. and He, 4. is presented for external
excitations applied to the steering gear housing. All measurements are performed
with an electro-dynamic shaker whilst the source is turned off. Following a similar
procedure as in Sec.6.3.1, responses are measured at the target DoFs (d) due to
reproduced roving shaker excitations at 36 source-side DoFs. The REPS system, like
other vehicle components, has a highly optimised structure full of curved surfaces
that are far from ideal for shaker excitations. Access to these surfaces is even worse
when installed in the vehicle, as shown in the close-up inset in Fig. 7.5. The shaker is
attached to the red aluminium pads on the housing to repeat the defined excitation
sequence. The responses are normalised to the applied shaker force to avoid changes
in the force amplitude between calibration and system identification measurements.
The roving excitations at (ai, ..., azg) are arranged in columns of the control matrix
[Ye, .00 He, 0] in the same order defined by the calibration measurement. For
the assembly considered, transfer mobilities are obtained in terms of FRFs matrices

(using Eq. (4.33)) given by,

YCQ dc YCQ da +
[ - : ]:l - ’ Yo Yoy e (7.5)

Ca,dc C,da

The three-fold over-determination of the inverse problem by mutually independent
excitations (n, > n. = 12) provides a robust prediction regarding the controllabil-
ity of the transfer problem (see Sec.4.3.3). In a simple TSVD regularisation, the
12 largest singular values of Y, p, € C?36 are retained, since the bottleneck effect
limits the effective rank and lower order singular values are likely composed of mea-
surement error and noise. The predicted structural FRFs between DoFs at (¢1) and
(dy) are shown in Fig.7.11; y and z-translations at the interface, alongside their
rotations 4 and . The results are remarkably similar, whilst the best and worst
agreement between the predicted FRFs (=) and the reference measurements (=)

is shown in Figures7.11a and 7.11d, respectively. As expected, the roving shaker
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measurements on the source’s housing are highly reproducible. Using normalised
excitation reduces the level of uncertainty, or error, present in the predicted FRFs.
Variation in the applied force amplitude is mathematically avoided, whilst some er-
rors may occur due to slight differences in the correct excitation position. Under the
present assumption of an exactly reproduced excitation, errors in Fig. 7.11d likely
arise due to the bottleneck effect at the interface. The SVD analysis of Y¢, 4, has
shown the assembly contains 8 significant singular values, therefore the controlled
REPS system effectively excites 8 DoFs at the interface. The system identification
is unable to provide a robust prediction for the less contributing paths (in this case

(c14) in Fig. 7.11d).

I T TTTTT - I T TTTTT I [
=107 21074
- - i
L L i
E1070) E107°
2 E
S 1070} S 1070
E E Measured E E
- Predicted -
10—7 I I I L1111 10—7 | I . | |1
10? 103 10 10°
Frequency (Hz) Frequency (Hz)

(a) In-plane force: Y¢, 4 - (d1)/(c1y) (b) Out-of-plane force: Ye, ¢ - (d1)/(c12)

— 1072} 1072}
| B T B
g i g i

-3 L -3
HZ\ 10 - HZ\ 10 g
" N " N
B 10 | 21071
I =
2 10-5 - 2 10-5
cha chall
- i = i

10—6 | I 10—6 | I . | |
10? 10° 107 10°
Frequency (Hz) Frequency (Hz)

(c) Out-of-plane moment: Y, 4c - (d1)/(cig) (d) In-plane moment: Y, 4 - (d1)/(c1y)

Figure 7.11: Validation of the predicted transfer FRFs Y, 4o between the coupling
interface (c;) and the vibration response on the subframe (d;). Narrowband representation
for force excitation (top) and moment excitation (bottom): shaker measurement (=); and

prediction using a roving shaker approach (—).
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With regards to vibro-acoustic properties, characterisation of H, ,. is often chal-
lenging due to poor SNR in the vehicle cabin. The long transfer paths consider mul-
tiple resiliently coupled receiver components, therefore, the controlled exciter needs
to exert large enough loads for a response measurement at (dy) free from noise. In
this example, the controlled exciter allows for a robust prediction of H, ., as shown
in Fig.7.12. Results are compared against direct (shaker) and reciprocal (volume-
velocity source) reference FRFs to indicate difficulties involved in the experimental
measurement of vibro-acoustic FRFs. Clearly, the predicted FRF (=) for the y-DoF
shows a better agreement to the direct (=) and reciprocal (—) measured references
than the v-DoF. This was expected based on the previous contribution analysis
(compare Fig.7.9); the y-rotation is less significant for the source characterisation.
Although most source-side excitations are positioned in the x and z-direction, the

stiff source-subframe installation makes it difficult to excite the rotational DoF.
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Figure 7.12: Validation of the predicted vibro-acoustic FRFs compared to shaker and
volume-velocity source measurements of He, g and H&y «d» respectively. Narrowband
representation: direct measurement (—); reciprocal characterisation (—); and prediction

using a roving shaker approach (—).

So far, the structural and vibro-acoustic transfer FRFs have been predicted between
the interface (c1,c2) and the chosen target DoFs (d). Driving-point FRFs at the
interface with collocated excitation and response positions have not been considered.
However, the notation of the target DoF in Egs. (7.5) and (7.6) is somewhat arbitrary.
The MIMO system identification applies to any DoFs (i.e. (d), (b) or (c)) located
at the defined interface or downstream on the receiver. If one chooses the DoF
locations of (d) and (c1) or (¢g) to be collocated, such that (d) = (¢), it can be seen
that Eq. (7.5) simplifies to a driving-point formulation. The interface driving-point
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FRFs at (¢;) are shown in Fig. 7.13 for the z-DoF and its corresponding a-rotation,
with a minimum phase between «Y¢, . €[-90°, 90°]. Similar to the non-collocated
case in Fig. 7.11, the predicted driving-point FRFs (=) are in good agreement with
the reference measurements (==). As such, the controlled exciter concept provides

an alternative to the single interface round-trip identity.
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Figure 7.13: Validation of the predicted driving-point FRFs Y¢, .. at the coupling
interface (¢1). Narrowband representation of amplitude (top) and phase spectra (bottom):

reference measurement (==); and prediction using a roving shaker approach (—).

Together, the driving-point and transfer FRFs characterisation may also be inte-
grated into the FRF based dynamic sub-structuring framework, e.g. to determine
the vehicle properties by sub-structure decoupling. However, characterisation of
sub-component FRFs (i.e. Y. and Yp,.) was considered beyond the scope of

this work.

7.4.2 Operational Excitation Using the Electric Motor

As outlined in Sec.6.3.2, the known operational excitation (i.e. torque impulse,
white noise excitation, and ramp up/down manoeuvres) controlled by the electric
stepper motor is reproduced in the vehicle assembly (Cs). The resulting operational

response vectors are measured at the target DoFs (d) and arranged as columns in
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the velocity matrix \’7(;2@@, similar to the construction of Vcl,ba. For the MIMO

system considered here, the transfer FRFs are given by,

’ s +
YCg,dc = VC'z,da Vcl,ba YCl,bc . (7-6)
~—

F,

,C

In Eq. (7.6), a TSVD regularisation is applied to reduce numerical inversion errors
due to rank deficiency (effective rank of Ve, po: n, = 8) [154]. Only the 12 largest
singular values are retained in the velocity matrix Vcl,da when its inversion is per-
formed. Fig.7.14 shows the predicted transfer FRFs (=) using the electric motor
as a controlled blocked force vibration source, compared against conventional FRF
measurements (=). The selected transfer functions (Y¢, 4. € C3*12) displayed here
describe the output/input relation between the in-plane force (see Fig.7.14a) and
in-plane moment (see Fig.7.14b) excitation at (c¢;), whereas the target response is
measured on the subframe at (d;). This target point is probably not of particular
interest for TPA or VAP but provides a valuable insight into the method’s perfor-
mance. The two results represent the best (Fig. 7.14a) and least (Fig. 7.14b) accurate

matches to indicate the level of accuracy.

Over a multi-kHz range (100 Hz-6kHz), the reconstructed mobility in Fig.7.14a
is in excellent agreement with the exact measurement, although influenced by un-
desired noise and larger deviations above 4kHz. That said, the breakdown of the
locally rigid behaviour of the adapters at 4kHz has introduced a finite-difference
error in Y, ;. which also appears in the predicted FRFs. Furthermore, the electric
motor provides sufficient (high energy) blocked force output in the lower frequency
range. However, at higher frequencies, it becomes particularly difficult to excite
all transfer paths due to the relatively weak internal excitation mechanisms of the
electric motor for the presented example. Therefore, larger errors are expected in
Fig. 7.14 with increasing frequency. Other sources may not even show this behaviour
if (hypothetical) broadband excitation can be achieved over the frequency range of
interest. Minor deviations at lower frequencies may occur, for example, due to an
imperfect reproduced operational excitation in the vehicle. Unlike the external exci-
tations shown in Fig. 7.11, the operational excitation with the controlled motor relies
on sufficiently reproduced conditions without a normalisation to the input force via

load cells.
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Regarding the aims of this thesis, Fig.7.14a demonstrates that it is possible to
acquire reasonable estimates of the vehicle FRFs based on reproduced operational
excitations controlled by the electric motor. It is stressed that steering induced noise
does not govern the frequency range above 2.5kHz, so errors in the related FRFs

at high frequencies will not be noticeable in any subsequent prediction step made

thereafter.
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Figure 7.14: Validation of the transfer FRFs between the coupling interface (c;) and
the vibration response on the subframe (d;). Narrowband representation of amplitude
(top) and phase spectra (bottom): reference measurement (==); and prediction using a

controlled motor excitation (—).

It should be noted that (cy,) is identified as a dominant excitation/contribution
path to the target vibration response on the subframe. Let us consider system
identification for a less contributing path, e.g. (¢1,). Considerably larger deviations
are observed between the predicted and true FRF, most likely due to the bottleneck
effect and controllability of the rotational DoF'. In this example, the bottleneck effect
actively restricts the number of independent motor excitations passing through the
interface to n, = 8, hence only eight interface modes have been excited. This poses a
challenge, as the controlled source is supposed to characterise all 12 interface DoFs,
through which rigid coupling can occur. Consequently, not contributing coupling
DoFs, such as the v-DoF shown in Fig. 7.14b, are prone to error and sensitive to

changes in the reproduced operational excitation.
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We are interested in quantifying if the operational excitation calibrated in (Cy) is
sufficiently reproduced in (C,). The operational activity of the multi-DoF exciter
(source) in the different assemblies can be assessed by comparing their blocked loads,
which are invariant to the connected receiver structure. The blocked loads for the
controlled excitations (e.g. torque impulses, white noise or ramp up/down excita-
tion) may be acquired through the inverse procedure outlined in Eq.(2.10) using
FRF measurements from the REPS calibration and in-situ TPA. Using {FA,C} ) =
Y;l,bc Vchba and {FAC} () = Y;%bc ng,ba for the calibration and target assembly,
respectively, it is possible to directly compare the underlying blocked force spectra
employed to determine the identified FRFs. By doing so, an experimentalist can
gain insight into the excited frequency range related to the internal source mecha-
nisms as well as the transferability of these blocked forces. Note that this blocked

force comparison requires conventional FRF measurements of Y, ;. in the target
assembly (Cs), which are not part of the fastTPA workflow.

Shown in Fig. 7.15 is a subset of F 4 ., where the blocked loads (white noise excitation)
of the calibration setup (=) are compared to the reproduced excitation (=) in the
vehicle assembly. The y-DoF blocked forces (see Fig. 7.15a) are highly reproducible
and appear in good agreement with one another across the two assemblies, unlike

the v-moment excitation.
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Figure 7.15: Blocked load excitation of the operated REPS system (white noise) in the
calibration setup (C;) (—) and reproduced in the vehicle (Cy) (—). The blocked load

noise (=) allows evaluating the effect of noise in the reproduced excitations.
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In Fig.7.15b, the blocked moment obtained in the calibration setup deviates con-
siderably from the reproduced excitation in the vehicle, most notably between
600 — 900 Hz. In the context of system identification, the blocked loads (Fa4..)
from (Cy) are transferred into the target assembly (C;) and considered the input
to the measured velocity response (V(Jz,dc)' These deviations to the applied mo-
ment lead to a poor prediction in Fig. 7.14b, repeatedly over and under predicting
the measured FRF. The v-moment also appears close to the blocked load noise (=),
which indicates an insufficient operational excitation of this rotational coupling DoF

whilst introducing additional errors.

So far, the notation has been based on the mobility concept, whilst modifications
to include vibro-acoustic FRFs are straightforward. It should be noted that the
proposed system identification in Eq. (7.6) can be amended to include sound pressure

signals in the response matrix. Vibro-acoustic FRFs are given by,
” , +
HCQ,dC = P(Jg,da Vcl,ba YCl,bc (7‘7>

where 15027 4o Contains operational pressure responses. Shown in Fig.7.16 are the
predicted vibro-acoustic transfer FRFEs (Hg, 4. € C*!2) between the interface (¢)
and the target sound pressure probe (dz) in the driver’s cabin. Also shown are the
directly measured FRFs (=), which are obtained from shaker measurements on the
adapters. Like the structural case, the predicted vibro-acoustic properties (—) in
Fig.7.16a appear in good agreement with those measured directly. In addition to
high-frequency errors encountered previously, some disagreement can be observed
in the mid-frequency range. This additional error is likely due to the more complex
transfer path involved, which accounts for acoustic radiation. It should be noted
that (c1,) is identified in Fig.7.9a as a dominant excitation/contribution path to
the target sound pressure response. Furthermore, it can be seen that the prediction
in Fig. 7.16b for a less contributing path tends to over-estimate the measured FRF,
most notably between 500 Hz- 1 kHz. An error similar to that can be observed in the
structural FRF (compare Fig.7.14b) and is caused, in part, due to a lower blocked
moment in the calibration stage (compare Fig.7.15b). However, regardless of this
error, the level of agreement shown in both Figs. 7.14 and 7.16 suggests that the
MIMO system identification with the controlled REPS-system has been successful.
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Figure 7.16: Validation of the vibro-acoustic transfer FRFs between the coupling in-
terface (c1) and the sound pressure probe (d3). Narrowband representation: reference

(shaker) measurement (==); and prediction using a controlled motor excitation (—).

Often when dealing with vibro-acoustic measurements, the excitation energy pro-
vided by shakers is insufficient to achieve an acceptable SNR in the vehicle cabin.
In this scenario, the FRFs may be measured reciprocally, for example, by using
a calibrated volume velocity source. The reciprocal measurement of Hy, ., uses a
single shared excitation at (dz); experimental uncertainties are introduced due to
inaccurate reciprocal conditions [2|. That is not to say that the directly measured
transfer functions are free from errors. In Fig.7.17, the spread (m) between the
direct and reciprocal case is considered to validate the predicted vibro-acoustic FRF
(=) for (¢1y) (compare Fig.7.16a). The spread illustrates the variation one would
expect from conventional vehicle FRF measurements. The reciprocal variance in
Fig.7.17 is relatively narrow. This is to be expected, given that the volume-velocity
source has been positioned with utmost care*. Note that the reciprocal variation in-
creases towards the operating limits of the volume-velocity source and shaker, i.e. at
frequencies below 200 Hz and above 5 kHz. After all, the validation in Fig. 7.17 indi-
cates that errors in the vehicle FRF obtained with the controlled REPS system (—)
are similar to the expected experimental variation. Between the 3 measurements,
the proposed system identification with the controlled REPS system is arguably the

most practical given its accurate results and minimal experimental effort.

4 Proper positioning of the microphone (direct measurement) and volume-velocity source (recip-
rocal measurement) is essential for the reciprocity of vibro-acoustic transfer FRFs. The nozzle’s
pressure centre and the microphone (see inset in Fig.7.2) need to coincide nicely. Inaccurate
reciprocal conditions tend to cause significant errors in the FRFs, considering the short acoustic
wavelength: approximately 57 mm at 6 kHz. Also, temperature changes may result in node shifts
in the complex sound field [20].
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Figure 7.17: Spread (m) between direct (shaker) and reciprocal (volume-velocity source)
vibro-acoustic measurements compared to the predicted (—) FRF obtained with the con-
trolled motor approach between the motor-side interface DoF (ciy) to the target micro-
phone (d2) (see Fig.7.16a).

Regarding the aims of this thesis, the novel multi-DoF exciter approach bridges exist-
ing gaps in direct and reciprocal FRF measurement techniques. For example, MIMO
system identification is performed without requiring access to the source-receiver in-
terface while using only standard measurement equipment (e.g. microphones and
accelerometers for response measurements). All transfer paths are measured si-
multaneously, drastically reducing measurement time and preventing other errors
related to time-variant problems (e.g. FRF measurements in deep-temperature ap-

plications). In the following, the presented FRFs are used for fast TPA in the vehicle.

7.5 Case Study I: FastTPA for Vehicle Trouble-
shooting

This section focuses on the controlled exciter concept for development, refinement
and troubleshooting of existing vehicle assemblies whose vibro-acoustic response is
of interest. Using the controlled blocked load excitation in the context of TPA is
denoted as ‘fastTPA’ due to the significant time advantage. Like the benchmark
study, blocked loads may be determined using in-situ measurements, thus allowing
diagnostic tests to be carried out without dismantling the assembly. This study
considers the predicted structural FRFs in Sec.7.4 to determine the operational
blocked loads for any arbitrary steering manoeuvre in the vehicle, and therefore in
its intended installation. After that, the predicted vibro-acoustic transmission paths

may be used to determine the contribution of each blocked load to the total response
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and benchmark the fastTPA approach in its capability to identify dominant partial
paths.

From a methodological perspective, the independent source description (e.g. ISO
20270:2019) allows, in theory, for a fully bench-based NVH development® as an alter-
native to in-vehicle measurements. Sometimes, replicating steering noises on a test
bench may prove challenging, particularly without knowing the exact steering speed
or operational load at which it occurred. Instead, the blocked loads determined in
the vehicle via the fast TPA offer a complete source/assembly characterisation whilst
under a realistic loading. The general formulation of the fastTPA in Eq. (4.40) is
defined for a set of target DoFs (d), where responses are observed in the vehicle as-
sembly (C,) for the inverse force characterisation. These target DoFs may be located
at the interface, so that (d) = (¢), or further downstream at some remote DoFs; i.e.
(d) = (b). For a consistent notation to that of the benchmark study, the general
subscript (d) in Eq. (4.40) is dropped and replaced by the actual measurement loca-
tion (i.e. (¢), (b) or (d)) shown in Fig.7.1. Therefore, the operational blocked force
of the steering system may be determined via the two different DoFs (b) and (c),
namely the ‘remote’ and the ‘interface’ blocked force relation (compare Sec.2.2.2).
For clarity, structural FRFs, Yo, pe and Yo, oo ar€ considered for the inverse blocked
load characterisation, whereas vibro-acoustic FRFs, Hg, ., are used for the forward
prediction. The following sections aim to outline the remote (Sec.7.5.1) and inter-
face relation (Sec.7.5.2), describe their experimental implementation, alongside an

extension to account for flexible sub-structure coupling (Sec. 7.5.3).

7.5.1 FastTPA — Remote Blocked Force Relation

When dealing with real structures, access to the defined contact interface is often
limited so that accelerometers to observe the interface dynamics are placed further
downstream on the receiver structure. If remote measurement positions (b) shown in
Fig. 7.1 are considered in the fastTPA expression in Eq. (4.40), independent source
characterisation may be obtained using the ‘remote blocked force relation’. In this
case, 24 remote DoFs (b) on the subframe provide a 2-fold over-determination. The
instrumentation in the vehicle is, in fact, the same as for the in-situ TPA benchmark

study. In the context of structural source characterisation using remote sensors at

® The fastVAP concept to employ blocked loads from one installation (e.g. bench) to predict
structure-borne responses in a different source-receiver installation (e.g. vehicle) is discussed in
the following case study (see Sec. 7.6).
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(b), the fastTPA blocked force relation in Eq. (4.40) may be rewritten as,

= + .
fA,c =Y, pe \ for n. = 12 interface DoFs (7.8)
+ + ’ s+ . .
' Yo, ue = Yo, e VCl,ba Ve, ba for motor excitation
with . . .
Y Cobe = YCl,bc YC’1,ba Yc%ba for roving excitation

The measurements in Eq. (7.8) are essentially the same as presented in Sec. 7.4 but
include an operational response measurement Veyba of a realistic steering manoeuvre.
For continuity, the fastTPA considers the same operational velocity vector Ve ba
used in the benchmark study (i.e. the operational test is not repeated since the
remote sensors (b) of the in-situ TPA have not been repositioned), however, any
manual steering input may be recorded at (b) to determine the corresponding blocked
loads f Ac- The matrices Y 4., Vclﬁa and Y, ,, have been obtained during the
source calibration, whilst V. , and Y. , are the reproduced operational and
roving excitations for the system identification, respectively. Assuming each mount
behaves as a rigid point-like contact (i.e. characterised by 6 DoFs: 3 translations
and 3 rotations), full controllability and observability require n, > n, > n. = 12. As
such, it is proposed that the 12 largest singular values are considered in Vcﬂm and

Y, po to perform a truncated inversion.

Shown in Fig. 7.18 are the blocked loads obtained as per Eq. (7.8) (fastTPA using a
controlled motor), compared against conventional in-situ measurements as given in
Sec. 7.3. The vector f 4,c considers 12 coupling DoFs; here, only the y and z-blocked
force alongside the  and 7-moment at the interface (¢1) are presented. Although
not particularly useful when displayed on their own, a number of observations can be
made. It can be seen that the blocked loads determined via fastTPA (—) in Eq. (7.8)
are in reasonable agreement with those acquired in the in-situ TPA benchmark study
(=). For example, the inset in Fig. 7.18b shows similar z-blocked forces for the 150.
and 200. motor harmonics, characteristic for the slotted motor design with 50 ‘teeth’
on the rotor and stator. This in-itself shows that the fastTPA approach is capable
of providing suitable blocked loads and, furthermore, suggests that structural FRFs
identification with the controlled motor was sufficient for the inverse procedure.
However, some large deviations can be observed in Fig.7.18d, where the fastTPA
~v-blocked moment under-estimates the benchmark result. It should be noted that
the interface excitation of the v-DoF is significantly lower than the S-moment in

Fig. 7.18c, indicating that (ci,) is less excited by the active source and not necessarily
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required for a representative source description. At this point, however, we are
unable to state which approach in Fig. 7.18 provides the most representative blocked

loads (without some form of validation).
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Figure 7.18: Blocked loads at the interface (c1) for the operated REPS system. Nar-
rowband representation of forces (top) and moments (bottom): results of the benchmark
in-situ TPA study (Sec.7.3) (==); fastTPA using a controlled motor excitation (—).

That said, Eq. (4.44) outlines the fastTPA forward prediction to determine the par-
tial contribution of each blocked load (c¢;) on the total response, e.g. the target
sound pressure in the vehicle cabin (d;). Predicting the vibro-acoustic transfer ma-
trix, HC% J4e> Tequires no additional effort over and above what would be required as
part of Eq.(7.8), provided that responses at (b) and (d) are measured simultane-
ously during the reproduced controlled excitation. The calculation of the forward
FREFs is outlined Sec.7.4. In the context of fastTPA, the individual contributions
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are given by,

Pcy.de. = Hey e, f A, for partial response of interface DoF (¢;) (7.9)

HCQ,dCl‘ < HCQ,dC and anci € fA1C
. ’, ,_+ . .
with { H Code = Vv Cada VCl,ba YC1 be for motor excitation

H Y

+

Yoo Yo, e for roving excitation

Code = L Cs.da

where pe, 4. is the partial sound pressure contribution of (¢;). For the forward FRFs
(determined as per Sec. 7.4), a TSVD regularisation is performed where the 12 largest

. . . . . s+ + .
singular values are retained in the inversion of V¢, ,, and Y, 4,, respectively.

The bar graph in Fig. 7.19a illustrates the in-situ TPA contribution analysis for the
vehicle assembly presented in Sec.7.3.2. These results, considered as benchmark,
are compared in Fig. 7.19b against the fast TPA forward prediction as per Eq. (7.9).
Shown are the deviations to the benchmark results (—); the predicted sum in the top
row, and the partial contributions listed below in descending order. It is important
to reiterate that the reliability of fastTPA is determined by its ability to predict
the partial responses and, in this respect, identify dominant contributions. That
said, a near-exact agreement is achieved for the fast TPA contribution analysis using
roving excitations (—), with deviation in the dominant partial responses of less
than 3dB. Larger deviations can be observed for the controlled motor excitation
(—), likely due to errors in the reproduced operational excitation. Note that the
disagreement tends to increase towards less contributing paths (cp, = c2,). These
errors are somewhat expected, given that the bottleneck effect at the interface limits
the reproduced controlled excitation to 8-DoFs, and so greater errors are observed
for the less contributing paths. In other words, this experimental uncertainty causes
errors in the forward FRFs and blocked loads (e.g. lower blocked moment of (¢,)
observed in Fig.7.18), which are carried forward and propagated onto the target
response (dz). Therefore, the a and ~-predictions in Fig. 7.19b deviate above and
below the benchmark responses by a few dB. Although, it is worth noting that the
deviations are less of a concern, as the more significant paths (i.e. (c2,), (¢12), .- -,
(c2p)) will dominate any eventual auralisation. In industrial TPA applications, it
is even common practice to ignore weak contributions entirely if they are 10dB (or
more) below the significant partial path contributions. In the presented example,
this would relate to the partial path (c,) and (c,) containing the largest errors.

Given its simplicity, fast TPA quickly identifies the dominant contribution paths and
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provides a reasonable characterisation of the blocked loads and partial responses.

Target | Measured 57.0 dB ‘ ‘ ‘ ‘ in-situ TPA:

Sum | Predicted 57145 [l I Il | — Benchmark ||
Partial | (c22) 59.6 dB | | | Il | fastTPA: |
Partial | (c12) 59.1dB | B | ] s RoOViDgG |
Partial | (c1) 58.4dB R} I 11 Motor
Partial | (c2y) 5s.4d5_ 1 1 |

% Partial | (c1y) 55.0 dB | | U | N
A Partial | (c2z) 53.2 dB | | I N
Partial | (czp) 53.2 dB 1]
Partial | (c1¢) 5.0 dB 1 [ I 1 |
Partial | (c2q) 17.8 dB 1 [ | 1 |
Partial | (c1) 47.5 dB | | | | I i
Partial | (c1-) 47.5 dB | | 1 |
Partial | (c24) 45.3 dB | | | | l | I | |
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SPL (dB ref. 2 x 107° Pa) Deviation (dB ref. 2 x 1075 Pa)

(a) iTPA: vibro-acoustic contribution ranking  (b) iTPA and fastTPA comparison

Figure 7.19: Predicted SPL and partial contributions obtained in the benchmark study
(in-situ TPA), and deviations for different fastTPA variants: In-situ TPA (—); and

fast TPA using a roving shaker approach (—) or operational motor excitation (—).

Note that the predicted sum (top row in Fig.7.19b) in fastTPA does not provide
an on-board validation in a classic sense. Instead, a transferability validation (see
Eq. (4.47)) is shown in Fig. 7.20 to assess errors associated with the predicted struc-
tural and/or vibro-acoustic transfer FRFs. Blocked loads from assembly (C;) are
transferred into (Cy) and propagated onto the target DoFs (ds) using the predicted
FRFs, He, ,., in Eq. (7.9). The same operational measurement is repeated in the
vehicle assembly (C,), allowing for a comparison to be made. Differences between
the measured and predicted responses in Fig. 7.20 indicate frequency regions where
the fastTPA predictions are more susceptible to errors. A reasonable agreement
is obtained between the two predictions (roving shaker and motor excitation) and
the directly measured response. Particularly at low frequencies below 600 Hz, the
result obtained with the controlled motor (—) tends to under-predict the measured
response (=), whilst the roving shaker approach (=) shows an excellent agreement.
Interestingly, a similar trend can be seen in Fig.7.19b, where the roving shaker

approach generally provides better agreement.

Although not an in-depth analysis, the above demonstrates the potential of the
transferability validation to identify errors in the FRFs and improve their quality
for fastTPA. Note that this validation approach forms the basis of the fastVAP

procedure discussed in Sec. 7.6.
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Figure 7.20: Transferability validation to indicate errors in fast TPA. Narrowband repre-
sentation: measured reference (==); and predicted sound pressure response using a roving

shaker approach (—) or operational motor excitation (—) for system identification.

7.5.2 FastTPA — Interface Blocked Force Relation

For the blocked load characterisation, one may only have access to (¢), while mea-
surements at (b) are impractical®. In such a case, Eq. (4.40) may be rewritten for
a set of interface driving-point FRFs, thus providing an ‘interface fastTPA relation’

with the use of minimal additional hardware,

— N ‘
fae=Ye,eVeyea for n. =12 interface DoFs (7.10)
+ + ’ s+ . .
' Yoo = Yoroe Vey i Yosea for motor excitation
with . . .
Yeooee = Yeoroe Yoy a Y Coea for roving excitation.

In this example, the operational blocked force vector E‘LC is characterised using in-
terface driving-point FRFs (not over-determined). The calibrated source is installed
in the target assembly (Csy), whilst responses for the blocked force characterisation
are measured at the accelerometers (cp, ) embedded in the adapters. As such, ve-
hicle instrumentation only requires additional target microphones (dz) placed in the
cabin. In Eq. (7.10), the inverse mobility matrix Y¢, . is calculated using a TSVD
regularisation, using the first 12 singular values of V;Q,Ca and Y;Ma, respectively.
Once the blocked loads have been obtained, Eq.(7.9) can be used to predict the
partial contributions at the target DoFs (d2).

6 The blocked force determination relies on a consistent phase relationship between the interface
and the remote DoFs used in the inverse calculation. In practice, if the nearest accessible remote
region (b) is too far away from the interface, the implementation of a robust in-situ blocked force
characterisation may prove difficult [21].
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Fig. 7.21 shows the same contribution analysis presented in the previous section, how-
ever, Fig. 7.21b compares the benchmark results to the total and partial responses
obtained from the interface fastTPA relation. It can be seen that the partial contri-
butions are predicted with reasonable accuracy, deviating no more than 4 dB. Again,
the deviations shown for the controlled motor excitation (—) are slightly higher
than for the highly repeatable roving excitations (—). It is stressed that despite
all diligence during the benchmark study, the systematic under-prediction of (¢;5)
and the contributions of (¢4, coy) suggest that the benchmark reference may also
contain some experimental errors. Fig.7.21b demonstrates that the dominant con-
tributions can be identified using the interface relation, however, over-determination

in Sec.7.5.1 can be seen to improve the partial predictions (compare Fig.7.19b).

T T T
in-situ TPA:
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Sum | Predicted 57.1 dB i : I “ m Benchmark :
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(a) iTPA: vibro-acoustic contribution ranking  (b) iTPA and fastTPA comparison

Figure 7.21: Predicted SPL and partial contributions obtained in the benchmark study
(in-situ TPA), and deviations for interface fastTPA relation: In-situ TPA (=); and

fast TPA using a roving shaker approach (—) or operational motor excitation (—).

Although fastTPA contributions (=) for (c2.) and (c2) show similar deviations of
1dB and 0.7 dB, respectively, the prediction error increases toward lower contribu-
tions. For a clearer indication of this error, Fig.7.22 shows the partial response of
the fast TPA (controlled roving excitations (—)) compared to the in-situ TPA bench-
mark (=) results. Fig.7.22a shows an excellent agreement for the contribution of
(c2.), suggesting that the fastTPA approach correctly identifies the dominant con-
tribution. In contrast, differences become more apparent for the less contributing
path (coy), shown in Fig.7.22. The bottleneck effect clearly introduces errors in
the blocked force characterisation and the forward FRFs, resulting in an unrealistic

partial response prediction.
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Figure 7.22: Partial sound pressure contribution obtained from in-situ TPA (i.e. con-
ventional FRF measurements (=)) and application of the interface fastTPA relation (—)

using controlled roving excitations.

Note that the fastTPA remote relation in Fig.7.19 and contact interface relations
presented in Fig. 7.21 provide, with some accuracy, a similar result and indicate
dominant contributions. Which sensor configuration (interface or remote fastTPA
relation) is chosen in practice depends on the complexity of the target assembly and

perhaps personal preference.

7.5.3 FastTPA — Extension to the Flexible Modal Regime

In previous examples, the steering system was correctly characterised in a frequency
range up to 4kHz, indicated by the ICC/consistency in Sec.7.2.3. Pushing the
frequency limit of fast TPA up to 6 kHz would allow for more realistic diagnostic tests.
This is particularly useful for applications with fast-spinning electric motors, which
require a multi-kHz range to analyse harmonic orders. In the presented case, the
incomplete interface description (see Fig.7.3a) becomes a limiting factor at higher
frequencies unless we account for local flexibility not captured by the 6-DoFs contact
points. In this section, flexible interface coupling is introduced to the fastTPA
remote relation (Sec.7.5.1) to compensate for local flexibilities in the interface area,
whilst errors associated with the finite difference approximation are reduced. An
important consideration is that of which interface DoFs should be accounted for (i.e.
mathematically blocked), particularly without modifying the existing measurement

setup tailored for spaced excitations.
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In its current form, the fastTPA remote relation presented in Egs. (7.8) and (7.9)
accounts for rigid coupling. Flexible DoFs may be introduced by changing the right-
sided force transformation, Yo e B]?, outlined in Sec.6.2. That said, the trans-
formation is applied to the FRFs of the bench assembly (C;), reducing the eight
excitations at each adapter, indicated by red arrows in Fig. 7.23b, to 7-DoFs (6 rigid
modes as before plus one additional flexible extension mode) in (¢1,c¢2). The in-
terface description may be augmented in a post-processing step by replacing the
finite difference approximation with the more versatile virtual point transformation
(see Sec.2.3.3). In Fig. 7.23b, the excitations in z-direction on opposite sides of the
defined virtual point (i.e. 1,,5, and 3., 7,; excitation 3, is shown in Fig. 6.2b) allow
accounting for flexible coupling along the z-coordinate, namely x-extension (also:
x-strain). Mathematically, a force IDM matrix Ry can be constructed to project
the applied excitations on a set of rigid and flexible DoFs in the virtual point; the

reader is referred to [81] for a more detailed discussion on how to obtain Ry.

To evaluate completeness of the updated interface description, the excitation con-
sistency may be used as an indicator for potential flexible loading by the excitations
(1.,...,8,) applied in the proximity of the interface. As shown in Fig.7.23a, the con-
sistency for each 7-DoFs virtual point is high throughout the measurement range,
with the added y-DoF compensating local flexibilities above 4 kHz (see Fig. 7.4b and
mode shape in Appendix A.1). Note that the ICC is the preferred method to identify
completeness, however, Eq. (2.38) would require an alternative sensor configuration

at (c¢1,c2) to account for the y-extension DoF in the driving-point FRFs, Ye e,
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Figure 7.23: Excitation consistency for the virtual point transformation of 8 excitations
(red arrows) to a 7-DoFs interface description (6 rigid DoFs + flexible x-extension DoF')

at each coupling point: (¢;) motor-side (=); and (c2) pinion-side (—).
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To extend the fastTPA remote formulation (Sec.7.5.1) by the y-extension, the
6-DoFs finite difference approximation may be replaced by the virtual point trans-
formation matrix B feRwXM (see Eq. (2.22)). Subsequently, the blocked load vector
(f4..€ C*1%) obtained from Eq. (7.8) contains two 2 additional DoFs, i.e. transla-
tional forces, moments and flexible loads at the interface (c¢;,¢y). Similarly, post-
multiplication of Y¢, 3 by B ;in Eq. (7.9), yields the forward FRFs to determine
the partial sound pressure response of the flexible DoFs. Note that a TSVD regu-
larisation is used to calculate the inverse of \’/'CQ’ba or Y¢,,, and \'/'Chba or Ye, pa
in Egs. (7.8) and (7.9), respectively, where the first 14 singular values are retained
(accounting for 14 coordinate-DoFs). The updated transformation matrix calibrates
the REPS system as a 14-DoFs blocked load exciter for system identification of rigid
and flexible coupling. Note that the same transformation is employed in the vehi-
cle benchmark study to consider flexible coupling in the in-situ TPA results. It is
also noted that the same bench and vehicle measurement raw data is used as in the
previous examples but that different geometric transformations are applied to that

data in order to extend into the flexible mode regime.

The bar graph in Fig. 7.24a shows the contribution ranking of the benchmark in-situ
TPA for the updated 7-DoFs interface description. Including (ciy,coy) alters the
vibrational energy transmitted in the remaining paths; consequently, the blocked
loads and their partial contributions in the 7-DoFs and 6-DoFs (compare Fig. 7.21a)
studies differ from one another. Although the flexible DoFs compensate for the
finite difference error and thus extend the working frequency range of the in-situ
TPA, improvements of the total prediction are not expected for the tested REPS
system. The operational response of the relatively slow actuated steering gear spans
an effective frequency range up to 2.5kHz, whilst the flexible extension targets fre-
quencies above 4kHz. As before, the total prediction error (Sum |Predicted) for
the updated in-situ TPA is less than 1dB compared to the true measured response
(Target | Measured).

Apart from the updated in-situ TPA, Fig. 7.24b shows the fastTPA partial contri-
butions. The fastTPA results are in good agreement with the altered benchmark
analysis. Although the flexible extension accounts for the finite difference error,
fast TPA predictions for 7-DoFs at each interface are expected to be somewhat less
accurate than its 6-DoFs counterpart (compare Fig.7.19b). Improvements due to
flexible coupling are not evident here due to the low-frequency nature of the source.

Instead, two additional columns are added to Y¢, j. € C?**14, effectively reducing
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the degree of over-determination. Second, full controllability requires sufficient ex-
citation of 14 interface DoFs (instead of 12 DoFs) to guarantee accurate system
identification of all paths in other assemblies. In this example, the controlled REPS
system is effectively calibrated as an 8-DoFs exciter (demonstrated in the SVD anal-
ysis in Figures 6.5 and 6.7), whilst the less significant contributions (including (c2y)

and (c1,)) include errors.

Target | Measured 57.0 dB | ‘ ‘ ‘ ‘ in-situ TPA: I
Sum | Predicted 56.8 dB 1 I Il | = Benchmark ||
Partial | (c12) 61.5dB_ B I I | fastTPa: I
Partial | (c1) 61.5dB | | | s ROVing I
Partial | (c22) 59.2 dB_ | I Motor |
Partial | (cay) 59.0 dB_ T | | |
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5 Partial | (c20) 54.0 dB B i1 i
[ Partial | (c2p) 53.5 dB 11 1 I i
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Partial | (c14) 48.8 dB | B | 11 |
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(a) iTPA: vibro-acoustic contribution ranking  (b) iTPA and fastTPA comparison

Figure 7.24: In-situ TPA (benchmark) contribution analysis (=) for the updated 7-DoFs
interface connectivity and deviations for fastTPA (remote relation) using a roving shaker

approach (—) or operational motor excitation (—).

The flexible extension forms the basis for more complex interface problems, e.g.
larger contact surfaces, where simplified point-like contacts are no longer acceptable.
In this case, the trivial interface description by 6-DoFs can be augmented to include
flexible coupling. In fastTPA, these interface DoFs are defined during the bench
calibration procedure (i.e. remote from the vehicle). Interestingly, including the
x-interface DoFs in the calibration stage turns the controlled REPS system into a
MIMO exciter for rigid and flexible applied loads. The extended fast TPA may prove
useful in practical applications where a fast-spinning motor is controlled as a blocked

force exciter for high-frequency analysis.



Chapter 7. Vehicle Identification and Steering Noise Prediction 202

7.6 Case Study 1I: Fast VAP for Pro-Active Devel-
opment

The fast TPA concept, based on an inverse blocked force characterisation in the vehi-
cle, considers the transmission of vibrations to the connected passive sub-component
for troubleshooting NVH problems in existing designs. Alternatively, the vehicle
responses may be predicted without operating the steering system in the actual ve-
hicle by means of virtual acoustic prototyping, outlined in Sec.4.3.2 [92]. In this
second case study, we consider the predicted vehicle FRFs in Sec. 7.4 to propagate
operational blocked loads from bench measurements through the vehicle model to

construct a fully compatible and therefore more robust fastVAP.

The calibration to turn the steering system into a controlled vibration exciter is
typically performed on a test bench. In an additional step, operational blocked
loads f A, of the device can simply be obtained from response measurements v, ,,
in (Cy), as indicated in Eq.(7.11) (Y¢,pe is measured during calibration). For
example, the steering cycles are conducted on the bench, mimicking those of the
vehicle. Next, the calibrated REPS system is installed in the target assembly (Cs)
whilst the unknown FRFs H, ,. are determined as outlined in Sec. 7.4. Eq. (7.12) is
then used as a predictive tool, providing a response prediction in a virtual assembly.
In other words, the vehicle FRFs in Sec. 7.4 are used to construct a fastVAP,

pr = Y;hbc Vey b for n. interface & ny, remote DoFs (7.11)
Peydo = Hepaefae for ng target DoFs (7.12)
» .+ .

with He, s = Poyga Vorsa Yo, pe  predicted for fastVAP
He, 4 or HY measured for conventinal VAP

where the only difference to a conventional VAP (see Eq. (7.12)) lies in the charac-
terisation of the assembly matrix He, 4. for the forward prediction. Apart from the
operational runs, which are highly product and problem-specific, all measurements
to construct the fastVAP are already part of the calibration procedure outlined in

Chapter 6.

Combining blocked loads with FRFs from different assemblies to construct a conven-
tional VAP is, in a practical sense, feasible when both measurements are carefully

planned beforehand. Often, the source-receiver interface is defined on the test bench,
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however, the same coupling DoFs may be inaccessible in the target assembly, and
the required measurements of H, , cannot be undertaken. Instead, if the forward
FRFs (vehicle) are determined using a calibrated blocked force exciter, interface
compatibility between assemblies is enforced through the method itself. The cou-
pling DoFs used to characterise the operational blocked loads in (C;) are the same
defining the input DoFs of the controlled blocked force excitation in (Cs). Therefore,
coordinates at the vehicle interface match the blocked load DoFs of the bench setup

and yield a quicker and more robust fastVAP prediction.

This experimental case study compares the different VAP predictions, categorised
as either conventional VAPs (1.-2.) or fastVAPs (3.-4.). In either case, the same
operational blocked load vector f4,. € C2*! is used to predict the sound pressure
response at the driver’s left ear. In the forward prediction step, as given in Eq. (7.12),

different measured and predicted vibro-acoustic FRFs are considered:

1. Direct measurement, H, ,.: Shaker excitations applied at the interface DoFs.

2. Reciprocal measurement, H, All forward FRFs share a volume-velocity

excitation at (dz).
3. Rowing shaker approach: Predicted FRFs using external excitations (Sec. 7.4.1).
4. Controlled motor: Predicted FRFs using operational excitation (Sec.7.4.2).

To provide a validation reference, the steering system is operated in the vehicle

to record the actual sound pressure response pg, 4,

For benchmarking, the conventional VAP (1.) with directly measured forward FRFs
is perhaps the most common approach, and used for comparison against (2.-4.).
The bar graph in Fig. 7.25a shows the predicted partial sound pressure levels in the
vehicle cabin with a total prediction error of 1.8dB. Note that the operational ref-
erence measurement (Target | Measured) and the VAP prediction (Sum | Predicted)
are evaluated from two different operational runs, i.e. the steering manoeuvre to
characterise f 4. on the bench is repeated in the vehicle (*) for validation. Hence,
this over-prediction of the target SPL is due, in part, to differences in the source’s
operational state. The transfer of blocked loads between assemblies makes VAP pre-
dictions more susceptible to experimental error than their TPA counterpart (TPA:
f,. is obtained from the same assembly in which a prediction is made). Like in
TPA (compare Fig.7.9a), the same four dominant and least contributing paths can
be identified in the VAP contribution ranking, however, their order has slightly
changed.
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Shown in Fig.7.25b are the deviations of the VAP variants (2.-4.) compared to
the benchmark (1.—) in Fig.7.25a. Let us first focus on the differences between
conventional VAPs. The result of the forward prediction changes in the case that
(He, 4 = HE, ) is measured reciprocally (2.—). With either set of forward FRFs
(direct or reciprocal), deviations in the total prediction (top row) or the partial
contributions (listed below) lie within 2dB. The grey area (m) indicates the ex-
perimental uncertainty associated with forward FRFs in a conventional VAP. In
a practical situation, where measurements are obtained without adapters at the
source-receiver interface, less reliable predictions may be expected. In this case, the
transferred blocked loads may be inconsistent with the coupling DoFs defined in the

target assembly.

Target | Measured 57.0 dB | ‘ ‘ ‘ ‘ VAP: I
Sum | Predicted 58.8 dB__ |l 1 Spread ||
Partial | (c13) 58.2 dB | nil s Direct I
Partial | (c1.) 56.9dB__ |l B ITNl | —— Reciprocal ||
Partial | (ca.) 56.4d8__ B I 1T 11| rastvap: i
Partial | (cay) 54.5 dB } | I . ROVing I
% Partial | (c24) 52.9 dB | B I Motor i
A Partial | (c1y) 52.1 dB | B I |
Partial | (c12) 50.4 dB | B (|| i
Partial | (cap) 50.2 dB 1L 11 i
Partial | (¢14) 47.3 dB | B n 1 I |
Partial | (c2a) 46.4 dB | B i1 | |
Partial | (c24) 41.3 dB | B Il 11
Partial | (c14) 40.7 dB 1 1 1 ! | | | | !
0 20 40 60 -8 -6 -4 -2 0 2 4 6 8
SPL (dB ref. 2 x 107° Pa) Deviation (dB ref. 2 x 107°Pa)

(a) VAP: vibro-acoustic contribution ranking.  (b) VAP and fastVAP comparison.

Figure 7.25: Predicted SPL and partial contributions for a conventional VAP (1.) and
deviations between different variants: Variation between conventional VAP (m) using di-
rect (=) and reciprocal (—) forward FRFs measurements; and fastVAP using the roving

shaker approach (—) or operational motor excitation (—) to predict the forward FRFs.

A similar level of agreement is obtained for the proposed fastVAP (3.—), highlight-
ing the potential use of the calibrated source concept within acoustic prototyping.
However, the partial sound pressure of the least contributing paths (caq4, ¢2, and c1,)
can be seen to over-predict the reference responses by approximately 4 dB. This is ex-
pected, given that the corresponding rotational vehicle FRFs are also over-predicted
(compare Fig.7.12b). Nevertheless, these over-predicted partial contributions are
not causing an apparent error in the overall sum of 58.4dB (i.e. the sum for the
roving shaker fast VAP prediction lies within the spread of the conventional VAPs)
due to their negligible contribution, which is 7dB lower than the dominant paths
(e.g. ¢15="57.2dB; cao =50.1dB). If vehicle FRFs are predicted using the controlled
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motor (4.—), deviations in Fig. 7.25b tend to increase. That said, the partial contri-
butions of the a and ~-coordinate DoFs are over-predicted, whilst the more signif-
icant paths can be seen to under-predicted the actual sound pressure responses by
approximately 2dB. The prediction errors are directly related to the vibro-acoustic
FRFs in Sec.7.4.2 and uncertainties in the reproduced operational excitation. In
spite of the errors encountered, Fig. 7.25b illustrates the application of fastVAP to a
multi-contact assembly and, furthermore, show that dominant contributions can be
identified to provide an engineer with the information necessary to make informed

design changes.

By listening to an auralisation of the virtual sound pressure (using an inverse FFT
of sequential frequency spectra to time signals), both fastVAP predictions provide a
realistic representation of the REPS system virtually operated in the vehicle, with
some noticeable differences at low frequencies [126]. This is shown in the time-
averaged spectrum of the predicted total sound pressure in Fig. 7.26 compared with
the directly measured signal (=). The mid to high frequency characteristics is
predicted with reasonable accuracy, as shown in the inset in Fig.7.26, the sound
pressure response below 700 Hz less so. This is likely due to errors in the forward
FRFs, particularly the dominant contribution paths. The validation also requires a
second, repeated operational measurement in the target assembly, introducing some
errors (imperfect repeated operational measurement, static pre-load, etc.) in the
measured reference signal. It is worth noting that the deviations at frequencies
above 3kHz are less of a concern, as the low frequency response dominates the
auralisation. Fig.7.26 may also be considered a transferability validation outlined

in Eq. (4.47) to assess the quality of the predicted vehicle FRFs.
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Figure 7.26: Transferability validation of the predicted sound pressure response v¢, 44 in
the vehicle cabin. Narrowband representation: reference measurement (==); and fastVAP
predictions (3.—) and (4.—). (Inset covers freq. range from 1-1.5kHz).
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As demonstrated in this case study, incorporating the controlled exciter concept
within the VAP approach allows for quick and robust diagnostic predictions in a vir-
tual vehicle, including translational and rotational contribution paths. The fastVAP
approach avoids practical challenges often encountered in conventional prototyp-
ing methods, e.g. inconsistent interface DoFs, restricted access, or time-consuming
measurements. The same calibrated exciter (REPS system) can be connected to
different receivers to determine new forward FRFs. This allows quickly updating
the predicted responses for modifications of the receiver. FastVAP enables bench-
based development strategies such as product optimisation through iterative testing
remote from the vehicle and design evaluation through virtual acoustic prototyping.
Hence, fastVAP can convert any multi-DoF, multi-contact blocked load vector mea-
sured on a bench into a (single value) virtual response Ve, das for example, to define

production limit values or virtual acoustic release.

7.7 Case Study III: System Identification under
Realistic Mounting Conditions

All previous examples considered either cross-like elements or cocoon-adapters be-
tween the source and receiver sub-components to facilitate easy access to the coupling
interfaces. These structures were permanently installed and part of the receiver in
both the calibration and identification stage. This is considered an ideal case, where
the coupling conditions in the target assembly are similar to those during calibration.
Such modifications downstream of the interface may be applied without affecting the
blocked loads, however, changes in the local dynamic behaviour at the interface may
affect the transfer of blocked loads between assemblies. For example, installation
without these adapters may introduce a stiffening effect at the source-receiver con-
tact. This raises the question to what extent are the previous predictions and the

validation measurements influenced by the installed adapters.

For a more realistic application (industrial test case), the calibrated REPS system is
installed in the vehicle (Cj3) in its intended position without adapters and, therefore,
under representative mounting conditions. The vehicle FRFs Y, 4. are then pre-
dicted using the calibrated source by repeating the operational excitation with the
controlled stepper motor (see Section7.4.2). Without the adapters, the interfaces
are inaccessible for excitation to validate the FRFs. Instead, reference FRFs may

be determined reciprocally, however, minor deviations from the correct excitation
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vector may have a significant effect on the measured FRFs. Hence, this example
considers the target vibration response on the vehicle’s windscreen inside the cabin
to reduce off-positioning and misalignment to a minimum. The validation FRFs are
measured reciprocally from the windscreen (d3) with the shaker positioned on the
opposite side of the windscreen, as indicated in Fig. 7.27b. The resulting responses
at the coupling interfaces (c1,c2), on the other hand, are measured on each side by
13 response channels (see Fig.7.27a) and projected into the centre of each mount
using the virtual point transformation” due to restricted access and the complex

geometry.

source (A) assembly (Cs)
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221
(a) Virtual point sensor configuration (b) Reciprocal vehicle measurement
Figure 7.27: Interface sensor array indicating the response index (see Fig. 7.28a) at each

virtual point (yellow) and remote shaker excitation on the windscreen (ds) for reciprocal

measurement of the virtual point FRFs Y¢, 4.

7.7.1 Virtual Point Transformation at the REPS Mounts

Once installed in the vehicle, access to the coupling interfaces between the REPS
mounts and the subframe is particularly challenging (see close-up inset in Fig. 7.27b).
This section considers the implementation of the virtual point transformation to
include translational and rotational DoFs at the partially accessible interfaces. It is
important to reiterate that this transformation is not part of the proposed system
identification, however, it is used as a means to an end that allows validation FRFs

to be measured in-situ.

7 Application of the finite difference approximation seems impractical, as it requires spaced sensor
pairs around the centre point. This is clearly not achievable or would require temporary fixtures
at the curved surfaces for the sensor placement, which are likely to introduce locally flexible
behaviour.



Chapter 7. Vehicle Identification and Steering Noise Prediction 208

For the transformation, 3 tri-axial and 4 single-DoF accelerometers are grouped in
the rigid area around each REPS mount, as shown in Fig.7.27a. Each coupling
interface is considered a separate virtual point, indicated by a yellow sphere. After
instrumentation, the interface geometry has been captured with a laser scanner and
reconstructed in a CAD model (also used for the subframe models). This allows
determining the position and orientation of the sensors and the virtual points to
construct the sensor IDM matrix R,. The virtual point DoFs are defined in the

centre of each REPS mount, compatible with the previous finite difference setup.

Let us review some of the virtual point theory presented in Sec. 2.3.3. The reciprocal
measured FRFs (Y ¢, .4€C?%*!) require a one-sided transformation, i.e. ?03,0616@12*1
for remote excitation on the windscreen (d3) to virtual responses measured at (cy, ¢s).
More specifically, the 13 response channels at each interface are projected onto the 6
rigid IDMs (x, y and z translations, alongside their corresponding rotations) through

pre-multiplication by the transformation matrix B,,
Yoo =By Yo, with B, -[R'R,] R[. (7.13)

Together, the 13 response DoFs allow for a more than 2-fold over-determination of
the 6-DoFs in the virtual point. It is good practice to include three tri-axial sensors
(9 response channels) per virtual point, however, some sensors cannot be positioned
as accurately as others. By evaluating the sensor consistency, incorrect channels
can be spotted and corrected, as they appear as outliers in the sensor-specific con-
sistency. This is shown in Fig.7.28a for the 13 indicator DoFs at the motor-side
(¢c1 —m), and pinion-side (¢ — W) virtual point, respectively, whilst the response in-
dices are specified in Fig.7.27a. That said, the tri-axial sensors placed under the
virtual point show a significantly lower consistency in the z-directions (response in-
dex: 9 for (¢;); and 22 for (¢2)) compared to the x and y-directions (i.e. response
index: 7, 8 for (¢;1); and 20, 21 for (cz)). Here, the mounting positions on the
bolts are fairly rigid, however, the problematic z-direction points straight into the
virtual point. Physically, the z-responses (index: 9 and 22) only contribute to the
z-translations in the virtual points without a contribution along the rotational axes.
These measurement positions are susceptible to inconsistency, for example, due to
slight variations between the measured (CAD model) and actual sensor positions. A
few other outliers can be observed, most notably the single-axis accelerometers (re-
sponse index: 10-13 and 23, 26). It is challenging to capture the correct orientation

(i.e. surface normal) of the small teardrop sensors on the complex geometry.
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Figure 7.28: Evaluation of the frequency-averaged sensor specific consistency for the 13
channels at each coupling point: (c¢;) motor-side (m); (¢2) pinion-side (m), and improved

overall consistency for the 9 best response DoFs selected at each virtual point.

Fig. 7.28b shows the corresponding overall sensor consistency for the 9 best responses
selected at each virtual point for the transformation. The virtual point transforma-
tion is based on the assumption of a rigid body behaviour in the interface area,
where the response sensors are mounted. Even at higher frequencies, the effect of
local flexibility is considered negligible compared to the consistency of the previous
adapter setup (compare Fig.7.4a; consistency drops: 1.5-3kHz and above 4 kHz).
The virtual point transformation for the selected channels is dynamically plausible;
thus, reliable validation FRFs can be obtained in the entire bandwidth up to 6 kHz.

7.7.2 Repeated Vehicle Identification

In this section, vehicle FRFs obtained with the controlled exciter are compared
against the previously outlined virtual point measurements, without a specific ap-
plication (e.g. fastTPA or fastVAP) in mind. After the one-sided transformation
to a ﬁ?gg 2 € C12 virtual point matrix, the reciprocal agreement (?33 e = Yoo )
to the predicted exciter FRFs is shown in Fig.7.29. Here, the reciprocally mea-
sured virtual point results (=) are considered the reference, describing the actual
input-output behaviour between the DoFs. The predicted results (—) are obtained
through the repeated operational excitation from the controlled REPS system in
the modified assembly and a response measurement at the target DoF (d3) on the

windscreen.
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Looking at the FRFs individually, a quite reasonable agreement is achieved consider-
ing the differences commonly encountered in reciprocal measurements. The largest
errors are observed for the 7-rotation DoF (see Fig.7.29d), where the predicted
structural FRF can be seen to over-predict the measured virtual point reference
over a wide frequency range (300 Hz-3kHz). This is to be expected, considering
errors previously encountered for less contributing paths (compare Sec.7.4.2). In-
spite of the errors encountered in the y-DoF, the good level of agreement shown in
Figs. 7.29a-7.29¢ indicates that the system identification can be performed in the

vehicle assembly without the adapters.
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Figure 7.29: Reciprocal transfer FRFs Y, 4. between the coupling interface at the sub-
frame and the vibration response at the vehicle’s windscreen. Narrowband representation
for translational force excitation (top) and moment excitation (bottom): reciprocal shaker

measurement (==); and prediction (—) using the controlled motor.
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Errors in the predicted FRFs due to changes in the source-receiver coupling condi-
tions (e.g. stiffening effects or different local interface dynamics) are not noticeable.
That said, the adapters can be included as part of the receiver structure without sig-
nificant influence on the controlled exciter or validation measurements. Clearly, the
modification of the receiver structure at the interface will influence the true transfer
function of the vehicle; the blocked force defined at the interface, however, remains
unchanged. This is perhaps the main advantage of the controlled exciter concept;
the interface needs no explicit (manual) excitation or measurement, yet pertains
correct excitation properties for system identification. Hence the calibrated source
can be connected to other receivers to obtain meaningful FRFs. The results further
suggest that the exciter DoFs (without adapter) at (cj,cy) are collocated to the
interface DoFs of the independent virtual point measurements. In other words, the
finite difference approximation (bench calibration) and the virtual point transforma-
tion (independent vehicle validation) define the point-like coupling interface in the
centre of the REPS mounts. After all, the adapters facilitate interface access during
the calibration procedure to predefine the interface DoFs of the controlled blocked
force exciter without introducing noticeable error when removed in the subsequent

system identification step.

For implementing the virtual point transformation, the main challenge to overcome
is the precise measurement of the correct sensor positions and orientation. Key in
the experimental setting is to carefully define the measurement locations before-
hand, whilst indicators such as consistency may help to assess the quality of the
transformation matrix. Instead, the same multi-DoF and multi-contact FRFs can
be obtained from a repeated operational excitation with the controlled REPS system
and simple response measurements at the target DoFs. The foremost reason for us-
ing the exciter concept is that the correct interface DoFs are already defined (bench
calibration), and conventional FRF measurements in the vehicle are avoided. This
reduces testing time to a fraction of what would be required for the virtual point
measurement. The ability to repeat the system identification step once the source
is calibrated enables new applications, which otherwise have been considered too

time-consuming.

For instance, a major concern in the automotive industry, which, to some extent, is
often ignored and not explicitly addressed in this thesis, is the uncertainty of produc-
tion spread. This is the variation of acoustic properties between different assemblies

due to production tolerances. Although conventional methods (e.g. virtual point
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FRF measurements) can indicate, with some accuracy, structural differences between
complex assemblies, they currently lack practicability as they are not scalable. In-
stead, the controlled exciter concept (e.g. roving shaker or motor excitation) may
be applied to quickly identify NVH uncertainty associated with production spread.
A calibrated source repeatedly operated in different assemblies or over the prod-
uct’s lifespan can help evaluate and control production tolerances. With the vehicle
assembly in mind, prototypes during the pre-production development can be com-
pared and selected by their FRFs to avoid the occasional ‘lemon’ in NVH testing
[10]. Additionally, the results from various vehicles and trim levels can be combined
to define ensemble FRFs (i.e. averaged FRFs from multiple assemblies), whilst devi-
ations (outliers from these ensemble FRFEs) may be used to define uncertainty filters.
In a novel sound design application, such filters could be applied in a VAP to predict
the effect of production spread or to auralise the best/worst case encountered in a

practical scenario.

7.8 Summary and Concluding Remarks

This chapter has presented a collection of applications in the field of source character-
isation and diagnostic prediction of structure-borne sound and vibration, based on a
novel ‘faster’ FRF identification procedure. The controlled REPS system (calibrated
in Chapter 6) is used as a multi-DoF blocked loads exciter for system identification

in a new assembly.

The steering system has been installed in the vehicle to identify dominant contribu-
tions paths for steering noise in the passenger compartment. In detail, two different
criteria: interface completeness and transformation consistency, have been discussed
to indicate uncertainties in the interface description. The source-receiver coupling
can be described by 6-DoF point-like contacts to provide robust characterisation of
the active REPS system, which was later extended to higher frequencies by including
flexible coupling DoFs. The assembly FRFs for the inverse force identification and
forward response prediction in the vehicle are determined simultaneously using the
controlled exciter concept. Accurate results are obtained for interface driving-point
FRFs (including in-planes and rotations) and transfer FRFs (considering structural
and vibro-acoustic FRFs), even though access to the measurement points is re-

stricted.



Chapter 7. Vehicle Identification and Steering Noise Prediction 213

Following the system identification (i.e. prediction of vehicle FRF matrices), the
practical implementations of fastTPA and fastVAP have been discussed, with each
case study compared against conventional (benchmark) methods. Using the con-
trolled exciter for fastTPA and fastVAP is considered a novel application of the
concept, where operational quantities replace conventional FRF measurements in
the vehicle. As such, the controlled exciter concept reduces the experimental effort
and avoids many challenges commonly involved in TPA, e.g. the near-routine neglect
of inaccessible transfer paths. Furthermore, the contribution ranking and the partial
results determined via the fastTPA (remote blocked force relation) were in excel-
lent agreement with those acquired via the well established in-situ TPA benchmark
study. Repeatable results were obtained via the alternative fastTPA interface rela-
tion and a 7-DoF flexible extension of the remote relation; application of the latter
extension for a real structure is considered a novelty on its own. Although deviations
were encountered in the contribution analysis for some rotational DoFs (expected
considering their negligible contribution and the bottleneck effect at the interface),
the results clearly demonstrate the method’s potential advantages, particularly for

constructing an experimental fastVAP with compatible coupling DoFs.

Part three of the case study has been concerned with repeated FRF measurements
in a modified and more realistic (without interface adapters) vehicle assembly. The
vehicle FRFs obtained with the controlled exciter showed a good agreement with
the reciprocal reference measurement, indicating that the blocked load excitation at
the interface can be reproduced independent of the adapters. From a practical point
of view, the exciter concept outperforms conventional measurements by its ability
to conduct MIMO FRFs studies in a shorter time, enabling new applications, e.g.

monitoring production spread.
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Conclusions and Future Work

In response to ever-increasing demands on NVH attributes in the automotive in-
dustry, quick diagnostic methods are required to analyse the propagation of sound
and vibration in coupled assemblies. In this thesis, experimental methods have
been explored in the fields of system identification and transfer path analysis, which
together provide practical tools for the development and refinement of complex built-
up structures. Emphasis is on indirect measurement procedures, as it was identified
that practical challenges encountered in state-of-the-art TPA methods have led to

near-routine neglect of transmission paths.

In particular, the aim was to develop techniques for quick yet reliable characterisa-
tion of assembly properties (i.e. system identification) and their implementation in a
faster TPA approach, providing engineers with realistic prognoses to make informed

design changes.

As an introduction, Chapter 2 highlights state-of-the-art experimental techniques
for structure-borne source characterisation. Starting with the definition of passive
and active system properties, the in-situ blocked force relation (specified in ISO
20270:2019) was presented for an independent description of active source vibra-
tions. A workflow for source characterisation has been outlined, considering all
steps from measurement preparation and instrumentation to post-processing and
quality assessment. It was indicated how one could obtain a representative in-
terface description using point-like contacts, including translational and rotational
coordinate-DoFs. The equivalent multi-point connection, finite difference approxi-
mation and virtual point transformation were outlined as different means to describe
rotational behaviour, either implicitly or explicitly. Dimensionless notations for the
sensor and excitation transformation consistency were presented to trace back po-

tential errors due to non-consistent dynamics, alongside the Interface Completeness

215
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Criterion (ICC) to evaluate whether enough DoFs have been included for source
characterisation. In addition, an on-board and transferability validation can assess

errors in the operational blocked force vector as a final evaluation of quality.

Source characterisation is an essential part of most state-of-the-art TPA approaches.
Apart from the time-consuming nature of the measurements, practical challenges in
TPA are the impracticality to include particular paths (e.g. in-plane), the inability
to measure rotational dynamics (e.g. moment excitation), insufficient signal-to-
noise ratios (SNR), or simply restricted access. A brief overview of different TPA
categories has been presented to highlight popular variants differing in their imple-
mentation and interpretation. Conceptually, the novel fastTPA concept is similar
to other component-based TPA approaches, where blocked forces characterise active

vibrations, but there are potential advantages in terms of convenience and speed.

The concept of round-trip identity has been reviewed in Chapter 3 in a framework
for indirect measurement of structural dynamic properties for linear, time-invariant
systems. The round-trip identity provides mobilities (or any similar FRFs such as
admittances) at ‘passive’ locations, that is, at locations where no excitation is ap-
plied. Instead, measurements are relocated to some remote points (easy-to-access)
on the source and receiver sub-structures. According to their interface characteris-
tics, classification of round-trip variants has been proposed: single interface-, dual-,
and substructure relation. A novel generalised round-trip expression for coupled
systems has been introduced to provide a formulation for transfer FRFs between a
coupling interface and some selected points on the receiver-side. Apart from simi-
larities within the derivation, it was demonstrated that the generalised expression
combines both special cases of the single- and dual-interface round-trip scenario.
The generalised round-trip identity can readily be implemented in TPA for system

identification of inaccessible transmission paths in any complex built-up structure.

For this purpose, the round-trip relations presented in the framework have been
applied in Chapter 5 for indirect system identification, with particular emphasis on
in-plane and rotational DoFs. Analytical and experimental validation of the gener-
alised expression for driving-point and transfer FRFs have been presented on a sim-
ple rod assembly. A second study demonstrated its application for a multi-contact,
multi-DoF assembly, where a cross-like sensor configuration is used at the interface

to consider rotational coupling via finite difference approximation. In the preferred
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case that more remote DoFs are considered on either side of the interface than cou-
pling DoFs are present, the generalised round-trip relation takes the form of a least-
squares problem. It has been shown that the above form of over-determination can
reduce errors and the effect of noise, most noticeable in the rotational FRF terms,
yet similar improvements have been achieved by using a TSVD regularisation. It was
concluded that the generalised round-trip identity provides a full mobility matrix
(including in-plane and rotational DoFs) and can readily be implemented in TPA,
e.g. for inverse force identification. In case only some matrix elements need to be
measured indirectly, correct round-trip FRFs terms can be obtained for a subset of
paths (i.e. incomplete instrumentation of the interface coupling DoFs) considered in

the experiment.

Indirect methods apply not only to inaccessible FRF measurements involved in TPA,
but also to considerably large transmission paths which are susceptible to insufficient
SNR. Manipulation of the generalised round-trip identity yielded a novel formulation
for long distance transfer FRFs by combining measurements over shorter distances.
A nested formulation has been introduced to extend the characterisation for exten-
sively long transfer FRFs by recursively adding shorter path segments, useful for
applications such as railroad vibration analysis. Its application has been presented
on a test bench - steering system assembly. The round-trip relation improved the
measurement, quality of the long transfer FRFs compared against a conventional
single-excitation measurement in a bandwidth of 6 kHz. This concept can be ap-
plied to estimate forward transmission paths in TPA, such as vibro-acoustic FRFs
in commercial vehicles where the excitation energy provided by impact hammers is

often insufficient to achieve an acceptable SNR on the response measurement.

Common practicalities and considerations of the generalised round-trip identity have
been discussed, such as how many remote excitation and response measurements
need to be considered on either side of the interface. In particular, the concepts of
controllability and observability of the vibrations that occur at the interfaces has
been presented to provide practical guidelines. It was concluded that the interface
could be regarded as a bottleneck, imposing constraints on the number of source
excitations that are transmitted over the interface onto the passive side. These con-
cepts have been discussed in the context of the round-trip framework but generally

apply to system identification and to TPA, including fastTPA.
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The generalised round-trip approach was further investigated, particularly with re-
gards to its practical implementation. Consequently, Chapter 4 introduced the gen-
eralised transmissibility concept to replace excitations that have been relocated on
the source substructure by operational forces. In this case, operational excitation
from the active source is used to perform part of the round-trip measurements, in
fact, the source is considered an exciter that applies blocked force excitation at the
interface. The invariance of the blocked force allowed to split the round-trip mea-
surements and perform them on two different assemblies. A novel two-stage pro-
cedure has been proposed, where a controllable structure-borne vibration source is
calibrated on a test bench and later installed in a target assembly for system identifi-
cation. In essence, a controllable source is converted into a multi-DoF blocked force
vibration exciter to determine translational and rotational FRFs simultaneously.
The two-stage system identification provides a convenient and quick alternative to
single-excitation FRF measurements with an instrumented hammer or (single-DoF')
shaker. The determined FRFs have been used for inverse force identification and
response prediction, in other words, to provide diagnostic (fastTPA) or predictive
(fastVAP) tools. As a diagnostic tool, the relative contribution of each interface
DoF to the total operational response is predicted for troubleshooting of dominant
paths in existing assemblies. As a predictive tool, concern is placed on predicting
noise and vibration in complex structures that do not necessarily exist physically,

based on the measurement of each individual sub-structure.

In Chapters6 and 7, the fastTPA workflow has been demonstrated to characterise
steering vibrations and predict the experienced noise in a vehicle. Starting with the
steering gear calibration on a bench, two concepts to operate the multi-DoF blocked
force exciter have been outlined: operational excitation controlled by the electric
motor and externally applied roving excitations. The above control strategies have
been used to exert known blocked loads at two steering gear mounts, comprising 12-
DoFs (3 translations and 3 rotations at each interface). It has been demonstrated
how singular value decomposition, ICC and excitation consistency can be utilised
to better understand the exciter’s dynamics, i.e. 8 excitation DoFs can effectively
be controlled due to the bottleneck effect. In the vehicle, system identification
has been outlined using reproduced controlled excitations. Similar to conventional
single-excitation measurements, the steering system used as a calibrated exciter pro-
vides accurate estimates for both structural and vibro-acoustic FRFs in a bandwidth

of 6 kHz. Fast and convenient system identification was achieved by controlling the
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electric motor, whilst errors in the obtained vehicle FRFs are similar to the experi-
mental variation in conventional measurements, e.g. if the vibro-acoustic FRFs are
measured with a shaker and reciprocally using a volume-velocity source. It was
shown that external excitations provide highly accurate FRFs estimates, with a gen-
eral improvement over measurements with the controlled motor, since a load cell

was used to normalise the applied forces for better reproducibility.

The primary aim of this project was to incorporate the estimated FRFs within
a faster TPA approach. To investigate this for an industrial case, the fastTPA ap-
proach has been benchmarked against the well-established in-situ TPA methodology.
It was concluded that the experimental uncertainty associated with the reproduced
excitation is low, even in the multi-kHz range. Dominant contributions have been
correctly predicted and identified, while others show worse agreement for reasons
traced back to the bottleneck effect at the interface. This again indicates that
controllability and observability are key concepts for system identification with the
controlled exciter and TPA. It was concluded that fastTPA can be adapted to a
wide range of applications and provides a thorough (i.e. all interface loads and their
contributions are determined) yet quick analysis. Therefore, fastTPA is an engi-
neering tool for troubleshooting (calibrated) sources in their intended installation,
whilst interface measurements (which often lead to the neglect of some paths) are

avoided.

For pro-active NVH development, the determined vehicle FRFs have been used to
construct a fastVAP. It was shown that the exciter measurements provide a com-
patible vehicle model to predict the operational responses in a virtual environment.
FastVAP is quicker and more reliable (assuming full controllability and observabil-
ity) than conventional VAP concepts since errors due to inconsistent (not matching)

coupling DoFs between source characterisation and propagation model are avoided.

This thesis has introduced novel concepts for system identification and tools for
diagnostic and predictive tests. Based on the case studies presented through Chap-
ters 5- 7, the following topics have been identified as potentially interesting directions

for future research:

» Application of the controlled exciter concept to mechanical sources. For sources
that are challenging to control, a roving shaker approach has been proposed to
apply reproducible excitations in different assemblies. Similarly, the presented

case studies considered a modified steering system with an (easy-to-control)
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stepper motor. In order to clearly demonstrate the potential of the fastTPA
methodology, the concept may be applied to a steering system without any
component modifications. Perhaps the electric motor’s input current or voltage
signal can be utilised to compensate for variations when the REPS system is
operated in different assemblies (similar to the normalisation with a load cell
used for external excitations), e.g. by defining vibro-electric FRFs between the
operational responses and the controlled electric excitation. It is also suggested
to investigate other active components, particularly to evaluate if mechanical

mechanisms are suitable for reproducible excitation.

» FastTPA quality assessment. It was demonstrated in Chapter 7 that fastTPA
allows identifying dominant contributions to provide an engineer with the in-
formation necessary to make informed design changes. In this sense, it ap-
pears essential that a measure of its experimental uncertainty accompanies
such information. The transferability validation has briefly been discussed in
Sec. 4.3.2, however, it only indicates over which frequency range the estimated
FRF matrix should be considered with care. In order to apply fastTPA with
confidence, alternative validation techniques may be investigated to assess un-
certainties in the blocked force and the forward prediction step. Similarly, a
linear covariance-based approach could be used to analyse the uncertainty con-
tribution of each term in fast TPA. The experimental uncertainty can be prop-
agated through the inverse procedure onto the blocked force or the predicted
response identifying significant error terms. Here, regularisation techniques
to minimise noise-induced errors in the inverse of an ill-conditioned matrix

complicate the propagation of uncertainty and require further research.

» Automatisation of the calibration procedure. To simplify the calibration of the
REPS system as a multi-DoF exciter on the bench, multiple electro-dynamic
shakers can be embedded in the specificity designed fixture for automatised
FRF measurements. Operated one at a time, these shakers facilitate measure-
ments of the mobility matrix Y¢q4. in a relatively short time. This would
allow for fastTPA and fastVAP predictions without requiring a special skill
set on how to perform manual excitations (plug-and-play ready). Assuming
linearity and time invariance of this bench assembly, operational tests with the
REPS system may be performed while the shakers (turned off) are attached

to the fixtures to reduce instrumentation effort further.
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» Investigation of measurement inconsistency in the generalised round-trip iden-
tity. Regarding the practical side, the experimental validation of the long
distance round-trip relation has been kept brief; the concept provides robust
system identification, yet not fast. Its application to a real-life structure, e.g.
ground vibration testing of aircraft, could provide more in-depth proof of the
theory. It is probably worth investigating the effects of inconsistency between
the shorter FRF segments due to them being obtained from separate tests.
This may lead to an imperfect cancellation and artefacts in the reconstructed
long distance FRFs, particularly for a nested formulation with multiple virtual

interfaces.



Appendices

A.1 Local Flexibilities at the Adapter

The experimental studies presented in Chapters6 and 7 consider translational and
rotational coupling at each interface using the finite difference approximation. The
approximation is based on the assumption of a rigid body behaviour over the distance
(i.e. 2A), whilst local flexibilities introduce errors at higher frequencies. Due to the
relatively large spacing of the force and response measurements on the cocoon-like
adapter (see Fig.6.2b), the rigidity assumption was analysed numerically during its

design.

The adapter’s design is based on a numerical model using a truncated modal summa-
tion, similar to the free-free rod in Sec. 5.1.2. The material properties of the model
are the same as in Table5.1. Translational (z,y,z) mobilities are calculated at the
actual excitation and response positions on the adapter (see Fig.6.2b) to approxi-
mate translations and rotations in its centre. A matrix Y 4. € C5*6 is obtained for
free boundary conditions of the adapter to analyse its resonant behaviour without
being connected to the source or receiver. Fig. A.1 shows the diagonal elements of
this mobility matrix (driving-point FRFs) of the numerical simulation (=), com-
pared against an experimental validation measurement (=) of the freely suspended
part. A spacer was mounted/modelled inside the adapter to account for stiffening

effects when connected to the steering system.
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Figure A.1: Translational and rotational driving-point mobilities of the resiliently sus-
pended cocoon adapter using finite difference approximation. Narrowband representation
for translational (top) and rotational (bottom) DoFs: experimentally obtained reference

(==); numerical FE simulation (—) used during the design.

The mobilities are dominated by mass inertia at low frequencies, indicated by a neg-
ative slope of -6 dB/octave (1/(wm)) [144, 174]|. Above approximately 3-4kHz, the
mobilities in Fig. A.1 are not longer asymptotic to the mass line (=). This analysis
confirms that the cocoon-like structure might be considered rigid up to 3-4kHz. At
higher frequencies, the effects of local flexibility between the spaced measurements
will result in a finite difference error. A smaller force and sensor spacing may extend
the upper frequency range, however, installation on the bench (Chapter6) and in
the vehicle (Chapter 7) with access for excitations place restrictions on the adapter’s
design. In addition, steering induced noise in realistic scenarios is usually limited to
a frequency range below 2.5-3kHz [167], making the cocoon-fixture well suited for

most steering related applications.
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Further to the breakdown of the locally rigid behaviour, Fig. A.2 shows the corre-
sponding mode shape to the first resonance frequency at 6.2 kHz. Note that the red
and blue colour scheme indicates opposite structure deformations, while a colourmap
is omitted in these purely qualitative schematics. Local flexibilities in the connection
area can be included in the interface description, e.g. the y-extension DoF may be

added to the 6-DoFs coupling, as outlined in Sec. 7.5.3.
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(a) Mode shape of the adapter at 6.2kHz (b) Top view: Bending at the cross section

Figure A.2: Mode shape of the first non-rigid mode (bending along the x-axis) of the
interface adapter. The locally flexible behaviour, for example, between the response chan-
nels (co;) and (c4,) at the interface, limit the frequency range of the finite difference

approximation.
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