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Abstract— As organisations increasingly adopt AI 

technologies, a number of ethical issues arise. Much research 

focuses on algorithmic bias, but there are other important 

concerns arising from the new uses of data and the 

introduction of technologies which may impact individuals. 

This paper examines the interplay between AI, Data Protection 

and FAT (Fairness, Accountability and Transparency) 

principles. We review the potential impact of the GDPR and 

consider the importance of the management of AI adoption. A 

survey of data protection experts is presented, the initial 

analysis of which provides some early insights into the praxis 

of AI in operational contexts. The findings indicate that 

organisations are not fully compliant with the GDPR, and that 

there is limited understanding of the relevance of FAT 

principles as AI is introduced. Those organisations which 

demonstrate greater GDPR compliance are likely to take a 

more cautious, risk-based approach to the introduction of AI. 
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I. INTRODUCTION 

The development of AI has sparked a debate on its 
potentials, and concerns and new questions on the protection 
of personal data have emerged. The EU’s General Data 
Protection Regulation (GDPR) has imposed new 
requirements for organizations handling personal data, and 
the implications for businesses managing AI technologies are 
particularly important. This research aims to explore the 
praxis of data protection and AI Management in UK 
organizations, investigating how adopters and users of AI 
technologies perceive, understand and apply the Fairness, 
Accountability, and Transparency (FAT) principles, and how 
this affects organizations. Existing literature demonstrates 
that while the FAT principles are discussed within the AI 
community [1], a substantial engagement is absent from 
dominant practices in innovation management in UK 
organizations. It is notable that there is little reported 
research in this area and much of what is reported arises from 
grey literature and popular media rather than systematic 
scientific studies; this is expected to change as the area 
matures and the research reported here intends to contribute 
to the gap. We present the initial stage of a study, in which 
interviews designed to explore how AI and DP are 
addressed, providing an analysis of perceptions, 
understanding, and experiences of managers and AI experts 
that are implementing or using AI in their specific contexts. 
It is hoped that the research will lead to useful guidance for 
organizations in their AI Management. 

II. AI AND MACHINE LEARNING (ML) 

We're starting slowly but surely to employ machine learning 
in ways where the machine's actions actually have an impact 

on the world, from which the machine then keeps learning. 
            (Jakob Uszkoreit, 2018) [2] 

Generally defined as the capacity of a machine to act or 
think like a human being, AI has rapidly advanced in recent 
years due to the increase of available data, more powerful 
computing, and better algorithm techniques. Breakthroughs 
have been followed by a growing debate on its potential, 
applications and concerns [3]. More than other technologies, 
AI seems to have the potential to transform social, economic 
and political orders, impacting economic possibilities, and 
the rights and freedoms of individuals. AI has become a 
General-Purpose Technology used in varied applications and 
sectors to increase efficiency and production. For example: 
Google Search, Google translation, email spam filters, 
personal assistants, speech to text applications, image 
recognition, prediction of energy consumption and 
transports, and their optimization, robots, self-driving cars all 
utilize AI. Applications now extend to emotions and feelings, 
for example monitoring physical and emotional states of 
drivers by measuring faces, heartbeat and voices [4]. The 
advancements in AI are inspiring, in particular in healthcare; 
DeepMind has achieved breakthroughs that are milestones in 
the AI evolution, using deep learning in healthcare, to 
improve diagnosis of cancer, eye and kidney diseases [5, 6]. 
However, the deployment and use of the technology can 
produce other consequences, such as reduction of privacy, 
misuse of personal data, reinforcement of patterns of 
discrimination already existing in societies, and socio-
economics changes. For example: DeepMind Health raised 
many questions for its use of patients’ data [7, 8]. Some 
speech to text applications can clone voices [9], or generate 
new words from voice samples, as the case of Adobe VoCo, 
called the ‘photoshop’ for faking words. Some ML 
applications are able to learn from watching videos, or to 
generate new images from real ones, while others can be 
used to detect and measure other qualities, such as “morals” 
or “honesty” of travelers at airports [10]. There are concerns 
around biased algorithms leading to discriminatory decisions, 
the lack of transparency in opaque algorithms (particularly in 
deep learning) and the use of AI to manipulate public 
discourse (which has already emerged with Cambridge 
Analytica [11], and further malicious uses of AI are 
predictable [12]. 

III. GDPR 

The GDPR increased the protection of personal data of 
data subjects in the EU, created new obligations for 
organizations, and created a more uniform Data Protection 
regime across the EU. It expanded the definition of personal 
data, introduced the principle of Accountability, and 
provided organizations with a more flexible mechanism for 
operating their business in different EU countries (i.e. One-
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stop-shop). The Regulation constitutes a crucial evolution in 
Data Protection legislation and has influenced new data 
protection legislation beyond the European Union, such as 
the California Consumer Privacy Act of 2018 (CCPA) and 
the Washington Privacy Bill [13]. The Regulation prescribes 
new requirements for the processing of personal data by AI 
systems, such as: the right of explanation or information 
(right to have meaningful information about the logic or an 
explanation of some type); the right to request human 
intervention (in the case of decisions which produce legal 
effects or similarly significant affects to the data subjects); 
the right to refuse (in specific cases) a decision made only 
via automated processing, and requires a Data Protection 
Impact Assessment in the case of high-risk processing for a 
greater range of organizations. There are, however, some 
areas where the protection is less clear: 

• Personal and non-personal data. Aggregating non-
personal data can identify data subjects. 

• Afterlife data rights are excluded by the GDPR. 
However, there are projects which use personal data 
(such as voices) to recreate digital copy of the dead, 
or chatbots that are digital duplicates of the dead [13]. 

• Consciousness, emotions and feelings are other areas 
of interest. If human brains are scanned to recreate a 
virtual post-mortem replica, should that copy be 
considered as personal data? [14]. Can emotions and 
feelings be protected as biometric data?  

A. Fairness, Accountability and Transparency in 

Algorithm Systems 

Interest in the social implications of AI has increased in 
the last few years, and debates on Fairness, Transparency, 
and Accountability are becoming more frequent. Key 
concerns are unfairness resulting from biased algorithms 
leading to discriminatory decisions, transparency (mainly 
linked to lack of transparency arising from opaque 
algorithms), and accountability as AI systems become more 
autonomous. Research on AI and FAT is mostly focused on 
algorithms and on how to regulate them. Consideration of 
how AI is used in management, human factors, contexts, and 
FAT in operational contexts, are still underexplored. 

IV. INNOVATION AND AI MANAGEMENT  

Digital transformation has become a business necessity 
for organizations, and the number of organizations that are 
using or planning AI technologies is rising.  

A new form of economy has emerged, a virtual economy 
[16], based less on production and more on the distribution 
of information and on sharing between people. Systems of 
constant and ubiquitous surveillance are increasing. Data, 
algorithms and business processes “continuously 
communicate with one another” [17, p3]. and create an 
autonomous “external intelligence” which use “huge libraries 
of intelligent functions…(that) bit by bit render human 
activities obsolete” [Ibidem, p34]. This process has already 
started, and Arthur identifies two main reactions from 
organizations: integrating new technologies into existing 
structures or creating new business models using new parts. 
Furthermore, traditional domains are merging, and new 
innovation strategies that encompass knowledge of different 
sectors are now required [18]. This entails different 
competences in understanding, creating and driving 
innovation, and different approaches to the management of 

AI [19, 20].  This has considerable implications for Data 
Protection. Data are being used in all innovation processes: 
algorithms are created and trained with data, use data to 
make predictions, and use feedback data to continuously 
learn and improve from the environments where they are 
deployed. Data are becoming the most important asset for 
organizations, that are using varied internal and external 
data: data in the organization, from partners, the data 
industry, and from interactions on social media. Furthermore, 
the pace of digital innovation in digital business is fast, as a 
new idea can be realized, tested, and changed in a short time. 
Those who experiment first (and those who follow fast) gain 
a huge competitive advantage [21]. Therefore, organizations 
are using more data, are creating more products and services 
in shorter times, and are accepting bigger risks, as inactivity 
could be too risky for their business continuity. There is a 
pressing need to embrace digital innovation, and the process 
is even faster with Artificial Intelligence systems, which 
poses specific risks to organizations:  

• Relationship with vendors. Vendors are bringing AI 
to organizations, are selling the technology and 
educating clients on AI specificities and compliance. 
However, they are also co-deciding on how to 
process data and using clients’ data for their own 
innovation, sparkling intense debate on their role as 
mere processors, joint-controllers or controllers [22]. 

• Use of “out of the box” systems. They can create a 
false sense of security in managers and untrained 
staff and could potentially lead to a lack of control 
which impacts on risk. Moreover, algorithms may be 
created in and use data taken from other contexts, 
and may not work properly in the new context, 
leading to discrimination and non-compliance in 
those application environments. 

• The probabilistic nature of ML can be mistaken for a 
more deterministic one.  Predictions bear a level of 
uncertainty, but they can be mistaken for certain 
forecasts. 

• ML and new taxonomies; the ML capacity to 
identify patterns in datasets is used to identify 
correlations that can be mistaken for causations. 
When this is used with knowledge representation, 
the organization of knowledge into categories, 
subcategories, subclasses and their relations [23] can 
produce implications for individuals, who are ranked 
according to different criteria, such as facial features 
or moral qualities, and for business and business 
models. For example, a new range of personalized 
products based on consumers’ DNA and other 
biometrics data are being offered without much 
scrutiny or deep considerations in relation to data 
protection and fairness and potential risks for the 
data subjects rights [24].  

Therefore, while many issues related to AI/ML, data 
protection and FAT are specifically related to data, others are 
linked to their praxis within organizations, involving 
management and leadership’s responsibility. 

A. An Ambivalent Technology 

Adopting a wide and holistic approach (which includes 
human factors) and looking at the use of innovation in 
different contexts, and at power dynamics amongst 



stakeholders, the research aims to explore limitations of 
people’s agency within organizations, how an ambivalent 
technology is socially shaped and constructed) [Ibidem], and 
how it reflects the values existing in that space. A critical 
review of the existing literature has revealed that research on 
the relationship between Artificial Intelligence and Data 
Protection is in its infancy, whilst research on ethics and the 
social effects of algorithms is mainly focused on data and on 
technical aspects. Contexts, internal processes, people and 
stakeholders’ dynamics are still underexplored. Research is 
mainly concentrated on the consequences of the technology, 
on remedies, and on mechanisms for redressing violations of 
rights resulting from decisions made by AI systems. 
Research on “preventive” Data Protection is still scarce. 
Substantial engagement with the FAT principles is absent 
from dominant practices in innovation management in UK 
organizations, with little research focused on FAT in the 
identification and application of AI systems, Operational 
FAT. 

V. THE PROJECT 

This project aims to provide insights into AI 
Management, to understand the impact of Data Protection 
and AI technologies on organizations, exploring how leaders 
and managers adopting and using AI technologies perceive, 
understand and apply the FAT principles, and how this may 
affect organizations. The project is ongoing, and the results 
presented and discussed below represent emerging findings 
from the initial survey. 

A. Study Overview: Participants and Question Themes 

Interviews were used to understand perceptions, 
understandings and experiences of experts in data protection 
and AI. A semi structured interview approach was employed, 
with 6 participants including Privacy lawyers, Data 
Protection consultants, Technology Business, and ML 
experts. Interviews were conducted in March and April 2019. 
Participants have experience in both private and public 
organizations across a range of sectors. Participants jointly 
have considerable expertise in data protection, AI, ML, and 
data technology management, and comprise individuals who 
are on national and international expert groups on AI. 

They provided overviews of trends and information from 
their industries, and insights from the experience in their 
current assignments. Questions were based on 4 main themes 
which were identified from the review of the literature: 

1. AI Management and Strategy. This focused on 
organizations and leadership (reasons for and means 
of acquiring AI, level of AI understanding by 
leadership, the involvement of vendors), and data 
and risks (data type and quality checking). 

2. GDPR and Processes.  This theme aimed to 
understand what organizations had done with regards 
to new requirements, AI, and relationship to internal 
processes.  

3. FAT. This focused the principles, and explored the 
involvement of stakeholders, AI specific challenges, 
and AI limits and exclusions. 

4. Future. Participants vision of the future of AI and 
FAT were discussed. 

B. Emerging findings from interviews 

A primary thematic analysis of 6 interview transcript was 
carried out considering the 4 themes above.  

1) AI Management and Strategy.  
Organizations are acquiring AI technology mainly due to 
pressure, interest, and curiosity coming from various 
subjects. There is pressure originating from boards, senior 
management, or innovation areas within the business that is 
driven by the desire to improve operational efficiency, 
reduce costs, and maintain competitiveness. In some cases, 
this includes awareness of precarious business continuity, 
often intensified by the difficulty of embedding and 
operating AI in more traditional organizations  

“Organizations that have been around for more than 
8 years, they have a problem…an industrial core, 
how do they embed AI into their business? How do 
they change their companies? A lot of 
organizations born industrial 15 years ago still have 
industrial activities they have to do” (Participant 1). 

Similarly, individuals and teams on the ground are 
becoming informed about AI, see the potentials for 
improving their activities, and are suggesting it to 
management. 

 “They suddenly realize they are sitting on lots of 
data, and that could do something, like getting 
more insights using machine learning and that 
might be useful for the business or they may create 
systems that could monetized” (Participant 1). 

The availability of open-source technology and cloud-
based frameworks makes AI easily and quickly accessible. 
Of relevance is the role of start-ups, believed to be less aware 
of the GDPR requirements and to be taking more risks to 
react quickly to market. This supports the literature on  the 
pace of digital innovation, and  its impact on risks and 
compliance.  

In bigger organizations, many are developing their own 
systems, without fully understanding the implication for risks 
and compliance, and without central governance oversight of 
what is being done in different business areas. This is 
intensified in organizations with strong silo mentalities. 

A general low knowledge of AI technology was reported 
in executives and management. Leaders are reported to be 
signing off systems they do not properly understand, 
including the implications for security and data protection 
compliance. Some have high expectations from AI, seen as a 
tool able to do everything better. As AI can radically change 
the way organizations work, they are facing big decisions, 
and some are becoming aware of future big challenges for 
their businesses (such as job cuts) while others are concerned 
about the impact on employees. The low level of AI 
knowledge translates into uncertain AI strategies. The 
shortage of specific reskill training for staff seems to suggest 
a lack of interest or knowledge in adopting AI augmented 
strategic models. “People are not being liberated to do other 
things, most employers are just liberating the people full 
stop” (Participant 1). Vendors provide off the shelf 
technology when organizations face uncommon challenges 
and need tailored solutions that generic solutions cannot 
provide. They are more aware of security risks and 
obligatory compliance and are informing clients. They are 
also using clients’ data for their innovation, thanks to 



contracts that allow data capture, which confirms their role 
as joint-controllers and not as mere processors.  

Specific risks for ML, such as data manipulation, reverse 
engineering or adversarial data able to trick the models, are 
viewed as very low, or are not considered at all in 
organizations’ agenda, with some differences due to data 
sensitivity and contexts.  

Other areas of concerns related to data sources including 
the collection of uncontrolled data from internet services. 
ML is often trained with real data in a very controlled 
environment, and its access by various developers, and 
security in case of system failure were mentioned as specific 
risks for data protection. 

GDPR is identified as having increased the awareness of 
risks coming from data location, and of access by different 
people. As the GDPR allows a risk-based approach, 
organizations are minimizing risks in some areas, and taking 
higher risks in others where compliance is more challenging, 
for example, uncertainty on consent withdrawal for data used 
to create AI systems. Other specific ML risks are related to 
training, deployment and loss of accuracy. The efficiency of 
ML algorithms can reduce over time. Systems developed in 
the lab with training data can show a high accuracy rate, 
which then drops when deployed it into the real world. 
“Some systems might be able to retrain it, others would 
continue to degrade performance and accuracy…because 
they are not being retrained with real data” (Participant 4). 
Not many in organizations are believed to be aware of this 
reduction of efficiency, which was compared by Participant 4 
to old Intrusion Detection Systems, good for detecting only 
known threats. Similarly, ML systems that do not adapt “are 
just looking to match the past things we were aware of in the 
past…this is a serious problem for senior people if they are 
not educated, as the name artificial intelligence makes you 
think that that is already happening” (Participant 4). 

2) GDPR and Processes  
There was a consistent view of participants that many 

organizations are not GDPR compliant, as many were 
reported to have done the minimum, or nothing. “Most of 
them had done nothing, they are waiting for their competitors 
to have a major data breach…the GDPR has not even 
scratched the surface” (Participant 1). Organizations seem to 
be more concerned around commercial confidentiality of 
information, than personal confidentiality of information 
(Participant 5). Differences exist across sectors, with 
organizations in the regulated sector being more mature, 
confirming the gap that emerged in pre GDPR research [25]. 
The GDPR requirements related to AI are not seen as easily 
achievable at this early stage of the use of the technology. 
Similarly, not many organizations were reported performing 
DPIA or privacy by design as these preventive activities 
were seen as “luxury” and barriers to innovation. “Many are 
thinking a little bit about it, but it is not essentially privacy 
by design…it is more we need to think about this now we are 
going to deal with it.” (Participant 5). Organizations are said 
to be focusing on “getting intelligence out of the data to be 
able to monetize” (Participant 4), and on creating systems to 
respond quickly to market needs. Furthermore, while some 
organizations are aware of taking risks, others do not have 
the necessary knowledge or information, and many 
assumptions are being made. For example, the expectation 
that security measures are all done in the cloud, or that AI 
systems self-learn as they are “intelligent”. The sector, size 

and maturity of organizations are key factors in having data 
protection and data teams that work together, such as in the 
public sector, where organizations already had the obligation 
to perform DPIAs. However, it was not clear if organizations 
starting to deploy or to use AI/ML were performing DPIAs, 
or if vendors were doing them (something considered 
particularly important for the Privacy Lawyer), or if fairness 
and social impact were already taken into consideration by 
more mature companies. 

Of interest, is the creation of working groups “to make 
sure everybody is connecting on the same page” (Participant 
4). This is happening particularly in Finance and Big Tech 
(especially after Cambridge Analytica), and is less evident 
within medium and smaller companies. This 
multidisciplinary activity is not happening amongst start-ups, 
where there are fewer data scientists. “They themselves don't 
fully understand what they are doing, and they probably have 
a very high level of abstraction. They don't know which 
questions they should be asking, and do not understand the 
deeper level to be worried about, like biased algorithms”. 
(Participant 4). Yet, they are using open-source technology 
to create ML systems, and they are doing it very quickly. 

3) FAT  
Fairness is usually discussed in relation to 

discriminatory outcomes derived from biased data. Other 
sources of unfairness are not generally considered by 
companies. However, other relevant situations were 
identified by participants. For example, systems created in 
other countries could be brought into the UK, leading to 
potential unfair results. The issue would not be caused by 
biased data but by their use, as data used to train models are 
usually specific to the domains where they are going to be 
applied. “If you're trying to train a model with data from 
somewhere else, to me this always raises a red flag…because 
you are making the assumption that customers are always the 
same…how do you enforce that?” (Participant 3). Human 
oversight, with the power to stop the process, audit, and 
internal control were suggested as potential tools to increase 
fair outcomes. In contrast however, one participant 
considered algorithms as inherently biased as being created 
by humans, “the machine will always have biases, always 
being created by a programmer, and the programmer has 
prejudices” (Participant 1). 

Another potential issue for fairness was identified in the 
request by organizations to use ML to automate existing 
decision processes. Starting by analyzing the process was 
said by Participant 3 to replicate possible existing biases. 
Instead, they suggested to start by looking at the data, “see 
what the data is telling us”, and taking the truth from the 
data, “proactively building something that is less likely to 
come back in court because you can say this is the rigor we 
put into the algorithm”. Ownership of data in organizations 
was another reported issue: “In my experience the most part 
of the majority of executive there is no thought about that, at 
all. If you think about the data in the company, if there is a 
problem, who owns the data? IT says Business, and business 
says IT.”  (Participant 1). 

Accountability is acknowledged to be a big issue. 
Management’s responsibility and lack of understanding were 
raised by Participant 3, who believed many were delegating 
responsibility or signing things they did not fully understand. 
The progressive autonomy of AI systems and lack of 
scrutiny of some ML systems were the biggest concerns. For 



example: autonomous systems that continuously learn 
without human oversight; non-transparent autonomous 
systems making very key decisions or left for a long time 
without scrutiny; autonomous algorithms used by different 
organizations which collectively lead to a unique adversarial 
decision. Decisions can be based on a reduced number of 
factors, without human awareness or intervention.  

Transparency. Even though some AI models can 
provide confidence, explainability was recognized as a big 
issue in Deep Learning, and contexts, purpose of processing 
and people involved in the process identified as important 
elements in providing more clarity and information, as 
Computer-Aided Detection (CADe) can do with radiographic 
images. Ongoing tests to identify discrepancies in the model 
were also seen as an expression of rigor around training, as 
they could for example facilitate the identification of 
discriminatory outcomes for a specific ethnic group, even 
when the ethnic background data are not fed into it but 
resulted from other factors. By looking at the data, via 
reverse-engineering, those factors could be identified. This 
would constitute, and demonstrate, good rigor in face of poor 
explainability. However, this comes with a cost for the 
organization. 

Furthermore, some expressed some concerns over AI 
systems able to provide an explanation:  

“The way that AI works it's completely different to 
the way a rational human brain sees thinks…AI has 
not contextual understanding of what's going on so 
to explain decision-making. It's very difficult to say 
what AI is actually doing, in what counts in human 
terms as an explanation.” (Participant 5). 

In general, people are not very familiar with FAT and 
GDPR principles. “In more mature organization, people are 
asking the right things in the right way, for example, at 
some high level of risk management, but they are not doing 
it consistently and not in relation to the GDPR” (Participant 
4). In the interplay between ML, Data Protection and FAT 
there are a lot of unknowns. While some people are just 
avoiding scrutiny, which could impact their ability to 
innovate (something allegedly happening a lot), others 
need specific guidance. “We do not have yet a strong 
governance around the ethics side… We want to be better 
at understanding if what we are doing is ethical…in 
Finance you have ML algorithms that are doing auto-
trading…how you know that the algorithm is ethical when 
what it is doing is completely autonomous…there are 
morality questions, and there is a lot of psychology coming 
into play in terms of interdisciplinary research. That is a lot 
of unknown around what is considered to be good practice 
in this space” (Participant 4). Transparency, auditing, 
human supervision and power to overwrite decisions made 
by AI, are all starting to be discussed inside organizations. 
However, there is little enthusiasm in engaging in this 
debate due to the complexity of the topics and concerns 
that this can become a barrier for their activities. “They 
want to develop the technology and use it and engaging in 
that debate might stop them get the benefits” (Participant 
4).  

4) Future of AI and Data Protection   
   More regulations guaranteeing fair competition, the 

power of big tech, and a future role for the UK in Ethics of 
AI were all envisaged. Participants have visions for a fair, 

and accountable AI, regulated to guarantee standardized 
access and data sharing, processing and competition, and 
potentially regulated by international agreements (similarly 
to nuclear power). FAANG groups (Facebook, Apple, 
Amazon, Netflix and Alphabet's Google), are expected to 
grow, but some surprising innovations from smaller 
companies were also not excluded. A potential unintended 
consequence of the GDPR is its impact on innovation, which 
may lead other countries to take the lead on the development 
of ML. However, this was seen positively, as fair AI is 
needed, more research is required into this area, and the UK 
is working on becoming an international player in Ethical AI, 
with legislators viewed as challenging on legality, morality, 
and ethics.  

C. Discussion 

 Many UK organizations are choosing AI and ML for 
their digital strategies, with differences according to size and 
sector. They are looking to improve efficiency, maintain 
competitiveness and respond to market requests. This is 
mainly due to the senior management’s input or sometimes 
the desire coming from specific teams. AI is acquired either 
via vendors, who then implement it, support and inform 
clients, or directly via open-source technology. Vendors are 
using clients’ data for their innovation. 

Specific AI/ML risks are not known and are sometimes 
underestimated or just avoided by organizations. They are 
not well informed, although it is unclear whether this is due 
to a lack of specific resources, or avoidance the issues that 
might compromise their innovation. Not many organizations 
were reported as being GDPR compliant or having done a 
great deal to become compliant.  Those which are engaged 
and informed reported an increased level of awareness in 
their activity, with more preventive thinking in their activity, 
indicate the positive effect of GDPR on organisational 
awareness. However, this arguably translates into a cost that 
other organisations may be unwilling or unable to pay. 

FAT principles are mainly discussed in relation to biased 
data, and risks coming from non-transparent and autonomous 
systems. Various potential solutions for a more fair, 
transparent, and accountable AI were envisaged (such as 
testing, auditing, human intervention). However, 
organizations are currently focusing on getting, 
implementing and using AI, and discussing FAT principles 
while understanding what AI can do for their needs is rarely 
done. Those who do understand potentials and risks are 
aware of the many unknowns, and of the lack of specific 
guidance on AI Ethics, and are asking for more future 
guidance. 

VI. CONCLUSION 

Artificial intelligence is rapidly advancing, and it is deemed 

to become a General-Purpose Technology, whose 

application will produce profound changes in organizations 

and in societies. The GDPR has increased personal data 

protection and created new obligations for organizations 

using AI. The adoption of AI is growing and will be central 

in many digital transformation strategies. Potentials and 

concerns are fueling the debate, and discourse on Fairness, 

Accountability and Transparency are starting to appear in 

relation to the application of AI.  

This project is looking at the praxis of AI/ML, data 

protection and FAT principles in UK organizations. The 



interviews presented here have highlighted a number of 

issues: the market pressure to acquire and use AI, combined 

with the roles of different internal and external stakeholders 

in making strategic decisions. Participants reported a low 

understanding of AI/ML in Senior Management, with scarce 

awareness of specific risks, together with inadequate GDPR 

compliance across a range of sectors and sizes of 

organisations (it is notable that those more advanced are 

said to be adopting a risk-based approach). Findings suggest 

there is inadequate or non-existent internal debate on FATs, 

with some avoiding it for its potential impact on innovation, 

but with others willing to learn more about ethics and 

compliance. 

The findings illustrate the gap between expert understanding 

of Data Protection and FAT principles and their relationship 

to the introduction of AI, and the expert participants view of 

the praxis in organisations. Leaders and managers must 

balance the need for digital innovation against both the 

legislative requirements of GDPR and the FAT principles it 

enshrines. The pressures of the commercial environment do 

not naturally allow for a considered approach, and this is 

compounded by weak understanding of the data and 

technologies. However, the fact that those organisations 

which have more effectively managed the introduction of 

GDPR are taking a more cautious, risk-based approach to 

the introduction of AI technologies, indicates that the 

legislation is having the desired effect where it is 

understood. There are however clearly many challenges 

arising from the lack of consistency of organisations in 

embedding the enhanced requirements of GDPR across their 

organisations and the consequences of this as they embrace 

AI. Having identified clear areas of interest in the 

application of FAT principles to the introduction of AI, the 

next stage of  this research will be conducted employing 

case studies to provide greater depth, which will help us to 

understand the interrelations between innovation, 

regulations, contexts, and industry specificities. 
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