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In audio production, background ducking facilitates speech intelligibility while allowing
the background to fulfill its purpose, e.g., to create ambience, set the mood, or convey seman-
tic cues. Technical details for recommended ducking practices are not currently documented
in the literature. Hence, we first analyzed common practices found in TV documentaries.
Second, a listening test investigated the preferences of 22 normal-hearing participants on
the Loudness Difference (LD) between commentary and background during ducking. Highly
personal preferences were observed, highlighting the importance of object-based personaliza-
tion. Statistically significant difference was found between non-expert and expert listeners.
On average, non-experts preferred LDs that were 4 LU higher than the ones preferred by
experts. A statistically significant difference was also found between Commentary over Music
(CoM) and Commentary over Ambience (CoA). Based on the test results, we recommend
at least 10 LU difference for CoM and at least 15 LU for CoA. Moreover, a computa-
tional method based on the Binaural Distortion-Weighted Glimpse Proportion (BiDWGP)
was found to match the median preferred LD for each item with good accuracy (mean absolute
error = 1.97 LU ± 2.50).

0 INTRODUCTION

One of the most common complaints to broadcasters is
about the low intelligibility of the foreground speech (e.g.,
dialog and commentary) in TV programs due to the back-
ground (sometimes also referred to as bed) being too loud
compared to the speech [1]. The background includes mu-
sic and effects that are essential for the full understanding
and enjoyment of the show. However, the background can
energetically mask the speech [2], making it impossible or
tiring to understand. In some cases, informational mask-
ing can also occur [3], e.g., during Voice-over-Voice (VoV)
passages. An example for VoV is when a foreground voice
translates or comments on a voice in the background.

Audio producers are challenged with the task of pro-
ducing audio mixes of speech and background sounds with
fully intelligible foreground speech, at least under favorable
listening conditions. In order to do so, it is common practice
to attenuate the level of the background during periods of
foreground speech activity. This can be executed in various
ways, which are all referred to as ducking in this paper.
Techniques based on volume automation and side-chain
compression or gating (i.e., when the level of an auxiliary
or side-chain signal controls the amount of the attenuation
of another signal) are what many audio engineers refer to
as ducking. This paper uses the term ducking with a broader
meaning, referring to any time-varying background attenu-
ation with the aim of making the foreground speech clear.
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Fig. 1. Ducking of the background while foreground speech
is active. This is controlled by parameters such as the Loudness
Difference (LD) between speech and background during ducking
and time constants (attack, shift, hold, release).

In every case, a number of tunable processing parameters
are involved.

Fig. 1 shows the main ducking parameters. These can
be categorized into two groups: time constants and level
parameters. The time constants can be described by typ-
ical compression parameters such as attack and release,
complemented by a shift time, which describes the attack
offset before speech is starting, and a hold time, which pre-
vents pumping in short speech gaps. The main relative level
parameter is the Loudness Difference (LD) between fore-
ground speech and background. As a loudness measure we
adopted the integrated loudness as per ITU BS.1770-4 [4],
i.e., as per EBU R 128 [5]. This is measured in Loudness
Units Full Scale (LUFS) if relative to digital full scale or in
Loudness Units (LU) if related to another specified level,
e.g., in the case of the LD. A useful property of the LU is
that a level increase by 1 dB leads to a 1 LU increase.

Best practices for esthetically well-tuned ducking are
not defined by mixing handbooks and broadcaster recom-
mendations. Often the only recommendation given is that
foreground speech has to be “comprehensible” and “clear.”

This paper sheds some light on the ducking parameters
by studying the LD. This is done by analyzing the practices
found in a sample of TV documentaries and carrying out
a preference test. The test also focuses on the preference
differences between expert and non-expert listeners, as well
as on the difference introduced by different types of back-
ground, such as music or ambience. Related works are also
reviewed and compared with our findings.

1 LITERATURE REVIEW

1.1 The Perfect TV Audio Mix Is Subjective
The right balance between foreground speech and back-

ground was shown to depend on personal taste [6, 7], lis-
tener’s hearing acuity [8–11], listening environment (e.g.,
environmental noise [12]), reproduction system [13], and
listener’s skill level in the content language [14].

Object-based audio systems, such as MPEG-H Audio,
solve this problem by enabling the audience to personalize

Fig. 2. Overview of the literature about desirable LDs in TV
audio mixes, as detailed in Sec. 1.2. No work took into consider-
ation ducking, but the LD was studied as a static level difference.
A modified loudness measurement was used in [27] and it is un-
known to what extent it is comparable with the other values.

the relative level of foreground speech [15–18]. This is
known as Dialogue Enhancement and has been shown to
clearly increase the quality of the experience of the final
user [7, 19, 20].

1.2 Desirable LD for the Default Mix
Even if object-based personalization is available, a de-

fault mix is needed. This should satisfy as many people as
possible. Some works in the literature investigated the LD,
even if considering a constant level of the background and
not in the context of ducking. These works are reviewed in
the following and their main results are visually summa-
rized in Fig. 2.

In guidelines by the BBC [21, 22], general suggestions
such as the following are given: “Be aware of background
noise” and “Take the music down. Our research showed
that bringing music down slightly in the mix allowed people
across the demographic to hear dialogue, including those
with certain hearing loss. Once you’re happy with your mix,
try taking the music down 4 dB (one point on the PPM) and
see if this impacts on your creative vision. The chances are
it won’t!”

A set of guidelines focused on speech intelligibility pub-
lished by German public broadcasters [23] suggests that the
LD should be at least 7 LU and between 16 and 23 LU for
VoV. These recommendations are based on the studies in
[24] and [25]. In [24] a listening test is carried out where
people could rate test items mixed with LD = 2, 7, 10
LU by means of a questionnaire. While participants under
the age of 50 did not show a clear preference, participants
over 50 preferred at least 7 LU for a comfortable listening
experience. In [25] the focus is on VoV excerpts. These
were mixed by audio engineers with LDs in the range 9–19
LU. Then, non-expert listeners between 23 and 58 years old
(mean age 43) were asked to adjust the LD and set it to their
preferred level by means of a slider, starting from the LD
set by the audio engineers. The results showed two differ-
ent groups of participants. One group favored LDs similar
to initial ones (on average 14 LU), while a second group
clearly preferred higher LDs (on average 20 LU). Differ-
ent listening conditions were also tested, e.g., with/without
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video, which did not lead to any significant difference in the
results. Hence, an LD between 16 and 23 LU was suggested
to meet the preference of the most critical group.

The Digital Production Partnership in the UK has pro-
duced technical requirements that recommend a minimum
separation of 4 LU between dialog and background [26].
This figure was also reflected in Netflix guidelines as a rec-
ommended difference between dialog and effects, although
this recommendation has been withdrawn in the most re-
cent version of the Netflix guidelines [27], which make no
such recommendation on relative loudness levels.

In a study by NHK [28] the balance between foreground
speech and background was investigated using a variation
of the ITU BS.1770 loudness with smaller time constants.
It is unknown to what extent this is comparable to other
loudness values. For documentary programs, the LD chosen
by 12 mixing engineers was 9 ± 3 LU. A few samples of
musical shows and sport programs were also considered. In
these cases, LDs close to zero or even negative LDs were
chosen by the same mixing engineers.

In [7] expert and non-expert listeners between 20 and 32
years old (median age 23) could set their preferred LD by
means of the Adjustment/Satisfaction Test (A/ST). Among
the test signals no VoV was present. Most of the preferred
LDs were between 0 and 13 LU, with an average of 7 LU.

Finally, in [29], the preferred speech-to-background ra-
tios, as well as the ratios that allow participants to only
just understand everything in a sentence, were investigated
and predicted by means of an objective intelligibility mea-
sure: the Binaural Distortion-Weighted Glimpse Proportion
(BiDWGP). Results were given as energy ratios in dB in-
stead of LU and could not be directly compared with the
other reviewed works. Sec. 3.3 details a repeat of the pre-
diction experiment on the new data collected in this study.

All of the research reviewed considered a static level
of the background without ducking. However, ducking is
widely used in real-world material. To the best of our knowl-
edge, this work is the first study investigating desirable LDs
during ducking. As a note, numerous publications have
analyzed music mixing preferences, which are much bet-
ter documented than those for broadcasting. The interested
reader is referred to [30, 31] and references therein.

2 COMMONLY USED LDS DURING DUCKING

In this section, the intention was to gain an understand-
ing of existing ducking techniques in TV by analyzing real-
world content. Documentary programs were selected, as
they are a common format in TV and tend to feature exten-
sive use of ducking in the audio mix. In this type of content,
the foreground speech is commonly a narrator while the
background tends to belong to the depicted scene or create
the mood of the scene.

Twelve documentaries broadcast in the UK, Germany,
and France were considered. The documentaries were het-
erogeneous, comprising a range of production values. The
full program files were normalized to equal integrated loud-
ness. The LDs for 6 VoV, 12 Commentary over Music
(CoM), and 6 Dialog over Music (DoM) excerpts were

 VoV  CoM  DoM
5

10

15

20

LD
 [L

U
]

Common Practices

Fig. 3. Boxplot of the LDs during ducking found in 12 docu-
mentary programs broadcast in the UK, Germany, and France.
Voice-over-Voice (VoV), Commentary-over-Music (CoM), and
Dialog-over-Music (DoM) excerpts were considered.

measured while the background was ducked. Commentary
refers to speech recorded in a studio, e.g., in a sound booth,
and features professionals who speak clearly. On the other
hand, (location) dialog can be less clear than commen-
tary, as it is recorded in a less controlled environment us-
ing portable recording equipment and can include location
background sounds and non-professional speakers.

VoV, CoM, and DoM excerpts were manually selected
where ducking was employed and where the ducked back-
ground level was constant. For each excerpt, segments with
active foreground voice and segments without foreground
voice were isolated. The segments belonging to the same
excerpt and voice activity class were concatenated. The LD
of each excerpt was estimated as the difference between the
integrated loudness of the concatenated mix segments when
voice was active and the loudness of the background, i.e.,
the concatenated mix segments when voice was not active.
For LDs above 5 LU, this estimation was found experi-
mentally to give a mean absolute error of 0.6 LU (standard
deviation 0.7) on similar synthesized excerpts.

Measured LDs are shown in Fig. 3 by boxplots.1 Most
of the values for VoV and CoM were within the 10–15
LU range, similar to the mixes created by professionals in
[23, 25]. The lowest LDs were found for VoV, which was
surprising considering the possible informational masking.
However, the considered voice-overs were recorded by pro-
fessionals (as in CoM), which is likely to enable comfort-
able listening in spite of the lower LDs. Higher LDs were
found for DoM (14–17 LU). As location dialog can be less
clear than commentary, audio engineers are likely to choose
higher LD to compensate for this.

The usage of momentary and integrated loudness was
also compared. When using momentary loudness, the val-
ues varied less than 1 LU with respect to integrated loud-
ness. This can be explained by the short length and homo-
geneity of the analyzed excerpts.

Even though this research spanned different countries,
topics, and production values, the considered selection of

1 The ends of the boxes correspond to the 25/75% quantiles of
the data; the central bar corresponds to the median. The vertical
lines extending from the box (whiskers) indicate the minimum
and maximum points within 1.5 IQR (interquartile range).
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Fig. 4. Distribution of the mean ratings given by the participants
to the different LDs proposed in the listening test. The rating is
color-coded as explained by the upper bar.

programs is small and the values found should be corrobo-
rated in future research. Still, it is shown in the following
that the found common practices are closely related to the
results of the carried out listening test.

3 LISTENING TEST

This section describes the listening test carried out to
determine the preferred LDs during ducking in the context
of TV documentary programs. The setup is explained in
Sec. 3.1, while the results of the listening test are analyzed
in Sec. 3.2. A method to predict these results is proposed
in Sec. 3.3. Then, Sec. 4 discusses how these results relate
to the literature reviewed and the found common practices.

3.1 Listening Test Setup
Method: The test was a multiple stimuli test, where each

stimulus (or condition) had a different LD. Participants
rated their preference for each condition with a slider rang-
ing 0–100 and labeled each 20-point range: bad, poor, fair,
good, and excellent, as shown in the upper bar of Fig. 4,
i.e., the same scale as in [32] was used.

Conditions: Nine conditions were presented on one test
screen ordered based on the LD so as to simplify the task for
the participant. As the conditions being assessed were only
clearly distinct alterations in background level, randomiza-
tion was considered to needlessly complicate the test for
the participants. It is possible that some “centering bias”
was present, but it was considered more critical that the test
experiment was made simpler. The first condition featured
no ducking and its initial LDs were randomly selected be-
tween –6 and 6 LU. The following conditions had the same
background level when speech was not active but increas-
ing LDs when speech was active, i.e., ducking was applied
with increasing LDs. The last condition (with maximum
LD) corresponded to 20–28 LU. The foreground speech
had the same integrated loudness through all conditions.

Instructions: The following instructions were given to
the participants: “Imagine you are hearing the presented

Table 1. Ducking time constants used in the listening
test. The normal constants were used for half of the

items, while the AD constants were used for the other
half. For the normal case, the full release was never to

be heard in the test, so it is marked by (*).

Time Constant Normal (ms) AD (ms)

Attack 500 200
Release 500 (*) 200
Shift 500 200
Hold 1,500 0

audio pieces while watching television in your living room.
Your task is to rate these different mixes (of background
sounds and speech) based on your overall preference. This
means that you rate the mix(es) that you would personally
rather hear with the highest score.”

Background Types: The test focused on commentary
only: CoM as well as Commentary over Ambience (CoA).
The minimum LDs for CoA were between –3 and 6 LU,
i.e., these signals are examples of the special case in which
ambience is particularly loud. Usually in broadcast material
ambience has a naturally low level, resulting in high LDs.
Here, the case in which ambience also has masking potential
and ducking has to be applied was analyzed.

Test Items: The test involved 12 items (6 CoM and 6
CoA, each with the 9 different conditions). All items fea-
tured German commentary panned to the center over stereo
backgrounds. The loudness range (LRA) for the commen-
tary ranged between 3.4 and 5.2 LU (mean: 4.4 LU), while
the mean LRA was 4 LU for the full mixes. Examples
of ambience background were flowing water, street noise,
car interior, and subway hall. Music backgrounds featured
no lyrics and could be categorized as soft rock, ambience
music, and orchestral music. No accompanying video was
shown. Every item was 9 seconds long and had a sampling
frequency of 48 kHz. A training item was presented before
the 12 test items for a better understanding of the experi-
ment. This item was not considered in the results. During
the training phase, participants could modify the overall
volume to a comfortable level.

Time Constants: Table 1 shows the ducking time con-
stants applied in the test. Two sets were used. The normal
set was used for half of the CoM items and half of the CoA
items, while the AD set was used for the other half. The AD
constants were faster and ducking characteristics resembled
those commonly used for Audio Description (AD).

Participants: The test involved 11 expert listeners (be-
tween 21 and 43 years old, median age 26) and 11 non-
expert listeners (between 23 and 59 years old, median age
25) without known hearing impairments. The expert listen-
ers passed a listener-screening program, where they were
verified to not have hearing impairments and to have high
testing ability [33]. Five were professional audio engineers.
All participants had German as first language, and they were
reimbursed for taking part in the test.

Location: Two similar listening rooms with high-end
studio monitors were used. The rooms were quiet and
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Table 2. ANOVA of the preferred LDs: degrees of freedom
(d.f.), effect size η2 (given as percentage of the total variability),
and p values (if lower than 0.05, we reject the null hypothesis).

Significant effects are marked in bold.

Variable d.f. η2 (%) p

Participant 18 31.7 0.00
Item 10 15.2 0.00
Background 1 14.3 0.00
Age 1 7.1 0.00
Experience 1 5.3 0.00
Participant × Background 19 4.3 0.00
Item × Experience 10 1.3 0.24
Item × Age 10 0.9 0.58
Experience × Background 1 0.1 0.54
Age × Background 1 0.0 0.91
Age × Experience 1 0.0 0.98
Error 190 19.8

acoustically treated so as to resemble low-reverberant living
rooms.

3.2 Listening Test Results
Fig. 4 shows the distributions of the mean ratings given

by the participants for the LDs proposed in the listening
test. For each participant, bell-shaped distributions were
observed with a more or less broad peak around the pre-
ferred LD. The size of the peak (the yellow area in Fig. 4)
can be interpreted as an accepted range, where the LD is
considered good even if it is not the preferred one. Partic-
ipants had very different preferred LDs and they used the
preference scale in different ways.

The main analysis of the results was carried out on the
preferred LDs, i.e., by considering the condition(s) with
the highest score for each participant and item. In a few
cases, more than one condition was rated with the highest
score. In this case, the mean LD was taken over the two or
more preferred conditions. Focusing on the preferred LDs
normalizes the differences in the use of the rating scale.

A nested ANOVA with five factors was carried out on
the preferred LDs, as reported in Table 2. The factors are:
item, background type (CoM or CoA), participant, partici-
pant age, and participant experience (i.e., if the participant
is expert or non-expert). Item is nested inside background
type. Participant is nested inside age as well as experience.
Item and background are fixed factors, as they have fixed
characteristics that can be used in a new experiment. Par-
ticipant, age, and experience are random factors, as they
are samples randomly taken from the relevant population,
on which we would like to generalize.

Age describes two groups created by taking the partici-
pants’ median age as threshold, which is 26 years. The first
group comprises 14 participants with median age 24. The
second group comprises 8 participants with median age 34.

The five factors are statistically significant. The factor
participant alone explains 31.7% of the total variability in
the data, confirming that personal taste plays a fundamental
role. As expected, item and background are significant fac-
tors, accounting together for 29.5% of the total variability.
Age explains 7.1% of the variability, although no hearing-

CoM CoA All
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U
]

Listening Test: Preferred LDs

CoM CoA All
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40Fair
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80

Excellent100
Corresponding Rating

Non-expert (11)
Expert (11)

Fig. 5. The upper subplot depicts 95% confidence intervals
overlapping boxplots of the preferred LDs by background type
and experience. For each background type, non-experts are shown
on the left and experts on the right. The lower subplot shows the
ratings corresponding to the preferred LDs.

impaired listeners were considered. Experience is also sta-
tistically significant, accounting for 5.3% of the variability.
Experience is particularly interesting in our application,
as TV mixes are created by experts to be consumed by
non-experts. The only significant two-way interaction is
between participant and background.

An ANOVA including the factor time constants (normal
or AD) was also carried out. This factor was not found to
explain significant variations in the preferred LDs. Hence,
it was not included in the presented ANOVA or the follow-
ing analysis of the results. Nevertheless, it is known from
practical experience that ducking time constants are impor-
tant for enjoyment and acceptance of an audio mix. Future
research should study this aspect in more detail.

The upper subplot of Fig. 5 shows 95% confidence in-
tervals and boxplots depicting the preferred LDs. The sta-
tistically significant difference between non-expert and ex-
pert listeners can be observed. Non-experts preferred higher
LDs with interquartile values ranging from 6.5 to 15.4 LU
for CoM and from 11 to 20 for CoA. On average, the mea-
sured difference in preferred LDs between experts and non-
experts was equal to 4 LU, which supports BBC guidance
of reducing music level by 4 dB [21, 22].

The lower subplot of Fig. 5 depicts the ratings corre-
sponding to the preferred LDs. All the ratings lie in the
“excellent” and “good” ranges with only one exception
(rating 30). This exception is due to an expert participant
who complained about the fact that the background did not
have much to do with what was being said in that item.

In addition to analyzing preferred LDs, the range com-
prising the LDs rated above 60 points (i.e., in the excellent
and good ranges) and no more than 10 points below the pre-
ferred LD was considered. This range is referred to as the
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Fig. 6. Boxplots of the relative limit values of the good range.
This range includes the LDs rated above 60 and no more than 10
points below the preferred LD for each item and participant.

good range. Its limit values (relative to the preferred LD for
each item and participant) are shown in Fig. 6. They give a
picture of the freedom that an audio engineer would have
in order to meet the participant preference. The interquar-
tile ranges suggest that a ± 3 LU around the preferred LD
would still be well received.

Finally, Fig. 7 shows the preferences for each item. These
are also matched with a computational method, as discussed
in the following.

3.3 Automatic Prediction of the Per-Item LDs
The work [29] investigated the speech-to-background ra-

tios (SBRs) that allow participants to only just understand
everything in a sentence, and a ratio resulting in BiDWGP
= 0.5 was shown to match the minimum level of full in-
telligibility. In a second test, participants were asked to
select SBRs that resulted in the speech content being intel-
ligible enough and the background sound providing good
atmosphere to the scene. In other words, the participants
completed a task similar to the task in our listening test, but
the instructions were different (ours focused on the overall
preference). The average selected SBRs were successfully
matched with a computational method by adding an offset
of 5.5 dB to the SBRs corresponding to BiDWGP = 0.5.
The SBRs selected by the test participants ranged from –6
to 4 dB, i.e., they selected ratios where the speech has a level
comparable or even lower than the level of the background.
Even if these SBRs are not directly comparable with our
results because of the measurement unit mismatch (SBRs

in dB and LDs in LU), these SBRs seem to be clearly lower
than the preferences recorded in our test and the previous
works (Fig. 2). This is possibly explained by the different
formulation of the task given to the participants. It is there-
fore not surprising that BiDWGP = 0.5 with an offset of
5.5 dB underestimates the preferred LDs found in our lis-
tening test.

Fig. 7 depicts the LDs corresponding to BiDWGP = 0.5
(shown by the purple solid line), which were computed con-
sidering only the signal portions for which the background
was ducked. It can be clearly observed that all the preferred
LDs are above BiDWGP = 0.5, suggesting that speech was
fully intelligible in all cases. On our data, using an off-
set of 17.7 LU minimizes the mean absolute error (MAE)
between the predictions and the median non-experts’ pref-
erences. The resulting MAE is 1.97 LU, standard deviation
is 2.50 LU, and maximum error is 4.68 LU (observed for
item M2).

4 DISCUSSION

Fig. 8 summarizes the LD values presented so far and
discussed in the following, where our recommendations are
also introduced. Our results show that non-expert listeners
(such as consumers) prefer LDs that are, on average, 4
LU higher than the levels preferred by experts (a category
that would include mix creators). This supports the rule of
thumb suggested by the BBC to audio engineers on using
LDs that are 4 LU higher than the ones they prefer [21, 22].
A similar difference was documented in [25].

In trying to standardize LD values, German public broad-
casters recommend at least 7 LU in general and at least 16
LU for VoV [23]. This research, however, indicates that it
is common practice to use similar LDs for VoV and CoM,
i.e., between 10 and 15 LU. Higher LDs are found only
for DoM (14–17 LU), probably due to the typically lower
intelligibility of location dialog.

Preferred LDs as low as 0 LU were found for expert and
non-expert listeners in [7], where the median age is 23. The
particularly low age of the participants might explain the
difference to other reviewed works. These lower values are
not recommended for the default TV mix but can be made
available via the personalization offered by object-based
systems, such as MPEG-H Audio.

M1 M2 M3 M4 M5 M6 A1 A2 A3 A4 A5 A6 All

-10

0
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20

LD
 [L

U
]

Listening Test: Preferred and Predicted LD by Item
Non-expert
Expert
BiDWGP=0.5
[BiDWGP=0.5] + 5.5 LU
[BiDWGP=0.5] + 17.7 LU

Fig. 7. Boxplots of the preferred LDs by item and experience. Items featuring CoM have IDs starting with M, while IDs start with
A for CoA items. The median LDs preferred by non-experts are predicted based on the full intelligibility requirement suggested by
BiDWGP =0.5. Using an offset of 17.7 LU minimizes the mean absolute error (MAE =1.97 LU, standard deviation =2.50 LU).
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Fig. 8. Integrated Loudness Difference (LD) between foreground speech and background for the default mix in TV audio. Visual
summary of the literature review (as in Fig. 2), common practices found in TV documentaries (as in Fig. 3), results from the preference
listening test (as in Fig. 5), and final recommendations for Commentary over Music (CoM) and Commentary over Ambience (CoA).

A recommendation on the LD for the default mix has
to take into consideration the preference of non-expert par-
ticipants, as they are a closer representation of the audio
mix consumers. Our listening test showed that non-experts
prefer 6.5–15.4 LU for CoM and 11–20 for CoA. It also
indicates that participants found a range of ±3 LU around
the preferred LD acceptable. These are large ranges, but a
recommendation can be made by suggesting at least the
median values, i.e., trying to meet the preference of the half
of the population that prefers higher LDs. Satisfying the
higher half of the population as well would make the values
closer to those that would be needed in suboptimal listening
conditions or for hearing-impaired listeners.

Hence, as shown in the rightmost part of Fig. 8, we
recommend at least 10 LU for CoM. Higher LDs need
to be adopted for DoM. For CoA, at least 15 LU can be
recommended. Esthetically pleasing upper limits can be
considered 15 LU for CoM and 20 LU for CoA (i.e., the
75% quartile the non-expert participants’ preferences). The
range 10–15 LU for CoM was also observed to be com-
monly used in the real-world programs analyzed.

Finally, we found a good match between the intelligibility
measure BiDWGP and the median preferred LD for each
item. This shows that (BiDWGP = 0.5) + 17.7 LU is a
promising computational method to predict the LD for one
item. The offset 17.7 LU best fits the recorded LDs and it is
more coherent with levels found in the literature. However,
this deviates by 12.2 LU from the offset originally proposed
in [29] and should be validated in future works.

The values discussed in this paper are for background
signals with characteristics that do not vary largely over
time. There may be cases and signals where the optimal
LD could deviate significantly from the recommended val-
ues. In these cases, the know-how of an experienced audio
engineer is irreplaceable.

5 CONCLUSION

Ducking is a technique that facilitates speech intelligi-
bility while allowing the background to fulfill its purpose,
e.g., to create ambience, set the mood, or convey semantic
cues. Although it is extensively used in TV audio, optimal
values for its parameters are not documented in the litera-
ture. This work filled this void by focusing on the integrated

Loudness Difference (LD) between foreground speech and
background during ducking. This was done by analyzing
common practices found in a sample of TV documentaries
and carrying out a listening test on the LDs preferred by 22
normal-hearing participants. Findings were compared with
related works.

Results clearly showed that only the personalization of-
fered by object-based audio technologies such as MPEG-H
Audio can meet the preferences of all people. Nevertheless,
a default mix is needed that satisfies as many people as
possible. For a default mix that is esthetically pleasing and
has clear speech, we recommend an LD of at least 10 LU
for Commentary over Music (CoM) and 15 LU for Com-
mentary over Ambience (CoA). Higher LDs should be used
for location dialog.

Moreover, we found a good match between an objective
intelligibility measure and the median preferred LD for
each item. This seems to be a promising way to automate
the creation of the default mix.

We believe that the know-how of an experienced audio
engineer is irreplaceable, but it should be kept in mind
that non-experts (such as the audio consumers) prefer LDs
that are, on average, 4 LU higher than those preferred by
expert listeners (such as the mix creators). This difference
may be even higher when considering sub-optimal listening
conditions. Future works should include participants with
higher age and age-related hearing impairment. More items,
background types, and reproduction configurations should
also be studied. In addition, only the LD was investigated,
which is the main parameter of ducking but not the only
one. Other parameters (e.g., ducking time constants) should
be analyzed in more detail in future works.
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