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Abstract

The number of endangered species has been increased due to shifts in the agri-
cultural production, climate change, and poor urban planning. This lead to
investigating new methods to address the problem of plant species identifi-
cation/classification. In this paper, a plant identification approach using 2D
digital leaves images was proposed. The approach used two features extrac-
tion methods based on one-dimensional (1D) and two-dimensional (2D) and the
Bagging classifier. For the 1D-based methods, Principal Component Analysis
(PCA), Direct Linear Discriminant Analysis (DLDA), and PCA+LDA tech-
niques were applied, while 2DPCA and 2DLDA algorithms were used for the
2D-based method. To classify the extracted features in both methods, the Bag-
ging classifier, with the decision tree as a weak learner was used. The five
variants, i.e. PCA, PCA+LDA, DLDA, 2DPCA, and 2DLDA, of the approach
were tested using the Flavia public dataset which consists of 1907 colored leaves
images. The accuracy of these variants was evaluated and the results showed
that the 2DPCA and 2DLDA methods were much better than using the PCA,
PCA+LDA, and DLDA. Furthermore, it was found that the 2DLDA method
was the best one and the increase of the weak learners of the Bagging classifier
yielded a better classification accuracy. Also, a comparison with the most re-
lated work showed that our approach achieved better accuracy under the same
dataset and same experimental setup.

Keywords: Plant Identification, Principal Component Analysis, Linear

April 30, 2016



21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

a2

a3

44

a5

46

Discriminant Analysis (LDA), Bagging classifier, weak learners, 2DLDA,
2DPCA, Direct-LDA, Leaf Image, Leaves Images, Small Sample Size (SSS),
PCA+LDA

1. Introduction

Plants are a vital element of the Earth’s ecology system. They maintain a
healthy breathable atmosphere. Almost the entire oxygen, needed for humans
and other animals breathe, are produced by plants, thus without plants, there
is no life on the earth (Gaber et al., 2015; Chaki et al., 2016). In addition,
plants can be used as an alternative energy source, e.g., bio-fuel (Chaki and
Parekh, 2012). There are various species of plants which are subject to the
danger of extinction. Saving endangered species of these plants from becoming
extinct and protecting their wild places is important for our health and the
future of our children. The impact of biodiversity loss may lead to fewer new
medicines, greater vulnerability to natural disasters and greater effects from
global warming. Therefore, there is a need for protecting plants and classifying
them into different species. For this purpose, plant identification techniques
have become a hot area of research.

Traditional plant identification can be achieved by a manual matching of
the plant’s characteristics including leaves, fruits, flowers, and stem, against
an atlas. Such identification requires extensive knowledge and it makes use of
complex terminology in a way that even a professional botanist needs to spend
much time in a field to achieve plant identification. The plant identification
could be automatically achieved through using the plants’ features that are ex-
tracted from their images and then these features can be classified using various
classifier techniques such as, Neuro-Fuzzy Classifier (Chaki et al., 2016), Sup-
port Vector Machine (SVM) (Arun Priya et al., 2012a), etc. Since some plants’
flowers and fruits are seasonal and their colors are changed according to the
season, the leaves are more suitable to identify plants than flowers and fruits.

Hence, the majority of the existing computer-based plant identification has used
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the leaves of plants (Chaki and Parekh, 2012; Chaki et al., 2015, 2016). The
automatic plant identification based on information technology is a very vital
task for different parties: agriculture, pharmacological, forestry science. Auto-
matic plant identification process will achieve fast, cheap, and accurate systems,
which provide a great help to medicine, industry, and foodstuff production, as
well as to biologists, chemists, and environmentalists.

This paper describes an approach addressing the plant identification prob-
lem by using features that are extracted from digital images of plant leaves as it
is a low-cost and convenient way to get leaf images dataset. The approach used
two features extraction techniques (one-dimensional (1D) and two-dimensional
(2D) based) with the Bagging classifier. For the 1D-based techniques, PCA,
PCA+LDA, and Direct-LDA techniques were applied, while 2DPCA and 2DLDA
algorithms were used for the 2D-based method. To classify the extracted fea-
tures in both methods, the Bagging classifier, with the decision tree as a weak
learner was used.

The rest of the paper is organized as follows; Section (2) summarizes the
related work of the plant identification based on machine learning. Section (3)
highlights the feature extraction methods and the classifier used in the design
of the proposed approach which is presented in Section (4). The experimental
results are reported in Section (5) while the results’ discussion and the conclusion

are presented in Section (6) and Section (7), respectively.

2. Related Works

There are a number of plant identification approaches that used digital im-
ages (Valliammal and Geethalakshmi, 2011; Arora et al., 2012; Arun Priya et al.,
2012b; Satti et al., 2013). Satti et al. classified plant leaves based on 2D im-
ages. They used Flavia image dataset and applied many preprocessing steps on
the leaf images (Satti et al., 2013). Their approach achieved accuracy 85.9%
and 93.3% using k-Nearest Neighbour (k-NN) and Artificial Neural Networks
(ANN) classifiers, respectively. Arora et al. applied the Speed Up Robust Fea-
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tures (SURF) to extract the features from leaf images and then used the Random
Forest (RF) classifier and tested their approach using Plant Leaves II dataset
(Arora et al., 2012). In another research, Caglayan et al. utilized color and
shape features to classify 32 different kinds of plants. They used SVM, k-NN,
RF, and Naive Bayes (NB) classifiers and the RF classifier achieved the best
accuracy (96%) (Caglayan et al., 2013). Arun et al. transformed the leaf images
into grayscale and applied boundary enhancement operations (Arun Priya et al.,
2012b). They then used the PCA to extract features and then used SVM and
k-NN for classification. They used Flavia dataset and achieved the accuracy of
78% to 81.3% using k-NN classifier.

Valliamma et al. proposed identification approach for flower images dataset
(Valliammal and Geethalakshmi, 2011). They applied Preferential Image Seg-
mentation (PIS) and other enhancement operations to the images. They then
used the image thresholding to obtain some features and then used the prob-
abilistic curve for classification. They used a dataset of 500 flowers images.
In another research, Uluturk and Uger converted the plant leaf images into
grayscale, the region of interest was segmented and the features were extracted
(Uluturk and Ugur, 2012). Probabilistic Neural Networks (PNN) classifier was
then used of Flavia dataset and the classification rate was 92.5%.

Recently, Chaki et al., proposed a plant recognition approach using both of
texture and shape features (Chaki et al., 2015). The texture features were ex-
tracted by Gray Level Co-occurrence Matrix (GLCM) and Gabor filter while the
shape features were extracted using the curvelet transform coefficients and the
invariant moments. This approach was tested using two neural-based classifiers:
a feed-forward back-propagation Multi-Layered Perceptron (MLP) and a Neuro-
Fuzzy Classifier (NFC) to classify 31 plant species of leaves images. In another
study, (Chaki et al., 2016) proposed another approach based on ridge filter and
curvelet transform with a Neuro-Fuzzy classifier. The classification accuracy of
almost all classes (plant species) was 100%. However, it needs preprocessing

step which imposes more CPU time.
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3. Preliminaries

In this section, the background of the PCA and LDA methods are introduced.
Moreover, the details of how to use both methods in vector or matrix form are

explained below.

3.1. Feature Extraction Method

The aim of the feature extraction step is to transform the objects’ proper-
ties into numeric values. There are many types of features for an image such as
shape, texture, and color features. The shape features are used to describe the
shape of the image or the Region of Interest (ROI) while the texture features
describe the texture analysis of the image. The texture features methods are
generally classified into two methods: sparse method and dense method. In
the sparse method, the interest points are first detected and then a local patch
around these points is constructed, and finally, invariant features are extracted.
Scale Invariant Feature Transformation (SIFT) is one of the most common al-
gorithms in the sparse descriptor method (Lowe, 1999; Tharwat et al., 2015). In
the dense method, the local features are extracted from each pixel over the input
image. Local Binary Patterns (LBP) is one of the most common algorithms in
dense method (Ojala et al., 2002; Tharwat et al., 2014b). The color features are
widely used in image retrieval due to its robustness against image size variation
and orientation (Salvador et al., 2004). The feature extraction techniques used

in the proposed approach are highlighted below.

3.1.1. An Overview of PCA

(PCA) is one of the classical feature extraction techniques that is widely
used in the areas of pattern recognition and computer vision since Turk and
Pentland (Turk and Pentland, 1991) used it for face recognition in 1991. From
that time, PCA has been widely used in face recognition and many other pattern
recognition applications such as dimensionality reduction (Moore, 1981), face
recognition (Turk and Pentland, 1991; Yang et al., 2004), and ear recognition
(Tharwat et al., 2012).



135 The PCA is an unsupervised method that is used to search for a new space
136 (PCA space or eigen space), Wpca, which reduces the d-dimensional feature
137 vectors to k-dimensional feature vectors (where k < d).

138 Given I = {Iy,I5,...,Ip}, where I; € R? is the i*" pattern or sample, d
130 is the dimension or the number of features of I;, and M is the total number
120 of samples. PCA searches for the PCA space (Wpca) which represents the
1a1  direction of the maximum variance of the given data. The PCA space consists
12 of k orthonormal and uncorrelated Principal Components (PCs). The first step

13 of the PCA method is to calculate the covariance matrix ¥ as follows:

1

T = D x DT 1
M—_1- " 1)

M
D={dl,d2,....dy} =Y Ii—p (2)

i=1

14s  Where py = ﬁ Zi\il I; is the mean of all samples. The eigenvalues ({1, A2, ..., Aq})

15 and eigenvectors ({vi,ve,...,vq}) of ¥ are then calculated. The eigenvector

1es  with the highest eigenvalue represents the first principal component and it has
17 the maximum variance as shown in Figure 1a (Turk and Pentland, 1991; Strang,
18 2003). As shown in the figure, the first principal component (PC1) points to the

1a0  maximum variance. Algorithm (1) summarizes the steps of the PCA technique.

10 3.1.2. An Overview of LDA

151 LDA is also a well-known algorithm for feature extraction and dimensional-
152 ity reduction. LDA is widely used in different applications such as biometrics
153 (Marcialis and Roli, 2002; Tharwat et al., 2014a), bioinformatics (Wu et al.,
15 2009), and chemoinformatics (Mitchell, 2014). LDA is a supervised dimension-
155 ality reduction and feature extraction method (Galdamez et al., 2015). It finds
156 the projection space that maximizes the ratio of the between-class variance,
157 Sp, to the within-class variance, Sy, and hence guaranteeing maximum class
158 separability as shown in Figure 1b (Welling, 2005). From the figure, there are

159 two sub-spaces that can be selected to represent the LDA space. As shown, in
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Figure 1: A visualization of the PCA and LDA techniques; (a) PCA, (b) LDA.

Algorithm 1 : PCA

1:

Given a feature matrix which consists of all training samples, each sample
is represented by a single column as follows, I = [I1, Is,...,Iy] , where M

represents the total number of samples, I; represents a training sample.

2: Compute the mean of all classes (total mean) p = 77 ML

3: Subtract the mean from all training samples as follows, D; = I; — p.

4: Compute covariance matrix Cov = 7~ Zi\il D; * DY.

5: Compute eigenvectors V and eigenvalues A\ of the covariance matrix.

6: Sort eigenvectors according to their corresponding eigenvalues.

7: Select k eigenvectors that have the largest eigenvalues Wpeoy =
{v1,v2,...,vr}. The selected eigenvectors represent the projection space
of PCA (Wpca).

the bad LDA space, the two classes cannot be discriminated because the Sp

between the two classes decreased. On the other hand, in the good LDA space,

Sw

is decreased while Sp is increased and hence the two classes are perfectly

discriminated.

Assume the training samples belong to C classes. The aim of the LDA
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method is to search for the subspace, Wi, p 4, which maximizes Sg and minimizes

Sy as follows:

Wi aS8Wipa
J(w) = LA 222 3
(w) W, \SwWipa (3)
C
Sp = 3 —m) (i — w7, (4)
i=1
i 1 ¢ i T
SW = TT (Ij - /~L7,)(IJ ;u’l) ) (5)
i
c .
Sw = MZS{Z/V (6)
i=1

2, It is the mean of

where n; is the number of samples of class i, p; = ni >
class i, p = & S = i Zﬁl I! represents the global mean or the mean of
all samples, I is the j sample in the i class, M = 210:1 ni, and S§, is the
within-class matrix of the i'" class. Algorithm (2) summarizes the steps of the
LDA technique.

In practice, Sy is always singular, this is the so-called singularity, Small
Sample Size (SSS), or under-sampled problem. This problem is common in LDA
technique and it results from high-dimensional pattern classification applications
or a small number of training samples available for each class compared with the
dimensionality of the sample space (Lu et al., 2005; Ye and Xiong, 2006). The
SSS problem occurs when the Sy is singular®. The upper bound of the rank®
of Sy is M — C, while the dimension of Sy is d x d (Lu et al., 2005; Feng and
Wu, 2014). Thus, in most cases d >> M — C which leads to SSS problem. For

example, in face recognition applications, the size of the face image may reach

2 A matrix is singular if it is square, does not have a matrix inverse, and/or its determinant

is zero; hence not all columns and rows are independent (Strang, 2003).
3The rank of the matrix represents the number of linearly independent rows or columns

(Strang, 2003).
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to 100 x 100 = 10000 pixels, which represent high-dimensional features and it
leads to a singularity problem.

There are two common solutions to SSS problem. The first solution is to
use a non-singular intermediate, e.g. PCA space, to reduce the dimension of
the original data to be equal to the rank of Sy, hence Sy becomes full-rank
and Sy can be inverted. The second solution is to remove the null-space of Sp
which contains no useful information for recognition by diagonalizing Sp and

then diagonalizing Syy. These two solutions were used in this paper.

Algorithm 2 : Linear Discriminant Analysis (LDA)

1: Given a set of M samples [I;],, each of which is represented as a column
as follows, I = [I1, I, ..., 1] and each sample is represented by d features.

2: Compute the mean of each class, p;, and the total mean of all samples, p.

3: Compute within-class scatter matrix, Sy, as in Equations (5 and 6) and
the between-class scatter matrix Sp as in Equation (4).

4: Calculate the eigenvalues (\) and eigenvectors (V) of Sy, Sp as follows:
SpV = SwVA (7)

5: Sort the eigenvectors in descending order according to their corresponding
eigenvalues, then use the first, k, eigenvectors as a lower dimensional space

(Wrpa).

3.1.8. One-Dimensional Feature Extraction Technique:

The classical PCA (i.e. 1DPCA) and LDA (i.e. IDLDA) use one-dimensional /vector

form to calculate projection spaces as shown in Figure 2. In both methods, a
two-dimensional image (I;(r X ¢), Vi =1,2,..., M) is first converted into one
feature vector (column or row), where r and ¢ represent the number of rows
and columns of the image, respectively. All the feature vectors are then con-
catenated to form a feature matrix (I = {I1,Is,...,I5}), where M refers to
the total number of images. The PCA and LDA spaces, Wpca and Wrpa, of

this matrix (I) can be calculated. The features are then extracted by project-



10 ing the feature matrix on the calculated spaces as follow, Y = WTI, where W

190 represents the lower dimensional space (i.e. PCA or LDA) (see Figure 3a).
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Figure 2: Visualized steps to calculate a projection space of one-dimensional PCA and LDA

(1DPCA and 1DLDA) methods.

VAVAREVA

R

Eigenvectors

10



200

201

202

203

209

210

211

Vector representation may lead to a high-dimensional data. Hence, it is dif-
ficult to calculate the covariance matrix in PCA due to its large size. Moreover,
the high-dimensional data leads to SSS problem in LDA. These two problems
can be solved using the two-dimensional methods, i.e. 2DPCA and 2DLDA.
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Figure 3: A visualization of the projection of one-dimensional and two-dimensional methods;

(a) one-dimensional method, (b) two-dimensional method.

3.1.4. Two-Dimensional Feature Extraction Techniques

The spaces of the PCA and LDA techniques can be calculated in two-
dimensional /matrix form, i.e. 2DPCA and 2DLDA, as shown in Figure 4.
Hence, there is no need for the step of converting each image into one vec-
tor prior to feature extraction step which saves more computational time. As in
one-dimensional technique, the PCA and LDA spaces, Wpca and Wypa, are
calculated and the features are then extracted by projecting the feature matrix

on the calculated spaces as follows, Y = WTT (see Figure 3b).

11
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3.1.4.1. Two Dimensional PCA (2DPCA). The aim of the 2DPCA method is
to find the PCA space, Wpc 4, to project the two-dimensional image (I; € R"*€)
as follows, Y; = Wk, ,I;, where Y; is the projected feature vector of the image
I;. First, the M two-dimensional images are used to calculate the covariance
matrix (X € R¢*¢) as in Equation (8). The eigenvalues and eigenvectors of ¥
are then calculated and %k optimal eigenvectors, i.e. projection axes, are selected.
In other words, the 2DPCA method then searches for the PCA space Wpca =
{v1,v2,...,v;} which maximizes the variance as in classical PCA, where v; is
the i*" principal component and k is the number of selected eigenvectors that
represent the PCA space. This projection space is used for feature extraction of
the image as follows, Y; = WgcAIi: where Y; € R"** represents the projected
feature vectors, i.e. feature matrix or feature image, of the image I; (Yang et al.,

2004).

1 X .
> = gy w0 ®)

where p is the mean of all training images, M is the number of training images,

and I; represents the 4" training image.

3.1.4.2. Two Dimensional LDA (2DLDA). The aim of the 2DLDA method is
to find the LDA space, Wrpa, to extract the features by projecting the two-
dimensional image on the LDA space using Y; = Wi, ,I;. Assume I; represents
one image and M two-dimensional images are used to calculate within-class
matrix (Sy ) and between-class variance (Sg). The eigenvalues and eigenvectors
of SV_VlSB are then calculated and & optimal eigenvectors are selected to form
the LDA space, i.e. Fisher projection matrix using Wrypa = {vi,ve,..., 0%}
which maximizes the ratio between Sp and Sy as in classical LDA, where v; is

the it" eigenvector.

3.2. The Bagging Classifier

The Bagging classifier is one of the ensemble classifiers creating its ensemble

by training different classifiers or weak learners on a random distribution of

12



239

240

241

Training Images

Mean
(MER™)

((-M) ERe)

I4
| = Rrxc
LDA PCA
Between- Within- Covariance
Class Class Matrix (=)
Matrix (SB) Matrix (SW)
(cxc) (cxc) (cxc)
WTSW
J=—
\ WTS, W /

{
Calculating Eigenvalues and
Eigenvectors

Largest k
Eigenvalues

k Selected
Eigenvectors

|

Projection
Space

ka)

Sorted
Eigenvalues

T

|90 VU W A

Eigenvectors

-

/

13

Figure 4: Visualized steps to calculate a projection space of two-dimensional PCA and LDA

(2DPCA and 2DLDA) methods.

a training dataset. A weak learner is a simple, fast, and easy to implement

classifier such as single level decision tree or simple neural networks (Kuncheva,
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Generally, as given in Algorithm (3), a Bagging classifier consists of two
phases: training and testing. In the training phase, for each iteration, ¢, a
number of training samples are selected randomly (S;), and these samples are
used to train one weak learner (Cy) as shown in Figure 5. In the testing phase, all
the weak learners are used to classify an unknown sample (Iies;). The outputs
of all weak learners are combined using majority voting method to determine

the final decision (Kuncheva, 2014).

Algorithm 3 Bagging Classifier Algorithm

1: Given a training set I = (I1,y1), ..., ({am, yar ), where y; represents the label
of samples I; € I and M denotes the total number of samples in the training
set.

2: while (¢t <T) do

3:  Select a sample S; from I.

4:  Use S; to train the current weak learner C.

5: end while

6: Given new test pattern Ijeq.

7: Classify ;.5 using all weak learners.

8: Combine the outputs of all weak learners to determine the final prediction.

4. Proposed Approaches

The proposed plant identification approach consists of two phases. In the
first phase, two main feature extraction methods (1D-based and 2D-based) were
used. In the 1D-based feature extraction method, 1IDPCA, Direct LDA (DLDA),
and (PCA+LDA) techniques were used while in the 2D-based method, 2DPCA
and 2DLDA were applied for the feature extraction step. For the identification,
in both techniques, the Bagging classifier was used to identify the type of the
unknown leave image as shown in Figure 5. As shown in Figure 5, the proposed

model has two main phases: training and testing phases.

14
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4.1. Training Phase

In the training phase, M images (I},) were used to train the proposed
model. In the 1D-based method, each image was first transformed into one
vector and then all training images’ vectors were combined into a matrix, I =
[I1, I3, ..., Ip] (see Figure 2). In the 2D-based method, the training image was
not changed but represented as 2D matrix as seen in Figure 4. The PCA or LDA
spaces, W, of I were then constructed. The features were then extracted from
all training images by projecting the images on the space. These features were
used to train the Bagging model. The steps of the training phase are explained
in detail in Algorithm (4).

Algorithm 4 : Training Phase

1: Read the training images.

2: if (1D-based method) then

3:  Convert all images I;(r x ¢),i =1,..., M into vectors I;((r x ¢) x 1).
4:  Combine all feature vectors into a matrix (I = [I1, 2, ..., In]).
5: else

6:  Deals with images in 2D form (i.e. matrix representation).

7. Combine all feature vectors into a matrix (I = [I1, I3, .., In]).

8: end if

9: Compute the projection space (W).

10: Project I on the projection surface (W) to obtain the features as follows,
Y =WTI.

11: Train the Bagging classifier using the extracted features, Y.

4.2. Testing Phase

In the testing phase, an unknown leave image (I;st) was tested for its plant
identification. To do so, firstly the leave features were extracted by projecting
it on the projection space, W, that was computed in the training phase, i.e.

Yiest = WTI,es:. The computed vector Yie; was classified using the Bagging

15
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273 classifier’s model that has been also built in the training phase. Detailed steps

a7a  of this phase are given in Algorithm (5)
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Algorithm 5 : Testing Phase

1: Read an unknown leave image ([iest)-

2: if (1D-based method)) then

3. Convert this image Ijoq (7 X ¢) into a vector form, Ijoq((r X ¢) x 1).

4: else

5:  Deals with the image in 2D form (i.e. matrix representation).

6: end if

7: Project the unknown 2D image on the projection space to get Yiest-

8: Match between yi.s+ with Y using the Bagging model that built during the

training phase to find the class label of the unknown image.

5. Experimental Results

To evaluate our proposed approach, the Flavia public dataset was used.
This dataset consists of 1907 colored leaves images with size (1600 x 1200)
and collected from 33 different species. The selected images are in different
orientations, illumination, and quality. In this paper, all colored images were
converted into grey scale images as shown in Figure 5. Next, all images were
resized to be 400 x 300 to reduce the computational time. Figure 6 shows
different samples from the dataset.

Four scenarios were designed to evaluate the performance and accuracy of the
proposed model (using 1IDPCA, PCA+LDA, DLDA, 2DPCA, and 2DLDA). In
these scenarios, the Bagging classifier ensemble, with different numbers of weak
learners was used to match the unknown image with the trained images. Due
to the high dimensionality of the data, IDLDA was not suitable for the feature
extraction. The reason of this high-dimensionality of the one-dimensional form
of the image was d = 400 x 300 = 120000 and hence d >> M — C which leads to
SSS problem, where M is the total number of samples and C' is the number of
classes. To avoid this problem, PCA+LDA and Direct LDA (DLDA) methods
were used for the feature extraction in the one-dimensional method.

In the first scenario, the accuracy of the two methods (1D-based and 2D-

17
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Figure 6: Sample of different leaves’ images (one sample from each class or plant).

20a  based) was investigated through testing different percentages of training images
2es  Of each plant type, i.e. class. The training images were selected randomly from

206 the database while the remaining images, were used during the testing phase.
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207 In this scenario, the size of Bagging classifier was five. The accuracy and CPU

20s  time of this scenario are shown in Figure 7.
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Figure 7: Accuracy and CPU time of the proposed model using IDPCA, PCA+LDA, DLDA,
2DPCA, and 2DLDA with different percentages of the training images and five weak learners
of the Bagging classifier; (a) Accuracy, (b) CPU time.

200 The second scenario was designed based on the results of the first one in
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Figure 8: Accuracy and CPU time of the 2D-based method with different number of training

images and weak learners of the Bagging classifier.

which the 2D-based methods gave better results than that of the 1D-based one.
Thus, the aim of this scenario was to further understand the effect of changing
the number of training images and to evaluate the accuracy and the performance
stability over the standardize data. In this scenario, the 2DPCA and 2DLDA
were used to extract the images’ features. The Bagging classifier was then used

in many experiments at different values of its weak learners (i.e. 5, 51, and
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Figure 9: A comparison between the training and testing accuracy of 2DLDA and 2DPCA

method using different ensemble sizes.

201). In addition, the percentage of training images was ranged from 10% to
90%. The results obtained from this scenario are shown in Figure 8. Moreover,
a comparison between the training and testing accuracy of the Bagging model
is shown in Figure 9.

The third scenario was conducted to investigate the relationship between the
accuracy and the dimension of the feature vectors of the 2DPCA and 2DLDA
methods. In other words, the accuracy of the 2DPCA and 2DLDA was tested
against different numbers of eigenvectors constructing the projection space. In
this experiment, series of different dimensions were used. Moreover, 90% of the
images from each class were used to train the model, while the other images
were used to test the model. In addition, there were 51 weak learners in the
Bagging classifier. Figure 10 shows the results of this experiment.

The fourth and last scenario was conducted to compare the accuracy of the
2DLDA method when different classifiers (Bagging, k-NN, and MLP) were used.

In all experiments of this scenario, 51 weak learners were used in the Bagging
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Figure 10: Accuracy of the two-dimensional methods (2DPCA and 2DLDA) with varying

dimensions of the feature vectors; (a) Accuracy, (b) CPU Time.
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Table 1: Accuracy rate of the proposed model using Bagging, k-NN, and MLP classifiers.

Class | Bagging | k-NN | MLP | Class | Bagging | k-NN | MLP | Class | Bagging | k-NN | MLP
1 98 94 98 12 100 94 92 23 98 94 96
2 100 90 98 13 100 86 94 24 100 90 96
3 97 90 95 14 96 86 92 25 100 92 94
4 100 94 96 15 98 92 92 26 98 94 94
5 96 96 96 16 92 90 92 27 98 94 96
6 98 90 92 17 96 92 92 28 98 90 96
7 100 92 88 18 96 82 88 29 100 92 97
8 96 85 90 19 98 94 96 30 98 90 94
9 94 88 86 20 96 92 96 31 92 87 92

10 98 92 94 21 92 87 90 32 98 86 92
11 98 84 92 22 86 81 82 33 100 96 96

classifier, five nearest neighbours (k = 5) in the k-NN classifier, and 30 and
33 nodes for the hidden and output layers, respectively, in the MLP classifier.
Moreover, 90% of the images from each class were used to train the model, while
the other images were used to test the model. The accuracy of each class of this

experiment are summarized in Table 1

6. Discussion

From the results of the first scenario, shown in Figure 7, the following re-
marks can be drawn. Firstly, in terms of accuracy issues, the accuracy of all five
variants (i.e. 1IDPCA, PCA+LDA, DLDA, 2DPCA, and 2DLDA) was improved
when the number of training images was increased. This can be explained, as
reported in (Brain et al., 1999), using more training images will decrease the
variance? and hence decreases the overfitting. Secondly, the accuracy of the
2D-based methods (i.e. 2DPCA and 2DLDA) was better than that of the 1D-
based methods (i.e. 1DPCA, PCA+LDA, and DLDA). Thirdly, the 2DLDA
method achieved the best accuracy and the 1IDPCA-based one accomplished
the worst accuracy. Fourthly, DLDA method achieved accuracy better than

4The variance is the error from sensitivity to small variations in training samples
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PCA+LDA method because PCA+LDA method loses more information than
DLDA as mentioned in Section 3.1.2.

In terms of the CPU performance, from Figure 7b, it can be noticed that
the 2DPCA is the most efficient algorithm among all other methods and the
DLDA is the worst one. This can be explained as the high dimensionality of the
one-dimensional data. Mathematical interpretation of this point shows that the
size of the image covariance matrix using 2DPCA (¢ x ¢) is much smaller than
in IDPCA ((r x ¢) x (r x ¢)). As a result, less time is required to determine
the corresponding eigenvectors when the 2DPCA is used. For example, in our
case, the size of the image after resizing it was 400 x 300. Hence, to calculate
the covariance matrix of 2DPCA, it is required to multiply two matrices of
(300 x 300). But, when using the 1DPCA, all training images are converted into
one vector (1 x 120000), and the covariance matrix is computed by multiplying
two matrices (M x 120000) x (120000 x M ), where M represents the total number
of training images. Thus, 2DPCA method takes CPU time much lower than
1DPCA method. Similarly, 2DLDA involves the eigen-decomposition of matrix
Sw and Sp which have dimensions much smaller than in 1IDLDA method. This
reduction dramatically reduces the computational time and memory space of
2DLDA method (Ye et al., 2004). Moreover, in 1DLDA, Sy is singular in most
cases because the dimension of the samples is greater than the number of samples
in each class. However, 2DLDA overcome this problem efficiently because the
rank of any training image is equal to min(r,c). Hence, the rank of Sy is less
than or equal to (M — C).min(r,c) (Li and Yuan, 2005). Thus, in 2DLDA, Sy
is nonsingular when Equation (9) is true. In real practical problems, Equation
(9) is always satisfied. Thus, Sy is always nonsingular, hence, SSS problem can

be solved using 2DLDA (Li and Yuan, 2005).

C
>
M>C + ) 9)

From Figure 8 the following remarks can be noticed. Firstly, the higher

number of iterations of Bagging classifier used, the better classification accuracy
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achieved. However, this was accomplished on the cost of taking more CPU time
(see Figure 8b). Secondly, the 2DLDA method achieved identification accuracy
better than that of the 2DPCA method, but this was also accomplished with
more CPU time. This is because of LDA searches in the space that extracts the
most discriminative features, while the PCA searches in the space that extracts
the data with the high variance. Thirdly, increasing the ensemble size led to the
complexity of the bagging model and hence took more CPU time and may lead to
the overfitting problem. Figure 9 shows a comparison between the training and
testing accuracy. In this figure, the training accuracy of 2DLDA and 2DPCA
methods was increased till it reached to an extent at which it remained constant.
On the other hand, the testing accuracy was increased when the ensemble size
was increased till it reached to an extent after which it reduced again. As shown
in the figure, the best ensemble size was approximately 201.

From Figure 10a, two remarks can be noticed. First, the accuracy of the
2DPCA and 2DLDA methods is proportional with the number of eigenvectors.
Second, a major change (about 60%) in the accuracy achieved when the percent-
age of the eigenvectors was increased from 20% to 40%. But, a minor change
(about 5%) in the accuracy achieved when the percentage of the accuracy ranged
from 40% to 100 %. This means that the most discriminative feature are con-
centrated nearly in the first half of the eigenvectors. In terms of CPU time and
from Figure 10b, it is clear the computational time of the 2DPCA and 2DLDA
methods increased when more eigenvectors were used to construct the PCA or
LDA space.

From Table 1, two remarks can be seen. First, the Bagging classifier achieved
the best accuracy rate (97.15%), while MLP and k-NN classifiers achieved
93.15% and 90.18%, respectively. The accuracy of the classes was ranged from
86% to 100% when Bagging classifier was used.

To further evaluate our proposed approach (2DPCA and 2DLDA which gave
the best results), a comparison was conducted with some state-of-the-art ap-
proaches which used different feature extraction methods and classifiers for the

same dataset. The results of this comparison are shown in Table 2. From this
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Table 2: A comparison between our proposed plant identification method and some of state-of-

the-art methods in terms of, classification accuracy, size of database images, feature extraction

methods.
Feature Extraction Classification Database
Author Results
Method Method Images
Digital Morphological k-NN 5 classes k-NN (78%
(Arun Priya et al., 2012b) e TPROTOB! ? (78%)
Features (DMFs) + PCA SVM (331 images) | SVM (94.5%)
E-NN k-NN (94.2%)
SVM 32 classes SVM (92.9%)
(Caglayan et al., 2013) Color+Shape
NB (1897 images) | NB (88.95%)
RF RF (96.32%)
. k-NN 33 classes k-NN (85.9%)
(Satti et al., 2013) Color+Shape
ANN (1907 images) | ANN (93.3%)
. NFC 31 classes NFC (81.6%)
(Chaki et al., 2015) Texture+Shape
MLP (930 images) | MLP (87.1%)
B 30 class B
(Chaki et al., 2016) Shape-+ Texture (statistical) | NFC NFC (97%)
(600 images)
1DPCA (72%)
1DPCA, DLDA, PCA+LDA (77%)
X 33 classes
Proposed Model PCA+LDA, 2DPCA, Bagging DLDA (82%)
(1907 images)
2DLDA 2DPCA (93.5%)
9DLDA (97.12%)

table, the following remarks can be drawn. Firstly, although the proposed ap-
proach and the one proposed by Satti et al. used all the classes of the Flavia
dataset (i.e, 33 classes), while the other approaches excluded some classes, our
proposed approach achieved the highest accuracy (97.12%). Secondly, Chaki et
al. also achieved high accuracy at (97%), but they used only 30 classes and
600 images while in our approach 33 classes and 1907 images were used in all
experiments.

As a general remark, from Figure 7 and Figure 8, it can be noticed that
the accuracy of the proposed approach with its variants is proportional to the
number of training images and the best accuracy is achieved when 90% of the

training images is used.
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7. Conclusion

This paper presented a plant identification approach based on their 2D leaves
images. The approach consists of two main phases: feature extraction and clas-
sification. In the first phase, five algorithms (1IDPCA, 1DLDA, Direct-LDA,
PCA+LDA, 2DPCA, and 2DLDA) were applied to extract the leaves features.
In the second phase, the Bagging classifier was employed to test which fea-
ture extraction technique could give the best accuracy and performance. The
five variants of the proposed approach were evaluated using all leave images of
Flavia dataset. The evaluation results showed the variants used the 2DPCA and
2DLDA were much better than the ones used the PCA, PCA+LDA, and Direct-
LDA. It also was found that the 2DLDA-based method was the best one. In
addition, experiments conducted for the Bagging classifier parameter (the size
of the weak learners) proved that the classification accuracy increased when this
parameter increased. Moreover, the results showed that the classification accu-
racy of the 2DPCA and 2DLDA methods was proportional with the number of
the selected eigenvectors and the highest accuracy was (97.12%) and achieved
using 2DLDA. Last but not least, a comparison with the most related work
showed that our approach achieved better accuracy under the same dataset and
same experimental setup. In the future work, deep learning techniques will be

investigated for plant identification using the same leaves’ dataset.
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