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ABSTRACT 

The Immersive Accessibility Project (ImAc) explores how accessibility services can be integrated 
with 360o video as well as new methods for enabling universal access to immersive content. ImAc is 
focused on inclusivity and addresses the needs of all users, including those with sensory or learning 
disabilities, of all ages and considers language and user preferences. The project focuses on moving 
away from the constraints of existing technologies and explores new methods for creating a 
personal experience for each consumer. It is not good enough to simply retrofit subtitles into 
immersive content: this paper attempts to disrupt the industry with new and often controversial 
methods. 

This paper provides an overview of the ImAc project and proposes guiding methods for 
subtitling in immersive environments. We discuss the current state-of-the-art for subtitling in 
immersive environments and the rendering of subtitles in the user interface within the ImAc 
project. We then discuss new experimental rendering modes that have been implemented 
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including a responsive subtitle approach, which dynamically re-blocks subtitles to fit the available 
space and explore alternative rendering techniques where the subtitles are attached to the scene. 
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1 Introduction 

ImAc seeks to create new open source tools for the content industry i.e., broadcasters, to create 
immersive and personalised sign language, enhanced audio description and subtitling services for 
360o content. The project consortium brings together nine organisations that offer a wealth of 
interdisciplinary skills for the project and understanding of the subtitling workflow from 
conceptualisation through to publication. The consortium has gathered the trend-setters from the 
accessible media community (broadcasters, research institutions, universities and end user 
associations) with an intersectional approach. 

Accessibility is often only considered after a technology has matured to meet the demand of the 
mass market, resulting in a significant barrier to around 80 million disabled citizens across Europe. 
The number of people affected is increasing, as the ageing process is a demographic trend: Europe's 
population is getting older. The total population in the EU is projected to increase from 511 million 
in 2016 to 520 million in 2070, an increase by 1.8%. However, the old-age dependency ratio (people 
aged 65 and above relative to those aged 15 to 64) in the EU is projected to increase by 21.6 
percentage points, from 29.6% in 2016 to 51.2% in 2070 [1]. 

There is increasing pressure on broadcasters to provide access services particularly as 
discrimination on the ground of disability is prohibited against by the UN Convention on the 
Rights of Persons with Disabilities [2]. Many citizens with hearing impairments rely on subtitles to 
understand the content, and at the same time there is also a large proportion and increasing 
number of users who choose to consume videos without the sound turned on - for example 85% of 
Facebook videos are watched on mute [3]. Subtitles have been shown to improve comprehension 
[4], making content available from foreign or non-native languages and studies have also shown 
that consumers are more likely to watch a video all the way through if they are using subtitles [5]. 
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Subtitling online content also provides a source of metadata, which can be used in indexing for 
searching and classification. 

Modern Teletext subtitles first appeared on BBC Television in 1979 and live subtitles were first 
produced in 1984. Despite the move towards digital television and online distribution, the Teletext 
format persists in most broadcast systems. As a result, its technical limitations, such as a 38-
character line length and restricted positioning [6] still constrain the way subtitles are made for 
television. Generally, subtitles are formed as blocks of text split into 1, 2 and sometimes 3 lines, and 
colour is used to signify different speakers. The subtitle can be justified to the left, centre or the 
right of the screen and the Teletext line number sets vertical position. Each block is transmitted in 
the television signal along with information as to when it is displayed and removed. Television 
subtitles are transmitted either as Teletext in the form of text, or as DVB Subtitles where the block 
is sent as a rendered image [7]. 

2 ImAc Project 

This section discusses the ImAc project in order to understand the backgrounds of this paper and 
the potential of its contributions. We discuss previous projects within the scope of ImAc, then 
describe our methodology and end-to-end platform being developed under the umbrella of ImAc. 
The contributions of this paper are being implemented in real production and broadcast services, 
beyond basic prototypes or proofs of concepts. 

2.1 Relationship With Other Projects 

ImAc gains from the expertise, insights and contributions from other related projects. On the one 
hand, HbbTV4all project [8] has addressed accessibility in the emerging connected hybrid 
broadcast broadband media ecosystem, in the ecosystem of the Hybrid Broadcast Broadband TV 
(HbbTV) standard [9]. ImAc is seeking the same success story within immersive environments. On 
the other hand, ImmersiaTV has developed an end-to-end platform to enable customizable and 
immersive multi-screen TV experiences [10]. These contributions will be augmented in ImAc to also 
efficiently integrate access services. 

2.2 Methodology 

ImAc is built on three 3 pillars: 1) requirements gathering, 2) development and integration; and 3) 
validation and dissemination. A simplified diagram of the chosen methodology is illustrated in 
Figure 1. The activities are driven by a user-centric methodology, in which end-users, professional 
users and stakeholders are involved at every stage of the project through the organization of 
workshops, focus groups, evaluations, and the attendance to events. This allows determining with 
high precision the accessibility requirements, desired features and the scenarios being demanded. 
The insights gathered from the user-centric activities will determine the platform specification, the 
required new technologies and/or extensions to the existing ones that are necessary to meet these 



requirements. Likewise, an essential premise of ImAc is to build the developments by taking into 
account as much as possible the state of the art broadcast workflows, technology and standards.  

 

Figure 1: The user-Centric Methodology followed in ImAc. 

 

Figure 2: The main components of the ImAc platform. 



 

This will maximize re-usability, inter-operability and the changes of successful deployment and 
exploitation. In this context, it is noteworthy to remark that the ImAc consortium is proposing 
novel contributions to various standardization bodies, such as W3C, MPEG and ISO. 

The pilot and dissemination actions conducted in the project allow validating its contributions, 
but also refining them based on the obtained results and gathered feedback.  

2.3 End-To-End Imac System 

The ImAc platform is divided into four main parts, including the necessary steps from media 
production to media consumption. The key modules / functional blocks in these parts are indicated 
in Figure 2, where green colour indicates these components are under the umbrella of ImAc, orange 
indicates they have been developed in other projects (e.g. ImmersiaTV [10]), and white that are 
out-of-scope of the project, but form part of typical end-to-end workflows. 

The main parts of the platform are: 
Content Production: (web-based) tools for the production, authoring and editing of 

accessibility contents, and for their integration with classical and immersive media services. These 
tools provide the required subtitle  and signalization information to be provided to the service 
provider. 

Service Provider: different components where the management of programs is handled, the 
additional (immersive and accessibility) contents are linked to the main TV programs and play-out 
is scheduled. A key contribution of ImAc in this part is the Accessibility Content Manager (ACM), 
the component through which the immersive contents are uploaded, the creation of accessibility 
content is managed, and the preparation of contents (see below) is triggered. 

Content Preparation & Distribution: the preparation of contents (e.g. multi-quality 
encoding, packaging/segmentation, signalling…) for the appropriate delivery via various 
technologies, such as DVB and IP-based CDNs (e.g. using DASH [11]). 

Content Consumption: a web-based player for the presentation of the immersive (360º video 
and spatial audio) and accessibility contents (subtitles, audio description and sign language 
interpreting) in a personalized manner, based on the particular needs and/or preferences of the 
users. The player can be run on traditional consumer devices (e.g. Connected TVs, PCs, laptops, 
tablets and smartphones) and on Virtual Reality (VR) devices (e.g. Head Mounted Displays or 
HMDs). This part also includes the proper technology to enable multi-screen scenarios in a 
synchronized and interactive manner, using both fully web-based and HbbTV-compliant 
technology. 



3 Subtitle Presentation1 

When consuming immersive media (i.e. 360º video) well-presented subtitles can contribute to a 
higher e-inclusion, but is more complex than for traditional media (i.e. 2D video). On the one hand, 
there is more information to process and users can get overwhelmed. On the other hand, the 
presentation of contents is no longer purely time-based, but involves a spatial dimension, 
determined by both the free user’s exploration and the dynamic positions where the main actions 
are taking place (e.g. location of the target speaker, who can even move over time) around the 360º 
area. 

For the proposed subtitle rendering, we assume a media playback system with at least three 
degrees of freedom, such that the user chooses the area of media he is watching. The displayed 
media is a part of the available media (e.g. a 360o video). Detaching the displayed image from the 
media source affects subtitle presentation or, in other words, raises questions regarding the desired 
response of subtitle behaviour to these environment changes. 

Speaker identification, eligibility and immersion (often called presence) have been considered in 
[12], [13] and [14]. Subtitle presentation will always come with a trade off between factors such as 
speaker identification, eligibility, freedom to look around and perceived immersion. However 
graphical elements in view may be used to draw the attention away from the media towards helper 
objects. It is assumed that is necessary to identify each speaker, by colour and to aid navigation, 
but too many visual elements can be confusing. There must also always be a substitute for audio. 

Therefore, ImAc is developing and testing appropriate solutions for both rendering modes and 
guiding methods for subtitles in 360º videos, while not having a negative impact on immersion and 
assisting users in a better comprehension of the story. This will contribute to a better accessibility 
and Quality of Experience (QoE).  

3.1 Rendering Modes 

At a first stage, the more common approach – subtitles are rendered at a fixed position in the 
displayed picture – was enriched with cues to support users regarding speaker identification and 
scene navigation. These cues act as guiding mechanisms and are described in the next chapter. 

Additionally, ImAc suggests an alternative rendering mode which main characteristic is that the 
subtitle is not related to the displayed picture (i.e. the screen), but to the media source or the scene. 
Different terms are used to describe this behavior, like fixed-positioned subtitles (MPEG OMAF 
[15]), world-referenced (conference paper [13]) or dynamic subtitles. We will stick with the term 
world-referenced subtitles in this paper. 

                                                                 
1 A demo video showing some personalization features and the discussed guiding methods for subtitles in 360º videos can be 
watched at: https://goo.gl/Kn9QMx 
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Figure 3: Main subtitle, attached to speaker. 

 

Figure 4: Assistance subtitle with preliminary guiding mechanism that leads to main subtitle and 
speaker. The subtitle will appear in the current viewing direction at a predefined height and 

includes a guiding mechanism “arrow” as described below. It will remain at this world-position. 

Rothe et al. [13] conducted tests with what they call world-referenced subtitles and compared 
this presentation mode to screen-referenced subtitles. Their result doesn’t find that one option is 
significantly preferred over the other. However, in terms of comfort, world-referenced subtitles led 
to a better result. 

World-referenced subtitles in general conflict with a basic user requirement that a user must 
always be able to read the subtitle text. This is not hiven for these subtitles. Another obvious side 
effect is the limitation in the liberty of exploring twordhe scene, since looking away from the 
speaker will move the subtitle outside the field of view. This is described by [13]. 



As a consequence to this drawback, Schmierl et al. [14] suggested to build on world-reference 
subtitles and add guidance mechanism and second subtitle presentation when looking away. That 
means an additional subtitle is rendered in the presentation mode “screen-referenced” when the 
speaker and corresponding (world-referenced) subtitle moves out of view. The screen-referenced 
subtitle (when present) is complemented by a guiding mechanism. Two different guiding 
mechanisms were tested and compared to the presentation without guiding mechanism. Schmierl 
found that speakers can be found better, when a guiding mechanism is active. The two guiding 
mechanisms were rated si milarly. 

The ImAc project exceeds the direction of study [14] and explores further assistance modes to 
compensate the disadvantages of world-referenced subtitles. It might be assumed, that most 
content has a main focus where the action is happening and the viewer is expected to attend most 
of the time. An indication that supports this theory is that attention guiding in general is a 
research topic for 360o content. As a result, we suggest optimizing subtitle presentation for this 
(main) direction and as a consequence accept less comfort for times where the user looks around 
and explores the scene. It is further assumed that discomfort may be caused by switching between 
subtitle behaviours (world-referenced / screen-referenced). 

In the suggested mode, subtitles will be presented as world-referenced in align with the speaker 
if they are visible at the time the subtitle presentation starts, as shown in figure 3. Otherwise, an 
additional subtitle will be rendered similar to the mode “appear in front, then fixed” described in 
[13] as shown in figure 4. The suggested presentation mode will be compared to the scene-
referenced mode with activated guiding. User preference for one presentation mode may be 
personal preference and/or depend on the content type. 

3.2 Guiding Methods 

Regardless of the rendering mode in use, presentation or guiding modes need be provided in order 
to assist the users in finding the action(s) / speaker(s) associated in the 360º area with the current 
subtitle frames being displayed. This is especially important if subtitles are aimed at viewers with 
hearing impairments, or when the audio cannot be listened to (e.g. noisy or public environments). 
When the audio cue is missing, support on how to locate the speakers and the main actions in the 
360º scene becomes necessary. 



 

 

Figure 5: Subtitles with arrows (with intermittence effect) as a guiding method. When this position 
is inside the user’s Field of View, the arrows are hidden. Likewise, an intermittence effect can be 

added to the arrows to catch the attention of the user. 

 
To address these issues, four different guiding methods are being considered in ImAc: None - 

Just the subtitle frames are displayed. 

 Arrows - to the left / right of the subtitle frames, indicating the direction towards the 
associated elements - see Figure 5. 

 Radar - dynamic radar indicating key action - see Figure 6. 
 Auto-positioning - automatically adjusting the users Field-of-View to the position of the 

associated action using metadata specified in the subtitling editor developed in ImAc. 



 

Figure 6: Subtitles with radar indicating the current consumers field of view. This allows the user to 
understand their position within in the 360º environment. 

Limited research has been done, however some studies have tested different transitions, their 
impact on immersion and motion sickness in 360º environments [16] and methods for guiding the 
user’s focus [17]. In general, no clear conclusions about preferred guiding methods have been 
obtained in these works. This is also the hypothesis in the tests to be conducted in ImAc: the most 
proper presentation mode may depend on the specific users’ profiles, their sensorial capacities and 
preferences (e.g. young users may prefer the radar, auto-positioning may be preferred in tablet 
modes, arrows are the most simple method…). Therefore, adaptability and personalization become 
essential in this context, and are supported in the ImAc player. 



 

 

Figure 7: Responsive subtitles allow the rendering area to be dynamically changed to make space 
for graphics, or other accessibility services such as a signer. 

 

Figure 8: (a) IMSC.js converts the TTML document into a TT Object. (b) The responsive library 
atomizes the TT object into words, preserving an interpolated time and style for each word. (c) The 
words are reconstructed into phrases split by a pause in the dialogue or a change of speaker. (d) The 
phrases are subdivided using a best-fit algorithm to meet the line length requirements. (e) a new TT 

objet is generated with IMSC.js. 



 
 

3.3 Responsive Subtitles 

The traditional presentation methods are limited by preserving the structure of the subtitles file. 
Using a responsive subtitle approach [18] allows further customisation by providing rules which 
allow the subtitles to be dynamically re-blocked. This approach is particularly effective when 
adapting content from traditional television displays into an immersive environment, such as 
rendering the subtitle as speech bubbles attached to a character, or for instance if you if you wish 
to reduce the width of the subtitles in order to make room for graphics as shown in figure 7. 

As part of the ImAc project we have followed practices used in responsive web design to 
prototype a JavaScript library for generating responsive subtitles. This adopts the principles of text-
flow and line length informed by semantic mark-up along with styles to control the final rendering. 

ImAc uses Timed-Text Markup Language (TTML), one of W3C's standards regulating timed text 
on the Internet to store subtitle data with IMSC (TTML Profiles for Internet Media Subtitles and 
Captions), a file format specifically for representing subtitles and captions. Our library provides an 
extension to IMSC.js (a JavaScript library for rendering IMSC1 Text and Image Profile documents 
to HTML5) where IMSC documents can be loaded into a Timed-Text (TT) object. We then 
restructure the TT-objects based on line character width and line count as shown in figure 8. 

By working directly with TT-objects allows this library to be simply connected to any 
application which already uses the standard IMSC.js implementation allowing customization 
controls to be retrofitted, such as font size as shown in figure 9. The library can also be used in 
non-linear VR applications, as shown in figure 10. 

 

Figure 9: Responsive subtitles re-blocked based on consumers font size settings. 



 

 

Figure 10: Responsive subtitles can also be used in non-linear VR applications, such as this high 
contrast reproduction of a 360o video. The responsive subtitle library has automatically identified 

each unique character in the scene and represented each character as a clear cylinder in the VR 
scene. 

 

4 Conclusions 

The work-in-progress presented in this paper has been positively received during pre-pilot testing 
with target group representatives within the ImAc project and a full cross-national pilot study is 
now planned. In this paper we have identified many of the extra challenges faced in subtitling 
immersive content and presented the range of novel subtitle rendering and guiding methods, 
which have been implemented as part of the ImAc player in order to address them. We have also 
discussed how responsive subtitling can be a solution for dynamically adapting traditional subtitle 
content to new display technologies.  

The research generated by the ImAc project is continuing to provide contributions to 
standardization (MPEG, W3C) and the development of a reference player. It is also planned for the 
ImAc player to be integrated into a full production environment. 
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