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Abstract

This work explores interaction in virtual environments where bimanual operations lacking 

kinematic constraints, such as a pair of tracked controllers held in free space, are mapped 

to a target object that obeys a constraint, such as a pair of grippers grasping a single object.

Visual  and  haptic  feedback  systems  are  developed  and  compared  as  solutions  for 

minimising Jerk during motion. The outcome of the study is that visual feedback is shown 

to be superior to haptic feedback for use in free-air bimanual systems where maximising 

smoothness of motion is the objective.

The primary application is for improved teleoperation of a new generation of ordnance 

disposal robots which utilise dual grippers intended for bimanual operation. The work is 

undertaken in a generalised manner however so that it may be applicable for other uses 

such as medical systems or nuclear disassembly.

The systems developed herein initially utilise a custom framework designed for a fourteen 

screen, fully tracked immersive environment comparable to an enhanced CAVE, known 

locally as Octave. The final study subsequently utilises the Unreal Engine 4 framework for 

the HTC Vive HMD system. All software developed is provided as a core part of this work.
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1. Introduction

The  majority  of  research  done  to  date  regarding  bimanual  interaction  focusses  upon 

mapping a consistent haptic resistance to the user so that the kinematic chain is echoed 

directly. This includes such systems as bimanual surgical systems. In these instances it may 

be considered that the aim of a system is to be transparent to the user, creating minimal 

impact, so that the user may leverage their training and skills to maximise performance.

The  work  here  deviates  from this  and explores  the  idea  that  the  system itself  can  be 

leveraged to enhance aspects of operator performance if it takes advantage of the unique 

features of a virtual workspace where input to output mapping can be arbitrary.

A new framework for research is developed and two pilot studies are undertaken. These 

studies  are  primarily  confirmation studies.  The first  study explores  user  preference for 

bimanual interaction and confirms that users tend to prefer bimanual interaction more often 

with repeated use. The second study extends the first with the addition of a physics model 

and feedback indicators. The results of this confirm that visual feedback improves user 

precision if well implemented. 

The majority of prior works explored focus upon either precision or speed as metrics. In a 

number of these works users are asked to be both fast and precise despite these factors 

being oppositional. The pilot studies avoid this ambiguity by focussing only upon precision 

but this is not a rigorous solution since users may still limit their attempt time to what they 

personally consider reasonable. As an alternative approach the core work here utilises the 

jerk metric instead, which is growing in popularity amongst medical systems evaluation 

but has yet to be adopted comprehensively elsewhere. 

The jerk metric evaluates smoothness of motion to offer a usefully composite measurement 

whereby a slow-but-smooth interaction might be ranked more desirable that a swift-but-

imprecise one, or indeed vice-versa, depending upon the motion of the user over time by 

comparison to a mathematical ideal, rather than to an arbitrary value or empiric ratio.

The core study therefore develops a system to map bimanual unconstrained motion to a 

real-world constrained object whilst comparing different forms of supporting feedback to 

optimise operator interaction with the aim of minimising jerk.
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1.1 Hypothesis

This study investigates methods of reducing jerk under bimanual operation in free space. 

The study proposes that the use of feedback indicators will have a significant and positive 

impact upon the smoothness of user performance. The primary hypothesis in its null and 

alternative forms is thus given as:

Ha0 Jerk levels will be improved through the use of indicators

Ha1 Jerk levels will be inferior or equal without indicators

This study proposes as its  secondary hypothesis  that visual feedback will  have a more 

positive impact upon performance than haptic feedback. The secondary hypothesis in its 

null and alternative forms can thus be given as:

Hb0 Jerk levels will be improved with visual indicators

Hb1 Jerk levels will be reduced with haptic indicators

1.2 Application

The primary application for this work is teleoperation of the current standard of Explosive 

Ordnance Disposal platforms. The primary method of ordnance disposal is to move the 

device to a safe location where it can be detonated in a controlled manner. In order to do 

this  it  is  essential  that  the operator  has clear  information regarding the jerk which the 

platform is subjecting the device to.

This  work  has  secondary  relevance  to  medical  platforms  also.  The  majority  of  these 

platforms focus upon using proportional haptic feedback to resist force and utilise static 

input systems fixed to a surface in order to enable this. The concept of utilising methods 

other than force resistance to represent feedback information may be highly applicable.

2
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1.3 Novelty

This is a new study into free-space bimanual interaction regarding a single objects that 

focusses upon reducing jerk by using different forms of user feedback. 

Few studies investigate bimanual control in free-space and those that do focus largely upon 

usability studies, preferring user feedback and qualitative analysis. 

Most bimanual studies either analyse the hands separately to find better ways of utilising 

them in conjunction or else assume a hard kinematic constraint. This study explores the use 

of an unconstrained pair of hands mapped to a single target object.

Studies concerned with minimising jerk predominantly assume the desirability of haptic 

feedback whereas this study explores an alternative to traditional haptic feedback. 

1.4 Contributions

The primary contribution of this study is a better understanding of the impact indicators 

and feedback have upon users with regard to reducing jerk. The study demonstrates that 

visual  indicators  can  be  superior  to  haptic  indicators  whilst  confirming  that  both  are 

superior to none.

The study also contributes a new framework design for evaluating free-space motion that is 

re-usable as a benchmark and a work of software that is reusable and easily modified for 

further experiments. The software accessible through the links in Appendix I contains a 

new experiment that is ready to run without the need for any modification or changes and 

will  immediately  extend  the  work  covered  herein  to  include  exploration  into  hand 

placement and movement during the jerk analysis process.

3
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2. Literature Review

2.1 The state of the art

Much research for use within Immersive Virtual Environments tends to focus designing 

technology rather than addressing specific use cases.  It is  common to assume that any 

effective technology will naturally find a space within an ecosystem, or that if the focus is 

upon improving a technology then, once sufficiently advanced, the inherent nature of the 

technology itself will announce self-evident application and value. 

Doug Bowman, perhaps the most well-published researcher in the field, argues that the 

slowing of research after the 1990’s boom of innovation into 3D user interfaces is evidence 

that the design space of possibilities has now been largely covered (Bowman et al., 2006). 

He further suggests that the failure to adopt any particular system as a de-facto standard is 

evidence  that  the  process  of  refinement  for  usability,  by  contrast,  has  so  far  been 

unsuccessful. Or in other words, a plethora of novel solutions exists but none have been 

pursued and refined to the point they are clearly superior to the others. Bowman attempts 

to summarise and analyse the general state research thus far and makes the case that the 

shortcomings of 3DUI, as it currently stands, will only be addressed through analysis of 

what is needed and a change in direction accordingly. He believes that if the enhancement 

and evolution of existing systems could be met simply by generating new ideas then we 

would have seen ubiquitous standards and universal systems adopted and accepted by now. 

The further observation is made that perhaps over-generalisation of research has led to 

implementations that fail to address the specific needs of any domain, task or application at 

all. The outcome of this being that regardless of whatever advantage or improvement has 

been made, shortcomings exist within each research work that render them flawed from a 

usability  perspective.  Bowman  creates  an  advanced  graduate  seminar  class  with  ten 

students, in teams of two, allocated projects of a specific nature with the goal of improving 

specific 3DUI areas rather  than of creating new technologies.  The outcomes evidences 

more progress than is considered typical (Lucas et al., 2005; Polys et al., 2007). 

4
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Bowman has gone on to lay down simple guidelines for future research a number of times. 

He is insistent that researchers must focus upon usability, not technology:

“We stress that researchers must continue to perform evaluations of usability  

and performance, and that further guidelines for the development of effective  

3-D interfaces  are  necessary.  Such  research  has  a  direct  impact  on  the  

acceptance of VEs as real-world tools, and on the levels of user satisfaction  

and productivity in VE applications.”

(Bowman et al., 2001)

Another factor that Bowman’s commentary does not address is that access to a research-

grade Virtual Environment (VE) technologies can be difficult to secure. Such a system 

requires ongoing support and resources to ensure that what is learned from year to year, 

especially  with  regard  to  in-house  configuration  and  practical  matters,  need  not  be 

needlessly repeated. The technology itself should be a transparent, calibrated tool ready for 

useful research use, but in reality, preparing the VE system for research may consume the 

bulk of the researcher’s time.

In many of the papers cited throughout this work it can be observed that unreasonable 

effort  is  often  expended  developing  software  and  hardware  to  provide  the  essential 

foundations  to  enable  research.  Bowman’s  observation  that  a  significant  number  of 

research papers focus excessively upon the development of new technology rather than 

refinement  of  knowledge  is  perhaps  overly  harsh  and  a  failure  to  acknowledge  the 

significant difficulties associated with readying such technology. The outlay necessary to 

maintain  a  fully  featured  immersive  environment  is  significant1 and  requires  continual 

investment to ensure the facilities are research-ready at all times. VR researchers must be 

prepared to put in hours far above and beyond anything that could be considered typical. 

1 When this work began a complicated and expensive cluster system with projectors, tracking and bespoke 

software was the only reasonable option. By completion a tracked head mounted system like the HTC 

Vive or Oculus Rift, with a variety of software options, is available for around one-thousandth the cost.

5
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Bowman expands upon his guidelines previously presented at the first IEEE Symposium 

on 3D User Interfaces (Bowman et al., 2006) and in his earlier publications (Bowman et 

al., 2005). In particular Bowman laid down eight ideological guidelines towards attaining 

high performance 3D interaction (Bowman et al., 2008).

1. Floating objects should exist only as an exception.

2. Solid objects should not interpenetrate.

3. Only visible objects should interact.

4. Perspective and occlusion will provide the strongest depth cues.

5. People focus on the object, not the cursor.

6. 3D rotations are not always necessary: Objects may have inherent constraints.

7. 2D tasks are cognitively simpler than 3D and should be used where possible.

8. 2D input devices have been proven to be more precise.

Despite Bowman’s extensive work and a wealth of supporting these guidelines are rarely 

adhered  to.  Bowman  acknowledges  the  continuing  immaturity  of  immersive  systems 

however and implies that meeting these guidelines continues to be a significant challenge. 

Domain Specific Design is proposed as a means to address the balance of overly specific 

versus overly general research (Chen and Bowman, 2009).  

The SPIDAR series of interfaces  (Liu et  al.,  2014; Murayama et al.,  2004) provide an 

example  of  highly  focussed  research.  The multi-finger  haptic  interface  developed here 

claims no domain applicability and offers no general insights but instead addresses only its 

own exactingly specific nature. The SPIDAR series is far from unique in this and in a  

thorough survey of more than thirty techniques (Argelaguet and Andujar, 2013) it was of 

key concern that most of these systems examined were evaluated in isolation. There were 

no de-facto benchmarks, no alternative datasets for comparison, and both hardware and 

software varied with every work. 

3D touch,  miniature wearable controller  for  immersive systems, is  another  example of 

isolated specificity (Nguyen and Banic, 2015). Whilst it certainly meets the requirements 

of valid research in that it demonstrates novelty and offers a new concept, it is difficult to 

see how this is of any merit in practice. Miniaturisation is nothing new, nor are mouse-type 
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OPS trackers or gyro-type IMU motion sensors. There is justifiable pride in having created 

such complex hardware, but without any means to recreate and build upon the work the 

value seems questionable.

Cho introduces  another  novel  piece  of  bimanual  hardware  and follows the  established 

pattern of empirically comparing it to systems that have gone before  (Cho and Wartell, 

2015). The work is rigorous and well-validated but offers only incremental improvements 

to systems that have thus-far failed to be adopted. The conclusion shows simply, without 

insight, that this new hardware offers marginally improved performance in some areas and 

marginally worse in others. It is difficult to see how such a work can be built upon.

An older  work  of  particular  interest  returns  to  basic  principles  to  develop  a  versatile, 

immersive,  bimanual  platform  for  experimental  research  purposes,  to  grab  move  and 

manipulate  objects  (Boussemart  et  al.,  2004).  This  work  is  highly  comprehensive  but 

hindered by the equipment of the time. The author notes how consumer graphics cards are 

just beginning to open doors to new research that were unavailable until recently whilst 

lamenting the low rendering performance and limited fidelity of tracking of the time. What 

the author lacks in technology is made up for through thorough application of research 

principles however and thus this older work remains instructional in its execution.

The Reality-based User  Interface System RUIS  (Takala,  2014),  a  recent  VR toolkit,  is 

driven by the need for “a VR toolkit with a low barrier of entry”. It is made clear that the 

research  department  of  Aalto  University  had  become  highly  frustrated  by  system and 

software incompatibilities and overly complex development problems halting and slowing 

their  research.  Particular mention was made of the ubiquitous VR Juggler,  perhaps the 

most popular CAVE software solution of its time, and of its growing incompatibilities due 

to age and stagnated development. Much like RUIS, the Immersive Render System IRS 

presented here is an independent response to this same problem, at the same time. 

7
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2.2 Human factors and fatigue

StarCAVE (DeFanti et al., 2009) is notable in that it tackles the issue of limited vertical 

field of view inherent in many systems. It implements 18 rendering PCs with fully 34 

projectors for 15 screens arranged in a 3 high pentagon arrangement. Despite limited floor 

space for movement the work demonstrates the significant benefits of providing users with 

a large space for interaction, thus negating the highly undesirable characteristics of a head 

mounted display. Issues such as claustrophobia and motion sickness due to an unstable 

horizon, latency, close-focussing and other limitations are well-known amongst users of 

HMDs yet commentary regarding how this might impact studies is often notably absent.

Analysis and study into the effects of accommodation and vergence in IVE’s demonstrates 

that most studies focus upon positive parallax where objects are rendered as if they are 

behind the display  (Bruder et al., 2013). Negative parallax is shown to have much less 

impact on accuracy and large IVEs with plenty of space have a high accuracy compared to 

other  systems.  This  is  a  key  justification  for  a  preference  of  CAVE  and  Octave 

environments  for  research  and professional  environments.  A subsequent  study expands 

upon  these  findings  and  recommends  that  spaces  of  6-7m  around  a  user  should  be 

implemented to ensure optimal perception of rendered objects (Bruder et al., 2015). 

Bachynskyi tackles immersive interfaces from outside the discipline, by looking at muscle 

co-activation clustering (Bachynskyi et al., 2015). In this extensive work it is proposed that 

understanding of what is happening in the physical body will permit the design of more 

effective and less fatiguing mid-air  interfaces.  There is  a  strong focus here upon data-

driven research and of the accumulation of a large dataset that can be reused to inform 

future works. It is this type of data-rich, quantitative work that offers the best platform 

from which to continue research consistently.

Wang develops  a  world  building  application  using  a  head  mounted  display  and  Unity 

(Wang et al.,  2013).  The qualitative results  from the small  sample group suggested an 

overall positive experience with the system. Wang also observed that no one made mention 

of fatigue during the sessions of up to 90 minutes. Although Wang offers no explanation 

for this it is notable that his system uses World In Miniature navigation methodologies 

8
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which reduce the need for large user movements and there may be a correlation worth 

investigating. Although focussed upon touch and finger interfaces this study demonstrates 

that effective bimanual design may provide another means by which to reduce operator 

fatigue, at least by comparison with a unimanual interface (Jiao et al., 2010). 

A healthy human does not exhibit rapid fatigue from common activities such as walking or 

drawing  or  typing  or  reading.  Why  then  should  such  fatigue  occur  so  quickly  when 

utilising an Immersive Virtual Environment (IVE)? The fatigue assumed inherent in an 

IVE appears to be neither consistent nor assured and occurs sporadically across all the 

papers reviewed. A number of authors presuppose that users will find motion fatiguing and 

yet a number go on, often in surprise, to relate that fatigue was not experienced. Perhaps it 

is only specific scenarios that cause such fatigue. Although not investigated in this study it 

is evident that immersive fatigue is neither assured nor a mandatory corollary of working 

with an IVE and it seems likely that future research may yet identify and eliminate it.

2.3 Theories of user interaction

Bertrand examines how well dimensional symmetry within an IVE transfers to real world 

situations when the IVE is used for skills training using either a 3DOF or a 6DOF system 

(Bertrand et  al.,  2015).  It  was noted that although 6DOF interaction training produced 

higher levels of ‘precision’ and thus effectively more accurate results from training, that by 

contrast it also resulted in users reporting that they ‘felt’ notably less efficient and effective 

than  for  the  3DOF  system.  This  is  a  clear  demonstration  that  user  satisfaction  and 

performance  are  not  always  correlated  and  shows  a  clear  and  urgent  need  for  more 

quantitative research alongside qualitative in order to ensure sound findings. 

Generating a desire to utilise novel,  new bimanual interfaces can be difficult  and even 

when it is possible to clearly prove the advantages of such systems a significant number of 

users  still  retain  their  preferences  for  traditional  input  methods  (Yang  et  al.,  2012). 

Investigating a hybrid technology incorporating both monoscopic and stereoscopic input 

elements  and comparing it  to  monoscopic only and stereoscopic  only systems showed 

9
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significant advantage when including stereoscopic interaction  (Bogdan et al., 2014). The 

intention  was  to  prove  the  hybrid  system superior  to  both  but  it  was  shown that  the 

stereoscopic system had inherent advantages in some areas and could even perhaps be 

advantageous in all areas if jitter and selection methodologies could be improved.

Studying display fidelity  it  is  apparent  that  researchers need to consider what  they are 

trying to achieve because varying system topology is not directly comparable and can have 

a significant impact upon results (Bowman et al., 2012). Proprioception cues may also be 

integral to the successful implementation of a bimanual system (Veit et al., 2008), or it may 

be that bimanual interaction compensates for when such cues are missing (Capobianco et 

al., 2009). This contradiction in findings may be application related or it may simply be 

that in order to leverage the maximum potential from users they may require training. 

The popularisation of 3D User Interfaces is a relatively recent development. Perhaps the 

most well-known of these devices is currently the Nintendo Wiimote. With such devices 

there  is  a  tendency  to  implement  them  in  a  naturalistic  way  without  considering 

alternatives, or to assume that a 1:1 mapping of motion to action will provide the optimal 

interface.  Whilst  in  some cases  this  is  indeed optimal  in  others  it  is  far  from so  and 

different  implementations  should  be  considered  (Bowman  et  al.,  2012).  It  is  often 

technological consideration rather than functional needs that drive interface development 

and work is still needed in order to bring these elements together in harmony (van Rhijn 

and Mulder, 2006). It is also uncertain what the impact of requiring users to operate using 

more  than  6DOF  simultaneously  is  and  studies  have  yet  to  address  this  in  terms  of 

efficiency rather than effectiveness. Nonetheless it can be argued that spatial navigation at 

least is inherently a 7DOF problem and should be addressed as such (Stannus et al., 2014). 

With basic process still debatable most studies focus upon quantifying motion into time 

and precision,  however  there  are  other  ways  in  which  to  measure  this  data.  It  is  also 

possible and perhaps even more useful to quantify co-ordination in terms of movement 

efficiency and doing so demonstrates that a free-moving device, whilst faster results in a 

more uncoordinated trajectory  (Zhai  and Milgram, 1998).  Clearly it  is  important  to  be 

cautious of assumption when considering naturalism in design of 3D User Interfaces.

10
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2.4 Interface solutions

The bat (Fig. 1) is perhaps the very first free-air controller, certainly the first that is a work 

of scientific research  (Ware and Jessome, 1988). It is seminal in introducing the concept 

that whilst a light pen with 1:1 mapping results in fatigue the bat, with mouse-like relative 

mapping, was not observed to cause significant fatigue over the course of use by a ‘large 

number’ of casual users and thus 1:1 mapping should be implemented with caution. This 

same work also importantly concludes that the most useful additional tool is a z-axis flip 

and  that  the  low-resolution  of  tracking  is  easily  mitigated  by  a  ‘gear  shift  or  gain 

controller’. These findings demonstrate that specific tools have a more significant impact 

over the long term than generalised technologies. Many studies have ignored the findings 

of key research such as this. A lack of standardised immersive interfaces, leading to a need 

to repurpose commodity gaming devices  (Scerbo and Bowman, 2012) seems to impede 

attainment of research goals.

Fig. 1 - The ‘BAT’ inertial free-space controller

11
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Research density into the feasibility of immersive CAD continues to increase in recent 

years and genuinely useful data regarding interface implementation, such as the issue of 

tools breaking the sense of immersion and interrupting the flow of design, are beginning to 

become known (Wang et al., 2013). These are examples of problems that do not exist in a 

traditional environment but are critical to wide scale adoption of an immersive one. 

The  DesignStation  system  supports  mixed  2D  and  3D,  unimanual  and  bimanual 

interactions in order to perform Computer Aided Design  (De Araùjo et  al.,  2012).  The 

system demonstrated the value of fusing interaction data to improve overall performance. 

Pieglass is a circular menu divided into segments and intended for gestural selection using 

two hands (Rioux et al., 2004). Two-thirds of the initial test group of this study made no 

attempt to move the menu system until instructed to do so. When modified by the addition 

of a handle in order to resemble a magnifying glass all of the subsequent test group users 

moved the menu without prompting. This work supports the theory that most users operate 

under the assumption that paradigms in a virtual environment will parallel those of the real 

world and accordingly tend to seek out and react to familiar cues.

In  his  keynote  address  Bolas  observes  that  the  very  definition  of  a  user  interface  is 

changing and that our behaviour patterns with regard to an interface are now as much a 

product of the technology as the technology is a product of our needs (Bolas, 2014). The 

address  goes  further  to  suggest  that  implementations  of  technology  itself  are  that  it 

determines what future users expect and seek in terms of functionality and that such a 

process of invention is in-fact symbiotic.

O’Brien  offers  up  an  alternative  approach  and an  interesting  anodyne  to  demands  for 

simplification  (O’Brien  et  al.,  2008).  Rather  than  attempting  to  reduce  the  number  of 

options the user has in order to improve usability through reducing cognitive load O’Brien 

theorises that by overloading basic functionality the benefits of an increased tool set will 

outweigh the disadvantages of complexity.

Li  demonstrates  that  immersive  technologies  benefit  from  different  types  of  interface 

implementation (Li et al., 2015). The research regards 7DOF navigation, (translation and 

rotation plus scale) and shows that using a linearly multiplied offset offers advantages over 

12
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a fixed offset, no offset and quadratic (go-go) offsets. Contrary to expectations, parallax 

effects from targets being drawn in front or behind the physical screen surface have no 

measurable impact and only the usability of the interface system impacts the results. In this 

case usability means a linear offset to the hand controllers so that they operate more-or-less 

1-to-1  when  close  to  the  body  but  with  a  significant  multiplier  when  distant.  A 

simultaneous study examines the devices themselves used within the study and concludes 

that each offers very similar performance (Feng et al., 2015).

Considering the objective of the user rather than designing systems which mirror existing 

technology is  central  to  leveraging the  advantages  of  virtual  interfaces  (O’Hara  et  al., 

2014). The use of the ubiquitous mouse pointer within an immersive environment is one 

such example of a  paradigm that  transfers  poorly and due to  the depth element  of  an 

immersive system alternatives should be sought (Schemali and Eisemann, 2014).

The GlobeFish and GlobeMouse are novel hardware interfaces used to explore docking 

techniques in an immersive environment  (Froehlich et al.,  2006). Although focussed on 

hardware  development  the  work  revealed  that  separating  6DOF  motion  into  a  3DOF 

rotation  and  3DOF  translation  component  and  permitting  the  user  to  control  these 

separately improves performance in their docking task. Simply limiting the axes does not 

guarantee an improvement in performance and in a thorough comparison unconstrained 

6DOF  bimanual  interaction  utilising  haptic  devices  showed  significant  performance 

advantages over 3DOF constrained interaction (Weller and Zachmann, 2012). In order to 

understand these conflicting outcomes one must consider the task and objective asked of 

the user and how the constraint, or lack thereof, benefited them in completing the task.

Works that inform specific knowledge approaches, such as methodologies for selection of 

multiple objects in a 3D environment, are highly effective at conveying information that 

can be easily reused. In one study the implementation of an ensemble of complementary 

tools with a 3D spherical brush is recommended as the most effective idiom for generic 

applicability to a number of scenarios (Stenholt, 2012) .

The barriers to adoption of immersive techniques for design are high and many researchers 

are  openly  dismissive  about  the  potential  of  such  systems.  However,  even  such  wary 

proponents of immersive technologies are frequently surprised by the effectiveness of the 
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technologies  they  explore  and  often  conclude  that  developing  strategies  for  managing 

interaction types is a critical factor for adoption that is far more important than enhancing 

tools (Israel et al., 2013). Whilst simplifying experiments in order to eliminate users being 

distracted by the lack of irrelevant features is a logical approach for foundational research 

the development of advanced tools demonstrates significant potential (Kil et al., 2005).

Surveying  the  state-of-the-art  highlights  that  key  factors  affecting  current  systems  are 

capital outlay and finding the means to fuse the technical and artistic components of a 

system, the latter being critical for success (Thomas, 2012). With such high requirements 

to begin researching 3DUI’s for immersive technologies, both in technology and skills, it is 

unsurprising that good research is sparse.  It  is rare to find research performed without 

access to premium technology but it is not impossible to do so as evidenced by one work 

which fuses a number of consumer technologies to explore the usability of a new type of 

free-space haptic audio controller (Niinimäki and Tahiroglu, 2012).

Novel approaches that circumvent a need to commit to developing underlying technologies 

before any useful progress can be made, and thus can focus upon outcome, often offer 

outstanding results. One such work regarding bimanual hand tracking with only an RGB-D 

sensor  devolves  a  pair  of  hands  into  26  Degrees  of  Freedom  and  computationally 

calculates finger and palm positions even when obscured (Oikonomidis et al., 2012). 

Some argue that the immersive environment requires an entirely different approach to a 

non-immersive for the purpose of learning how to best  utilise it.  Within an immersive 

system the presence of a user is inherently an on-going and continuous interaction that 

requires the system provide on-going response. For this interactive response system to be 

effective it must be an inherent part of the system and reverting to traditional text-style 

help files or static prompts both breaks the immersivity and fails to leverage the advantages 

of  an  immersive  system.  One solution  to  this  is  to  provide  a  system that  enables  the 

computer  to  interrogate  itself  and  provide  the  user  information  regarding  the  options 

available to them at any given time (Murray, 2011).
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2.5 Performance improvements

Assuming that bimanual division theory of assigning gross accuracy to the non-dominant 

hand to gain a performance increase will always be true does not take account of the task 

and in some instances may be ineffective  (Ulinski et  al.,  2007). Meyrueis introduces a 

method for deforming CAD objects in an immersive workspace using a bimanual control 

system (Meyrueis et al., 2009). The work focuses upon the deformation process but relies 

upon bimanual, asymmetric division of labour as the primary hand is tracked for local 

object  interaction  and manipulation,  and  the  offset  hand  performs  command  and pilot 

functions for global positioning and, by proxy, manipulation. This interactivity is assumed 

however and its impact upon the effectiveness of the D3 system is not considered. Again it  

is evident that much otherwise good research is not examining techniques in isolation but 

rather working within numerous factors and failing to acknowledge these multiple impacts.

An extensive review into grasping virtual objects explores a number of visual techniques 

and strategies for improving the implementation of single handed grabs (Prachyabrued and 

Borst, 2014). The work observes that although the standard for grabbing is to constrain the 

virtual hand so that it collides with the object in a manner similar to reality this does in-fact 

result in the worst performance. By comparison, grabs that penetrate the target object offer 

amongst  the  highest  performance  but  are  considered  subjectively  ‘bad’ due  to  their 

unrealistic visuals. An alternative is suggested whereby a grasp offer both a realistic and 

unrealistic component, either a transparent secondary hand shadow to represent penetration 

or else some form of colour indicator upon the target to symbolise grasp pressure. This 

results  in near-comparable performance whilst  offering more ‘realistic’ visuals.  For the 

purpose of this work performance as a metric is preferred above other the metrics and this 

bias must be acknowledged.

Teather studies the impact upon effectiveness of selecting virtual objects when enhanced 

with texturing to enhance depth perception based cues and colour based highlighting to 

enhance positive selection  (Teather and Stuerzlinger, 2014). The results demonstrate that 

texturing had negligible  impact  but that  colour  based highlighting offered a significant 

improvement in selection accuracy. Highlighting impacted time taken negatively with a 

significant increase. Teather’s test system was a tracked fishtank VR system based around 
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a desktop stereo monitor and from the sample images and his own commentary it seems 

likely that the system wasn’t providing a high level of immersivity and that users were 

resorting to a point-and-hope strategy. This could explain the increase in time taken along 

with  increase  in  accuracy  since  this  may  correlate  with  the  idea  of  users  waving  the 

selection  tool  approximately  in  the  vicinity  of  target  space  until  the  colour  indicator 

confirms positive alignment. 

A simple but thorough study into selectivity within an immersive environment concluded 

that greatest selection inaccuracy occurred along the user’s view axis (Lubos et al., 2014).

Achibet’s  virtual  mitten  paradigm  investigates  a  novel  idea  for  a  bimanual  controller 

(Achibet et al., 2014). As a corollary to their core work of haptic feedback they note that 

visual feedback provided inconsistent results which variously aided or hampered users. It 

is evident that the impact of visual aids common in monoscopic systems when transferred 

into immersive systems are not well understood. Incorporating paradigms commonplace in 

2D environments into an immersive system does not always yield the response expected 

and can lower performance (Paljic et al., 2002). 

A few studies consider including haptic feedback as part of the selection process and one 

such concluded that visual feedback was dominant and that haptic feedback could provide 

an enhancement of this  (Basdogan et al., 2000). As an interesting aside it also observed, 

significantly and conclusively, yet without being able to provide an explanation for it that 

users associated haptic collaboration with male users and lack thereof with female. 

An  unusual  study  into  feedback  systems  for  immersive  technologies  compared  visual 

feedback to haptic and electrical muscle stimulation (Pfeiffer and Stuerzlinger, 2015). The 

results  showed  a  slight  advantage  to  visual  feedback.  Another  similar  study augments 

visual interfaces with electrically stimulated tactile feedback but is still only at the stage of 

exploring  device  development  and  offers  no  comparative  results  or  evaluation  of 

effectiveness (Bau and Poupyrev, 2012). 
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2.6 Bimanual interaction

It  was  Guiard’s  seminal  work  that  laid  the  foundations  for  all  current  bimanual 

understanding (Guiard, 1987). Guiard’s kinematic chain model demonstrated that the non-

dominant or off-hand was most often used to set a coarsely grained reference in both the 

spatial  and  temporal  frame.  The  dominant  hand  then  performed  within  this  frame  to 

provide fine-grain adjustment. Although Guiard’s work has critical relevance within the 

field of IVE’s it was not written for nor intended to be specific to this and represents a 

generalisation  of  bimanual  motion.  A more  specific  example  from  the  same  era  is  a 

carefully designed experiment into bimanual interaction which partitions the task so that 

each hand takes on a specific role (Buxton and Myers, 1986). The results remain relevant 

and demonstrate the performance gains to be had in a well-implemented bimanual system.

Much of the understanding of how to implement bimanual interaction theories in practice 

for immersive environments is found in publications that occur around a decade after the 

publication of Guiard’s work  (Hinckley et al., 1998, 1997). Designing interfaces for two 

hands is not a simple matter of assuming that a bimanual interface will automatically save 

time and that such interfaces cannot expect to directly replace 2D paradigms with success. 

These works confirm Guiard’s theories and propose that future work explore theories such 

as  how  and  when  users  should  switch  between  symmetric  and  asymmetric  bimanual 

interaction for best results.

An investigation using a responsive workbench, PINCH gloves and a stylus demonstrates 

the efficacy of both symmetric  and asymmetric  bimanual  interaction by comparison to 

unimanual interaction (Cutler et al., 1997). The results are limited to observation. 

Researching virtual interaction utilising a two-handed interface (THI) by comparison to a 

keyboard and mouse interface (KMI) offers insights that, whilst inconsistent in a number 

of  areas,  show with  reasonable  clarity  that  the  KMI was  clearly  preferred  by  novices 

(Seagull et al., 2009). The data supports the proposition that this may be due to a steep 

learning curve where experts with pre-existing skills find the THI robustly superior. The 

THI is criticised regarding the complexity of learning to operate 12 DOF control.
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This  research  into  a  3D  printed  two-handed  interface  offers  many  comparisons  and 

references  to  other  comparisons  (Schultheis  et  al.,  2012).  Users  were  noted  to  spend 

significant time trying to adapt to viewport rotation methods rather than upon placement 

which  demonstrates  how there  are  so  many  factors  that  can  easily  interfere  with  data 

acquisition in such a complex system. Placement speed was the sole metric and results 

were overwhelmingly in favour of THI. The author felt this favourable response was in 

large part due to comprehensive training. 

Another bimanual investigation made initial presumptions about how users use two hands 

and  limited  the  users  accordingly  (Capobianco  et  al.,  2009).  The  results  were, 

unsurprisingly as previously discussed for such assumptions regarding naturalism, contrary 

to their hypothesis. It was suggested that a period of learning would mitigate this but whilst 

this might help achieve the desired results it more likely it would also serve to hide the 

truth that constraining bimanual interaction to expectations will inevitably have a negative 

impact since it forces some users to behave in an unnatural manner. Although the primary 

results of this work should probably be dismissed they did also usefully observe that depth 

accuracy  was  impacted  differently  to  lateral  accuracy  and  that  proprioception  cues 

overrode visual cues when the latter failed. Neither observation was substantiated, however 

other works of more significance have also made these observations.

In  evaluating  egocentric  object  selection  Poupyrev  showed  that  although  the  Go-Go 

technique offered advantages over both ray casting and the classical virtual hand paradigm 

when  operating  with  distant  objects  that  local  objects  did  not  benefit  from  selection 

enhancement and that a virtual hand provided equally optimal performance (Poupyrev et 

al.,  1998).  A comparison of  three methods of pointing and selection using a  3D work 

surface found that using a real hand directly provided fastest performance but highest error 

(rate and localisation), an offset virtual cursor provided best precision (lowest error rate) 

with moderate movement time and offset virtual hands were slowest with moderate errors 

(Bruder et al., 2013). Thus real hands are better for speed but virtual cursors for precision. 

Why the virtual hand was poorer than the real one despite being scaled to the same size 

was not known. It is perhaps simple and easy to convey proofs like these that aid new 

works the most by providing a concept that can be recreated and built upon.
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A study into co-operative unimanual working with 60 users grouped into 30 pairs showed 

that  these  paired  techniques  can  provide  increased  performance  in  difficult  scenarios 

(Pinho et al., 2002). The study observed that transition from single user to co-operative was 

no issue for any user due to careful system design. The principles of this study can be 

applied also to a bimanual system. The key term here is ‘careful system design’: The weak 

link in the development of an effective bimanual control system is most commonly the way 

in which it is actually utilised, the ‘interaction metaphor’, rather than the technology or 

implementation itself which commonly shows great promise (Kunert et al., 2007).

Duval’s SkeweR system investigates the concept of collaborative manipulation within an 

IVE  (Duval et al.,  2006). Although Duval initially indicates two bimanual users this is 

quickly simplified into two unimanual users, each controlling one of two ‘crushing points’ 

that work in unison. Each user has a ‘tracker’ in one hand and a ‘trigger’ in the other thus 

this work is effectively a single bimanual system. Implementing a true bimanual system is 

orders  of  magnitude  more  complex  than  a  unimanual  system  and  Duval  ends  by 

commenting that he would like to investigate three or more ‘crushing points’ and postulates 

that four or more would be difficult to implement due to the constraints that would occur. 

Mine performs two studies which acknowledge the limitations of a non-haptic environment 

and consider the ways by which these limitations can be offset  (Mine et al., 1997). The 

study  into  local  object  selection,  docking  and  manipulation  strongly  confirms  the 

preference and optimal effectiveness of local interaction when exploiting proprioception 

for localisation in an immersive virtual environment. The subsequent study discusses the 

preference for and benefit of ‘hand-held widgets’, virtual tools that can be held and moved 

as opposed to fixed in-world tools. The evidence is  unequivocal regarding the positive 

impact of these however Mine overlooks the fact that such widgets are not merely mobile 

but in-fact leveraging the bimanual skills inherent in the user. This is an excellent example 

of how easily the benefits of bimanual interaction are not only overlooked but classified as 

something else entirely.

A novel study utilising two mice with scroll-wheels showed improved performance and 

preference  for  bimanual  scrolling  (Yin  and Liu,  2010).  This  once  again  reinforces  the 
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notion  that,  despite  a  lack  of  real-world  implementations,  bimanual  action  is  both 

preferable and can offer performance improvements in many aspects of interaction.

An interesting study into bimanual interaction notes the difficulty of translating physical 

motion into virtual motion where the virtual object has fixed dimensions but this cannot be 

reflected in the real world where there is in fact no object  (Garcia-Robledo et al., 2009). 

The solution given is to treat each hand separately and then computationally calculate an 

equivalent location in the virtual world. The same technology is reused in another study 

regarding haptic feedback and perceived weight which confirms that users are around five 

times less sensitive to virtual weights than to real ones (Giachritsis et al., 2009).

Another way to treat the concept of bimanual interaction with a single object concept is 

with a handlebar  metaphor  (Song et  al.,  2012).  This  study is  executed largely through 

qualitative review but does demonstrate that such a concept is generally effective with the 

caveat that some users required training to achieve competency. The study also introduces 

the notion of using a cranking motion to perform axis-constrained rotation but the benefits 

of this seem inconclusive. 

Investigating collaborative interfacing it was shown that the biggest negative impact on 

results came from a lack of haptic feedback so that two users were unable to synchronise 

their actions accurately (Ruddle, 2002). This issue is similar for bimanual interaction when 

handling a single object and it remains unanswered whether such computational solutions 

as the ‘handlebar’ paradigm are sufficient to offset this problem.

A thorough investigation into the impact of increased dimensional symmetry in a virtual 

environment intended to train users in surgery shows that an increase correlates to a real-

world improvement (Bertrand et al., 2015). The work also demonstrated that constraining 

the axes which the user operated on adversely affected performance whilst causing the 

users to perceive their performance as improved. Bimanual interaction with full-freedom 

provided the most accurate and effective results but not the highest satisfaction. 
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2.7 Computer aided design for immersive systems

Bowman  introduces  the  idea  of  interactive visualisations  (Bowman  et  al.,  2006) in  a 

simplistic form, distinct from consumed, or experienced visualisation. To avoid confusion 

this work henceforth assumes that traditional Immersive Virtual Environments (IVE) may 

or  may  not  have  interactivity  but  Interactive  Immersive  Virtual  Environments  (I2VE) 

mandate some arbitrary high level of interactivity with the environment.

Rahimian’s  highly  comprehensive  study  into  the  advantages  of  an  immersive  design 

system by preference to traditional methods of architectural design offers a large number of 

positive  affirmations  (Rahimian  and  Ibrahim,  2011).  Such  a  system,  utilised  over  an 

extended testing period, is shown to reduce design time, increase collaboration, increase 

cognitive throughput and provide many performance increases. In particular it is shown to 

increase  experimentation  diversity  within  the  early  design  stages  resulting  in  less 

traditional resultant models and more thorough examination of solutions. The impact of the 

medium  upon  the  design  results  is  highly  evident  and  quickly  becomes  clear  that 

traditional pen, paper and modelling mediums by their very nature place constraints upon 

the range of solutions. It is common to think in terms of the limitations of Virtual Reality 

design systems but Rahimian’s work shows that traditional methods can be more limited.

Rahimian’s study is one of few high quality research works yet available for the field of 

true I2VEs is still young. MakeVR  (Jerald et al., 2013) is another often cited work but 

utilises only a small participant sample of four for evaluation and does so with minimal 

constraint. It offers little insight beyond a declaration that the system is ‘engaging’ but does 

at least help confirm that such systems are of interest. In terms of hardware technology 

MakeVR is deployed upon a 3D monitor and no mention is made of head-tracking. 

CaveCAD  (Hughes  et  al.,  2013) was  developed  for  the  University  of  California’s 

StarCAVE. Like MakeVR it utilises a very small participant sample of four and whilst 

more rigorous than Jerald’s study is still subjective. Hughes observes that the participants 

who  were  experienced  in  CAD  performed  better  than  those  who  were  not  without 

analysing whether this was impacted by the unique qualities of an immersive environment. 

Hughes’  participants  also  resorted  to  commentary  desiring  an  undo  feature  and  to 

mentioning arm fatigue, both of which suggest that flaws in the experimental process are 

likely obscuring data of interest.
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With  twenty  years  of  publications  and  working  for  Walt  Disney  Imagineering  Mine’s 

research  into  immersive  CAD  is  refreshingly  candid  (Mine,  2003).  Mine  casually 

acknowledges that, “Building a real-world immersive 3D modelling application is hard.” 

before succinctly suggesting that traditional methods, whilst acceptable, inherently discard 

a  “wealth  of  spatial  information”  and  impose  constraints  that  reduce  the  potential 

effectiveness of the design process (Mine et al., 2014). Mine acknowledges the issues and 

limitations of interacting in an immersive workspace, notably fatigue and that leveraging 

controllers such as the Wiimote and Razer Hydra not designed for such use introduces 

additional constraints and problems. Mine’s work contributes positive reinforcement to the 

idea that  there is  no good reason to enforce 1-to-1 mapping between user  motion and 

avatar action within an immersive virtual environment. Mine’s work also demonstrates that 

by focusing upon the goals of minimising user energy expenditure and maximising user 

comfort rather than defining a particular hardware specification or technology results in an 

effective outcome. Mine is clear that although developing a system is very difficult there is 

an  absolute  necessity  for  the  researcher  to  divorce  themselves  from  expectations  and 

assumptions  if  they  wish  to  achieve  a  significant  outcome.  Mine  demonstrates  that 

carefully  avoiding  common  but  unrealistic  expectations  whilst  embracing  thorough, 

scientific, critical analysis is essential for success within the field of immersivity.

An immersive CAD system using limited resources based upon the Open Source Blender 

software yet still offering stereoscopic view and both head and hand tracking is developed 

(Takala et al., 2013). An attempt is made at evaluating the system but the qualitative results 

offer little insight beyond the system being ‘fun’ and ‘intuitive’. Commentary suggested 

that  the  head  tracking  was  ineffective  although  whether  this  was  due  to  the  limited 

viewport (a single monitor), limitations in the tracking technology (Sony Move) or some 

other factor is not investigated. Eye fatigue is also mentioned however which does indicate 

a possible tracking issue. The paper asserts that much of the technology for Immersive 

Design already exists in many homes and none of it need be prohibitively expensive. 

An economic study into immersive CAD using a Leap motion and Oculus HMD exhibits a 

significant volume of positive user feedback but little critical analysis (Beattie et al., 2015). 

A similar  scenario  is  true  for  another  study  developing  an  immersive  technology  for 

architectural  design  which  makes  for  interesting  reading  but  fails  to  address  impact 

(Anderson et al., 2003). It seems common to find systems like these which are not formally 
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evaluated  at  all  but  instead  gush  over  the  numerous  advantages  to  designing  whilst 

immersed in a 3D environment. Such exultation does nothing to address the question of 

how the precision and tools needed to make such concepts professionally attractive can be 

successfully implemented  (Meaney, 2000). ScultUp is  also software designed to permit 

creation in an immersive environment (Ponto et al., 2013) and although the results appear 

visually impressive there is little but anecdotal evidence regarding the satisfaction of the 

four users that it was tested upon. There is also no mention of the underlying technology at 

all and thus, even though reception was positive, replication of this work seems unlikely. 

Despite a number of poor quality or impossible to replicate studies that exist within this 

field there are some few convincing works with genuinely useful outcomes, and much of 

this work is recent. One study into bimanual interfacing for mechanical CAD concluded 

that specific forms of input technology are not necessarily advantageous and demonstrated 

how adding  extra  functionality  to  an  existing  device  was  actually  far  more  useful  in 

developing an effective system (Fiorentino et al., 2010). Specifically, using a trackball, a 

non-linear rotational acceleration system was created and the ability to perform an object 

‘flip’  added.  Although  not  the  objective  this  is  an  example  proof  that  it  is  better 

understanding and use of existing interfaces and methods of interaction that is the most 

often needed conclusion data rather than examples of novel new hardware or software.

Another comprehensive study into the feasibility of immersive, in-world model-editing of 

CAD objects sought to identify and improve the weaknesses preventing adoption (Bourdot 

et al., 2010). They found that including and refining haptic feedback offset much of the 

inaccuracy problems but failed to address the needs of different CAD users. 

Developers of immersive systems seem to conflate all CAD users into a single amalgam, 

and yet there are so many different forms of CAD. Both an architect and a mechanical 

engineer might use CAD systems but their needs are so very different that entirely different 

software is popular for each. Perhaps this returns full-circle to a key issue stated near the 

start of this literature review whereby Bowman identified a need to specialise research by 

making it  application  driven rather  than  generalised.  By trying  to  perform generalised 

CAD VR research it is possible that the outcomes simply have no specific value to any 

specific  user.  And  by  extension,  this  lack  of  specificity  then  denies  researchers  the 

opportunity for iterative improvements through real user feedback, because there are none. 
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2.8 Medical applications

Unlike the field of interactive CAD, which is still largely emergent, the medical industry 

has been utilising virtual reality equipment and interfaces in practice for some time. The 

medical  field  is,  perhaps,  the  anodyne  to  generalised  research  in  that  it  has  clear 

requirements  and definitive  applications.  However,  although practitioners  routinely  use 

bimanual and virtual reality equipment there is still a great deal of confusion about how to 

best  use  the  technology.  In  one  study  video  playback  is  compared  to  stereoscopic, 

immersive training and, perhaps unsurprisingly to a practitioner of virtual reality rather 

than medicine, the results are that neither system offers a clear benefit over the other in 

terms of quality of training  (Harrison et al., 2017). This is perhaps, somewhat sadly, an 

excellent example of interdisciplinary communication failure. The true advantage of virtual 

reality lies not in mere stereoscopic reproduction, which has been available for a very long 

time indeed, but rather in the interactivity of allowing the operator to explore the potential 

virtual space and thus build multi-dimensional insights.

Ideally, medical training therefore necessitates simulation that is as realistic as possible, 

with  as  transparent  an  operating  space  as  possible  whilst  offering  the  opportunity  to 

repeatedly practice a technique until perfection. Virtual reality tools can aid by offering 

practice simulations that can also evaluate user performance. Of particular relevance to this 

work it was recently observed that the motion of the non-dominant hand had a significant 

effect on dominant hand performance (Zahedi et al., 2017).

It might be assumed that most works would consider bimanual interaction, but in fact a 

surprising  number  simply  ignore  the  possible  impact  of  this  or  simply  assume  that 

bimanual skills will transfer when bimanual controls are offered. Indeed a typical example 

of this is one study where a Leap Motion hand-tracker, a device that inherently supports 

two-hand tracking is nonetheless used uni-manually and compared to a traditional stylus 

interface (Wright et al., 2017). Considering the previously mentioned study which shows 

that the non-dominant hand affects the results of the dominant, a trend other studies have 

shown before,  is  it  appropriate  to  compare  devices  unimanually  and expect  results  to 

project proportionally to a bimanual scenario?
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Although it  is  tempting to  think only of  physical,  haptic  controllers  when considering 

medical  applications,  since  these  seem naturally  enough  to  be  reflective  of  a  surgical 

procedure, not all medical operations necessarily benefit from such an interface. Indeed a 

bronchoscope,  when used ideally,  would offer the operator no haptic feedback since it 

should not be colliding with internal structures. Existing technologies in use have a very 

low success  rate  for  this  and alternative  systems that  provide  hands-free  control  have 

demonstrated a potential for improvement (Khare et al., 2015). It seems likely that this is 

an area in which virtual reality has much to offer since great advances are being made in 

free-space control systems.

2.9 Experimental frameworks and the jerk metric

Surgery requires a better metric of analysis than simple target-oriented and time-oriented 

tasks. For that reason the jerk metric has been adopted as a powerful tool for evaluation of 

medical performance studies and has been shown to correlate well with psychomotor skills 

evidenced in virtual reality (Mohamadipanah et al., 2016). 

A number of experimental approaches to jerk metric computation are rigorously explored 

and  evaluated  in  order  to  find  a  quantifiable  evaluation  method  to  replace  traditional 

qualitative  observation  (Estrada  et  al.,  2014).  Motion  based  metrics  were  found to  be 

strongly  correlated  to  existing  and accepted  traditional  grading assessments  of  skill  in 

surgeons performing minimally invasive surgery.

A well-implemented jerk metric should be a measure of signal shape rather than duration 

or amplitude, it should be sensitive to movement changes, consistent, robust and be useful 

in  practical  application  (Balasubramanian  et  al.,  2012).  The jerk  metric  itself  can  give 

different  results  depending  upon  how  it  is  applied.  In  order  to  address  this  research 

proposes a dimensionless, squared form of jerk which is independent of amplitude and 

duration (Hogan and Sternad, 2009). Different ways of measuring jerk may be applicable 

to  different scenarios but the most  common methods,  which rely upon derivatives,  are 

sensitive to noise and are sometimes rejected as performing inaccurately. In a comparison 
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of techniques spectral arc length measurement is shown to offer improved performance by 

comparison to log and non-log dimensionless jerk metrics (Balasubramanian et al., 2015).

In addition to a viable metric careful selection of the experimental framework itself can 

offer  improvements  to  the  robustness  of  the  evaluation.  Evaluation  within  Virtual 

Environment is often limited to usability studies or task-based studies but a few works 

have attempted to define a framework. Such frameworks may focus upon evaluating the 

environment  itself  (Lampton  et  al.,  1994) or  may  extend  this  to  include  suggestions 

regarding good methodologies for evaluating motion (Poupyrev et al., 1997) but are aware 

and make it clear that such works are limited in scope. Use of traditional statistical rigour 

and techniques such as constructing experiments in terms of dependent and independent 

variables can add significantly to the evaluation process and reveal information not evident 

in simpler evaluations (Bowman et al., 1999).

2.10 Applications of free-space bimanual interaction

Free-space tracked controllers lacking haptic feedback, such as used throughout this work, 

are less relevant to surgical research. However, medical procedures such as bronchoscopy 

minimise haptic interaction and thus there are applications within these fields. Pursuing 

such medical research is necessarily difficult and limited due to the human factor and thus 

best  left  until  such concepts  are  reasonably  established and  proven under  more  easily 

executed trials. A number of environments have requirements comparable to bronchoscopy. 

Operations  where  collision  poses  risk,  thus  haptic  feedback  is  of  limited  value,  and 

smoothness and economy of motion are desired, thus justifying the use of a jerk-based 

analysis  could  be  considered  equivalent.  This  includes  operations  in  space,  nuclear 

disassembly, teleoperation during disaster management and explosive ordnance disposal.

On orbit  servicing  of  satellites  is  a  sector  of  growing  interest,  both  scientifically  and 

financially, to which a number of control solutions have been proposed and explored that 

support the merit of free-space control options for specific cases (Flores-Abad et al., 2014). 

Even despite the limitations imposed by control latency researchers continue to pursue 
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teleoperation options and devise strategies to minimise the issues this causes (Stoll et al., 

2012,  2009).  And  little  wonder  when  the  such  teleoperated  systems  so  clearly  offer 

improved performance, improved chances of mission success and reduced costs  (Fong et 

al., 2012). The Robonaut 2 is one such tool, deployed on the International Space Station, 

which  is  highly  humanoid,  bipedal,  bimanual  and utilises  elastic  systems to  offset  the 

imprecision of the human operators force control and reaction times (Diftler et al., 2011).

Explosive Ordnance Disposal (EOD) is a field well-suited to bimanual control and virtual 

reality stereoscopy (Kron et al., 2004). Key factors of importance are identified to include 

dextrous  bi-manual  control  (Handelman  et  al.,  2010),  and  but  also  numerous  varied 

methods for provisioning haptic feedback to the operator (Graham et al., 2011). The use of 

teleoperated platforms to move ordnance away from a high-risk area to a low-risk area for 

controlled detonation is firmly established one of the prime duties of a field specialist but 

the equipment for this is largely non-interoperable and the lack of standards causes some 

difficulties  (Hinton  et  al.,  2011).  This  lack  of  interoperability  and  notable  lack  of 

standardisation is typical of systems that are rapidly evolving and offer potentially exciting 

bi-manual  features  not  yet  available  in  the field  (Tunstel  Jr.  et  al.,  2013),  such as  the 

Johnny-T and RoboSally platforms(Fig. 2). 

Fig. 2 - Johnny-T (Left) and RoboSally (Right) experimental platforms
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Controlling such platforms remains complex however and traditional controllers simply 

cannot  translate  human  motion,  or  intent,  into  the  corresponding  action  successfully 

without finding ways to better exploit the redundancy of such systems (Wolfe et al., 2016).

The  assumption  that  1:1  mapping  of  input  or  feedback  is  automatically  beneficial  or 

desirable  (Mine et al., 2014) (Bowman et al., 2012) could quite logically be extended to 

this application. It is extraordinarily difficult to map human motion to that of a robot with 

many degrees of freedom (DOF) (Leitner et al., 2014) especially when they do not align 

directly  to  human  motion.  As technology  becomes  more  complex increasing  DOF are 

highly likely; the Robonaut 2 utilises 42 DOF (Bridgwater et al., 2012). This problem is 

sometimes  termed the  Sparse  Control  Problem and  intermediate  systems,  informed  by 

machine learning and other AI support is considered to be one possible solution (Jenkins, 

2008), but this is not without limitations, particularly the potential loss of desirable human 

characteristics.  Equally,  when the teleoperated device evidences reduced or constrained 

DOF by comparison to a human then it becomes necessary to develop strategies to limit 

human motion, but in so doing there is again a risk of eliminating desirable characteristics 

motion (Pollard et al., 2002). When the objective is to perform some complex or dangerous 

task that is difficult for a human and unpredictable in nature then it is human insight and 

finesse that is primarily required and not so much the arguably limited human range of 

motion.  The  issue  is  compounded  further  by  scale,  where  it  is  necessary  to  interpret 

inordinately large or small forces in some way and present them to the operator effectively 

in  some  abstract  manner  (Murakami  et  al.,  2000).  However,  many  varied  ways  of 

interacting with a virtual environment, each with unique advantages, have been developed 

and thoroughly proven  (Bacim et al.,  2013). This knowledge could be leveraged when 

using virtual control systems intended to direct real systems to gain similar advantages. 

For all this wealth of research very little is tested in a bi-manual environment and viability 

remains low: Technology being purchased for active use often remains solidly in the realm 

of single-arm, haptic-feedback control, despite the many scientific proofs regarding the 

potential benefits of bimanual control. For example, the British Army recently took receipt 

of four such unimanual robotic devices, the Harris T7(Fig.  3), as the primary ordnance 

disposal  tools  in  a  £55 million order  (Ministry  Of Defence,  2018).  It  is  reasonable to 
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suggest this as an indicator that were an advantageous and proven bimanual alternative 

available the purchase order would have been different.

Fig. 3 - Harris T7 EOD platform

It  seems bimanual  research,  specifically  into  how to  map bimanual  control  input  to  a 

desired output,  has  much room for  solutions  to be found.  And the output  need not  be 

bimanual,  the  benefits  of  a  bimanual  input  mapped  to  a  unimanual  output  could  be 

substantial. Perhaps free-space control systems, for the very reason they lack the assumed 

requirements  of  kinematic  constraints,  might  have  some insight  to  offer  the  bimanual 

control paradigm? Is it possible to map free-space input in such a way as to offer fluid 

versatility that extends beyond a rigid system? What can be learned from such a system? 

Perhaps, with careful selection of specific domain, attention to the understanding that has 

gone before, use of appropriate frameworks, data-gathering techniques and correct metrics 

for evaluation, then this new knowledge will be of value to a real world application.
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3. Design
3.1 Decision making

As this work begins currently popular Head Mounted Displays such as Oculus Rift and 

HTC  Vive  have  not  yet  been  launched.  The  facility  available  is  a  highly-specialised 

fourteen screen, reverse projection CAVE with multi-camera infra-red Vicon tracking. This 

facility is considered state-of-the art and world-class. There are some limitations however, 

particularly that development upon the software used by CAVEs has stalled and not been 

updated in many years and that the idea of using two controllers, bimanually, is still an 

exceptional one and thus there are very limited options for exploring this usage scenario.

The work begins by selecting Open Scene Graph to be the basis for a new engine to drive 

the Octave facility. The key factors in selection were the wealth of knowledge available for 

the system, existing departmental experience in its  use and a clear assertion within the 

OSG wiki that it has the latent capability to be used for tracked, stereoscopic systems.

It took two years to develop a fully-functional framework for the Octave based upon OSG. 

The  foremost  difficulty  was  a  lack  of  documentation  regarding  quad-buffering  and 

stereoscopic  projection  computation  for  a  multi-threaded,  multi-context  environment. 

Much of the information necessary to implement this technology is considered proprietary 

by the graphics card manufacturers who consider it to be a key part of differentiating their 

consumer  products  from their  more  expensive  professional  ones.  A series  of  heuristic 

techniques  were  used  in  order  to  deduce  the  necessary  implementations  for  a  new 

framework. This work eventually culminated in the Octave OSG framework which was 

used for the subsequent experiments.

The Nintendo Wiimote was the only commercially available controller intended for true 

single handed wireless use at this time. Its symmetrical shape, so that it could be used in 

either hand, along with an available library for interfacing to PC based systems meant it 

was it uniquely placed as an ideal tool to execute a bimanual study. Its camera based, 

inertially augmented positional systems were unsuitable for immersive VR use however. 

Instead, a pair of Wiimote were modified with the addition of retro-reflective spheres to 

allow the Vicon system with its proven low-latency and high precision, to provide position 

and rotation data for each hand. The Wiimote was then used to provide button press data.
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3.1.1 Octave

The  fourteen  screen  Octave  provides  an  enclosed  octagonal  360  degree  immersive 

environment with floor projection and ample space to move freely (Fig. 4).

Fig. 4 - Wide-angle view of Octave facility whilst powered down

In order to ensure the best possible evaluation of bimanual interaction in a virtual space the 

user should not be subject to distractions or cues that break the sense of immersion. A 

complex CAVE-based system like the Octave offers a number of inherent advantages:

 No limited field of vision. The Octave offers a continuously rendered full 360 field of 

vision without peripheral distractions or a sense of tunnel vision.

 Reduced distortion. Headsets must use lenses to try to compensate for the close 

construction of the image projection. The Octave uses only flat screens.

 Proprioception cues are a non-issue because the user can see their own body.

 A distant physical projection point can reduce eye-strain by comparison to a close one.

 No need to calculate horizon data to ensure a steady world since the Octave has a fixed 

projection reference. This could potentially reduce motion sickness.

The  Octave  facility  is  not  without  weaknesses  however.  The system is  extraordinarily 

expensive and esoteric and software must frequently be bespoke. It is also not not possible 

to project an object that occludes the body thus this scenario must be avoided.

The Octave facility also incorporates a Vicon tracking system. This commercial system 

allows retro-reflective markers to be placed upon objects and tracked with sub-millimetre 

precision by an array of infra-red cameras. Objects with three or more markers can be 

composited and then rotation is tracked as well as position.
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3.1.2 Immersive Render System

The  Immersive  Render  System  (IRS)  developed  using  Open  Scene  Graph  (OSG)  to 

construct  and  execute  the  pilot  studies  is  a  C++ based  collection  of  source  code  that 

integrates with any standard OSG install on either a Windows or Linux based platform. It 

requires no dependencies and is portable but does require a quad-buffer compliant non-

cluster system with VRPN tracker data reporting. Whilst the IRS is a significant work that 

took two years to produce it is not, in and of itself, of any particular research interest. For 

this reason only the UML Statechart is provided here in order to avoid bloating this work 

or transforming it into a technical manual. 

Fig. 5 - IRS Statechart

As can be seen in Fig. 2 the IRS derives from the WSI information to build a collection 

user definable Trait collections which are used to prepare the Graphic Contexts. The XML 

user  configurable  data  assimilates  this  information  into  the  internal  displayConfigData 

format and this is used to build one or more StereoPortals. Each StereoPortal is a self-

contained subsystem that manages cameras, projection and buffer allocation. In normal use 

all StereoPortals are simply assigned to any single standard OSG root node.

The full source code is freely available under an open source license should you wish to 

recreate or continue the work: See Appendix I.
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Prototype demos created using the IRS include a reproduction of the ABB IRB140 robot 

arm manipulator (Fig. 6) that obeys basic kinematic constraints, and a simple in-situ CAD 

system that can be used to construct brightly coloured primitive environments, the primary 

control palette of which is shown in Fig. 7. Links to videos for these are in Appendix I.

Fig. 6 - ABB robotics IRB140 simulation using the IRS

Fig. 7 - Immersive Draw System palette
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3.1.3 HTC Vive

Shortly before the final study the Octave facility suffered a hardware failure that rendered 

it inoperable. It was not possible to obtain an estimate of the time it would take to repair  

and thus it was decided to rewrite the project to suit the HTC Vive and Unreal Engine 4 in 

the interim as a safeguard. The Octave repair took a number of months to be completed and 

included new hardware and a new operating system. Reconfiguring the IRS would have 

necessitated code changes at this point thus the Vive was used until completion.

By comparison to the Octave the HTC Vive system offers some advantages :

• Laser-tracked sub-millimetre accuracy comparable to a typical Vicon configuration.

• The incorporation of laser-tracked controllers as a unified part of the system (Fig. 8).

• A number of software frameworks that natively support the hardware.

3.1.4 Unreal Engine 4

Whilst a C++ HTC Vive library is available and it would have been possible to rewrite the 

IRS engine to work with the Vive, examination of information available suggested this 

would be non-trivial. By chance, the necessity of deciding how to proceed coincided with 

an opportunity to visit Epic Software who own and use Unreal Engine to develop games 

for the Vive and Oculus Rift. After an evening in their offices demoing different systems 

and discussing how this  engine  could  meet  the  needs  of  this  research,  particularly  by 

comparison to  Unity,  it  was  concluded that  since UE4 is  C++ oriented is  was a  more 

logical choice than Unity in order to allow direct reuse of existing computational code.

Fig. 8 - HTC Vive controllers (left) and Oculus Rift controllers (right)
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3.2 Pilot Study 1 

3.2.1 Hypothesis

The principal objective of this pilot study is to test if gathering a significant amount of 

quantitative hard data will permit this to be explored and analysed in such a way that it  

provides insight into motion and behaviour. Accordingly, this pilot study takes the form of 

an  explorative  process  and  encourages  the  user  to  work  with  minimal  direction  or 

constraint. The primary hypothesis could thus be stated:

Ha0 Given  free  choice  when  placing  an  object  a  user  will  evidence  a  

preference for bimanual interaction over unimanual.

Accordingly, the null hypothesis will take the form:

Ha1 Given free choice when placing an object there will be no pattern of  

preference for bimanual over unimanual interaction.

This hypothesis is not intended to be novel but instead is specified purely so that this pilot 

study can act as both as confirmation study and to validate the design of this study.

3.2.2 Design

The first pilot study proposes a game environment as shown in (Fig.  9). It was observed 

during development of the IRS that users new to Virtual Reality frequently deviate from 

the instructions to investigate uncorrelated features. It is expected that a highly structured 

test in the form of a game will constrain users so that they focus upon the study tasks.

This study uses the well-established ‘pick and place’ paradigm where users are asked to 

move an object from a start position to a goal position. The objects to be carried are four 

30cm cubes of different colours. The target is a magnetic cube which has four of its faces 

created in matching colours to which the carried cubes will stick when released.
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Fig. 9 - Aerial view of the first pilot study game arena

The game takes place within an arena designed to be entirely contained within the Octave 

so that navigation tools are not needed. This is done in order to ensure that the user remains 

within the optimal tracking region. Due to the arrangement of the infra-red Vicon cameras, 

tracking accuracy is biased towards the centre and far regions of the environment. This is 

by design because both users and applications tend to be biased for forward orientation. 

The  region  guaranteed  to  have  best  tracking  coverage  is  a  roughly  circular  region  of 

diameter centred 0.4m forward from true centre (Fig. 10).

 

Fig. 10 - Optimal zone for Vicon IR motion detection

The game is designed to fit within this zone whilst maximising coverage for regions that 

participants are likely to enter and spend time placing or grabbing objects within.  The 
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tables are placed to provide visual cues that imply users should pick up cubes from within 

the space between them. The layout is positioned to ensure there is sufficient clear space 

within the optimal motion tracking coverage region on all sides of the target cube (Fig. 11).

Fig. 11 - Pilot study game layout

The arrangement of the objects is chosen to offer varying pathways in order to promote 

different types of movement and thus encourage the participants to consider different grab 

and  movement  flows  throughout  the  test.  It  is  intended  that  these  cues  will  stimulate 

increased participant exploration of the space by comparison with a scenario where the 

grab and move flows for each colour pair are similar (Fig. 12).

Fig. 12 - Example motion pathways for the pilot study
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3.2.3 Implementation

The first pilot study builds upon the IRS by adding four class files:

• osgSM::scmGame1 provides the game flow.

• osgSM::scmGameTools contains reusable game classes.

• osgSM::scmCollision is a collection of simulation classes and global functions.

• osgSM::scmLogger manages log files and time stamping.

There  are  around 40 classes  within  this  collection,  each  of  which  offers  a  number  of 

functions. This code is well-documented within the source files and class diagrams can be 

swiftly  generated  using Visual  Studio tools  for  the software programmer who requires 

complete detail. UML State machine diagrams are provided herein however because they 

are considered effective in describing real time systems and are not easily generated.

Control and input

The user uses a single button to grab objects. The software treats the A button and trigger 

button  interchangeably  so that  the  user  may use  whichever  they  prefer  (Fig.  13).  The 

system initiates a grab attempt upon the trigger being depressed, maintains this state whilst 

held and, and will release the object upon the trigger being released.

Fig. 13 - Wiimote highlighting the primary controls

The software operates using a typical game loop, checking for input, calculating updates 

and then performing a render cycle. The two core processes for gameplay are managing 

positive user interaction, such as button presses, and managing passive user interaction, 

such as object collision and motion.

The log system can store data either periodically, in response to user input or in response to 

world events such as collisions or state changes.

38



Reducing jerk for bimanual control with virtual reality Sean C. M. Hill

Processing bimanual events

The pilot study software categorises interactions into one of five possible states, termed a 

GameMode, each of which represents a manner in which the user is utilising two hands :

(0) Select : The user has nothing grabbed in either hand.

(1) PriGrab : The user has grabbed something with their primary hand.

(2) SecGrab : The user has grabbed something with their secondary hand.

(3) DuoGrab : The user has grabbed one object in each hand.

(4) BiGrab : The user has grabbed a single object with both hands.

Primary and secondary hands are arbitrary and are used to track how a user switches from 

one  hand  to  another.  The  system  operates  upon  the  principle  of  change-detection, 

comparing previous to current values, in order to determine how to set and unset object 

connectivity,  GameMode  and  to  update  the  relevant  icon  (Fig.  14).  The  update  offset 

process is used to recalculate origin matrices when the object root is changed. 

Fig. 14 - UML Statechart for the Grab process 

The release process (Fig. 15) follows a similar pattern but also tests for the possibility that 

the object is in collision with the ‘magnetic’ target at the moment of release. If this is the

case then the object root is connected to the target instead of being restored to the world.
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Fig. 15 - UML Statechart for the Release process 

Offset updates are computed applying the inverse matrix transform of the hand position 

with  respect  to  the  object  position  in  world  space.  Parenting  also  uses  matrix  re-

computation but executes a series of tests to ensure validity first (Fig. 16).

Fig. 16 - UML Statechart for the parenting process 
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The game system does not use an off-the-shelf physics engine but rather performs tests and discrete collision computation upon specific objects 

directly. Although this can make development more complex it guarantees accuracy (Fig.17). Typical game and render-oriented physics engines are 

generally designed with performance and multi-object handling as their prime criteria and do not guarantee precision.

Fig. 17 - UML Statechart for the parenting process 
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Icons

It is essential to the study that the game display informative icons to the user depending 

upon whether they are potentially able to grab an object, if they have grabbed an object  

successfully with one or both hands, if the object is colliding with a target object or for any 

other state. Fig. 18 shows how the process which tests for change upon every game cycle.

Fig. 18 - UML Statechart for the target update process

Upon calling an icon update an efficiency check is made to ensure that change is required 

because this is a process that would otherwise be actioned every frame. State changes are 

maintained even when the icon is disabled for the purposes of data logging and to ensure 

stability when an icon is re-enabled. Once this check is made update requests are passed to 

the update process which processes evaluates the permutations of hand state in order to 

select and activate the appropriate icon (Fig. ). 
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Fig. 19 - UML Statechart for the icon update process

The icon subsystem itself is self-contained. There are more possible icon permutations than 

game  state  because  the  icon  subsystem  must  provide  feedback  regarding  potential 

conditions,  such as the opportunity to grab,  and overriding conditions that can modify 

behaviour, such as collision (Fig.20 ). It also handles loading of models, manages offsets, 

rendering, visibility and offers the option for the icons to slowly rotate. Each of the models 

is only loaded a single time and rendered as many times as necessary in multiple locations.

Fig. 20 - Game icons: Collision, Grab, Can grab, Bi-grab, Can bi-grab, Grab + can bi-grab.
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3.2.4 Execution

The experiment consists of grabbing, carrying and aligning the four cubes as precisely as 

possible with the target. The users are encouraged to repeat the experiment as many times 

as they feel necessary until they feel they have placed the cubes with as much precision as 

they can. The user is introduced to the environment through informal tutorials then asked 

to perform the experiment when they feel ready to do so. At the end of each round an 

approximated score derived from accuracy of placement data is displayed to the user on the 

in-game billboard along with elapsed time.

Instructions

The following instructions are used by the operator during the process:

1. Calibration: The operator verifies the alignment of the virtual world whilst the 
user is asked to waits outside and read through the instructions.

2. Training:

a) The user is introduced to the system and any questions answered

b) Unimanual  training  is  introduced where  the  user  is  provided with  only  one 
controller and asked to pick and place the four cubes quickly and accurately. 

c) Bimanual training is introduced where the user is provided with both controllers 
and asked to again pick and place the four cubes quickly and accurately.

3. Study:

a) The user is provided with both controllers and asked to execute the experiment 
in full using any method of control that suits them. They are informed that data 
is now being recorded.

b) The user is encouraged to repeat the experiment as many times as they desire 
until they feel they have satisfied with their performance.

Sample group 

The pilot sample group was drawn by word-of-mouth and informal advertisement of the 

study within the School of Computing at the university. A total of 20 respondents took part 

in the pilot study. Demographics regarding the respondents were not collected.
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3.2.5 Data

Strategy

Similar studies tend to focus upon gathering final placement data, sometimes alongside a 

time-based metric. This study is explorative so that strategy was extended to collect as 

much additional data as possible. It was decided to sample all data at every event instance 

and utilise the findings to refine this strategy of bulk collection in continuing studies. 

Table 1 - Data definitions

Data Type Data Elements

Tracker: Hand 1 7 floating point values (x, y, z, qx, qy, qz, qw)

Tracker: Hand 2 7 floating point values (x, y, z, qx, qy, qz, qw)

Tracker: Head 7 floating point values (x, y, z, qx, qy, qz, qw)

Buttons: Wiimote 1 Only ‘grab’ and ‘release’ are used by the Game

Buttons: Wiimote 2 Only ‘grab’ and ‘release’ are used by the Game

Game: Object position 5x7=35 floating point values 5x (x, y, z, qx, qy, qz, qw) 

Game: Object state 5 objects, each with 7 possible states*

Game: Hand state 2 hands, each reports the current target object

Game: State 5 possible states**

Game: Other Time stamp, game round, events (start, stop, pause)

*None, Single Hover, Dual Hover, Single Grab, Dual Grab, Hover and Grab, Collide.

**None, Primary Grab, Secondary Grab, Duo Grab, Dual Grab.

Each data element contains position and rotation data for every object in the game, position 

and rotation for each hand and for head tracking data, and entries for all game state and 

icon data (Table 1). A new data entry is generated every time an action occurs, including 

collisions, icon changes and button presses. This data would be formatted into a comma 

separated value format and saved to a plain text file so that it can be imported into many 

different software options for analysis or transferred into a database.
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3.2.6 Results

MS SQL query analysis was used for data evaluation because the author has access to a 

fast cloud cluster to perform data mining. 

The  CSV  data  from  the  pilot  study  was  sanitised  to  make  it  suitable  for  database 

processing. This included generating a unique ID per data set, a numerical identifier per 

user attempt, and adding a unique ID per data row. A series of server queries, links to 

which can be found in Appendix I, were created to mine the data in search of patterns. The 

investigation of these queries follows in the next section.

During early mining two bugs in the code of the data logger were found that meant some 

data  must  be  excluded  and  this  the  extent  of  this  first  pilot  study  analysis  is  limited 

accordingly.  The  excluded  data  is  all  rotational  data,  and  positional  data  under  the 

conditions where a user fails to accurately place their object at the target. The software 

errors  were  corrected  and  do  not  impact  the  subsequent  chapters  of  this  work.  The 

subsequent analysis utilises data unaffected by this bug, such as grab preferences and carry 

duration, which remain valid regardless of logged location values.

Grab methodology

Queries were generated to mine information regarding user preference of bimanual (two 

hands, one object) versus unimanual and duomanual (two hands, two objects). The total 

number of times a grab of each type performed across all games and users was extracted 

along with the summed time elapsed during each grab process (Table 2).

Table 2 - Query 1 : Grab frequency and duration

Type Incidents I% Duration (s) D% D/I (s)

Bimanual 420 23.9 944 39.8 2.25

Unimanual 1242 70.7 1246 52.6 1.00

Duomanual 95 5.4 181 7.6 1.91
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This first analysis shows an overall preference for initiating tasks with unimanual control, 

with almost 71% of grabs being unimanual. Contrastingly, it also shows that the sample 

group spent a significantly longer amount of time moving or positioning the objects whilst 

using bimanual interaction.

For final placement a temporal query is built which analyses events leading up to release in 

order to exclude incidents where the user releases one hand before the other thus recording 

an unintentional unimanual final placement after a period of bimanual activity. The results 

of this query reveal that there is a small increase in preference for placing and releasing the 

object at goal using a bimanual methodology by comparison to the summers interaction 

preferences for interaction, transportation and placement (Table ). 

Table 3 - Query 2 : Final placement preferences

Type Incidents Incidents as %

Unimanual 93 64.6

Bimanual 47 32.6

Other 4 2.8

Examining the  dataset  procedurally  it  shows that  users  frequently  use  a  succession  of 

unimanual  grabs  to  transport  each  object  then  evidence  an  increased  likelihood  of 

switching to bimanual interaction for the final placement stage. 

This correlates well with existing works regarding two-handed usage which prove it can 

provide  increased  precision  in  real-world control  scenarios.  The results  show that  user 

preference for bimanual methods increases during the final placement stage. The results do 

not support an increase in accuracy however, but this could be sue to system limitations 

regarding the ability for the virtual system to actually leverage the user input fully.

Table 4 - Query 3 : Final placement precision

Type Deviation Successful Missed

Unimanual 9.91 mm 86 11

Bimanual 9.24 mm 43 4

47



Reducing jerk for bimanual control with virtual reality Sean C. M. Hill

Conclusion to the first pilot study

As a confirmation study it was not proven that users would prefer bimanual control and in 

fact unimanual control was used more frequently. However, it was shown that users were 

more likely to switch from unimanual to bimanual during the placement stage than the 

other way around and to spend more time per bimanual interaction than per unimanual.

This pilot study also serves the purpose of validating the process. In addition to identifying 

a number of software bugs three critical  factors that negatively impacted the outcomes 

were evidenced which are addressed in the following studies:

Firstly,  the data was difficult  to  analyse because of its  size and complexity.  Following 

studies  should  be  more  targetted  in  what  they  record  for  efficient  and quick  analysis. 

Whilst recording a complete data set does ensure all possibilities can be mined for, the 

corollary is that mining becomes a sequential process. To be mined effectively temporal 

processing is often required, in other words identifying overlapping chains of patterns of 

arbitrary  lengths,  in  order  to  generate  the  desired  results.  By  contrast,  permitting  the 

software to filter events in real time can completely eliminate this requirement and provide 

concise and focussed data provide the data sought is well-defined in advance.

Secondly,  user  interaction was far  more varied than  expected.  Some users  would only 

interact for the briefest possible time whilst others lingered and wanted to repeat the test a 

number  of  times.  Some  users  also  demonstrated  significant  uncertainty  whilst  other 

confidently pursued explorative goals unrelated to the research. The outcome of this is that 

it wasn’t possible to evaluate trends with confidence and data gathering progressed slowly. 

Finally, the scoreboard at the end of each result appeared to have far more impact than 

expected. This was not measured and is purely observation but a number of users, upon 

seeing a score, became competitive and asked what other users scores were in order to best 

them or at least attempt to. Other users noted that a duration was reported and had to be 

dissuaded from rushing  the  experiment.  It  seems  that  having a  display  of  information 

sometimes overrides verbal instruction and thus should be used much more carefully as a 

valuable tool to support the research outcomes through instruction.
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3.3 Pilot Study 2

3.3.1 Hypothesis

The first pilot study showed that most users initially preferred unimanual control but an 

increased proportion of users swapped to bimanual interaction at the placement stage. This 

study investigates this further by examining how interaction methodology changes over 

time. It also extends the study to explore how feedback, both in terms of visual indicators 

and in terms of simple collision physics, affects placement precision because it was unclear 

whether users were taking advantage of these facilities in the first pilot study or not.

The primary hypothesis can be stated:

Ha0 Users will increasingly prefer bimanual placement with repeated attempts

Ha1 Users will not prefer bimanual placement with repeated attempts

The secondary hypothesis can be stated:

Hb0 The use of assistive tools will increase precision

Hb1 The use of assistive tools will not result in an increase in precision

In a similar manner to the first pilot study these hypotheses are intended to support the 

design and verification of this study and not to offer significant new knowledge.
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3.3.2 Design

This second pilot study directly builds upon the first by addressing the weaknesses that 

were observed. Varying levels of user interaction was a major concern so it was decided to 

implement  much  more  rigid  guidelines  and  controls  for  this  second  pilot  study.  This 

includes  a  structured  tutorial  and  familiarisation  stage,  a  fixed  number  of  rounds  of 

participation, an entirely automated testing process, and a number of smaller alterations to 

the way in which the experiment is visualised.

Tutorial 

In the first pilot study familiarisation was informal. It is possible that this led to some users 

undertaking the study before they were familiar with how to utilise the tools and thus may 

not have fully utilised the bimanual interaction possibilities available. It was hoped a well-

structured  tutorial  would  mitigate  this  whilst  introducing  no  disadvantages  beyond  a 

slightly longer time requirement per participant.

The tutorial is fully automated. All study participants have exactly the same training and 

the possibility  of the operator  bias  is  eliminated.  The tutorial  is  designed to  guide the 

participant through a series of tasks that introduce all the different ways in which they can 

interact with the system and offers 5 distinct stages: Primary grab, secondary grab, dual 

object grab, bimanual grab of a single object and magnetic attachment to target. Each stage 

disables interaction whilst a script is played back to the user and simultaneously presented 

as text upon the in-game billboard (Fig. 21). 

Fig. 21 - Tutorial billboard for enhanced game
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Upon completion of each script playback interaction is re-enabled and the system waits for 

the user to execute the requested task. Upon detection of task completion the system halts 

interaction whilst explaining the next task to be undertaken. Upon completion of the entire 

training tutorial the process the automated system allows the user to practice what they 

have learned and invites them to start the study once they feel ready.

Experiment 

The same automation system guides the user through the study itself. The user is asked to 

pick and place four cubes,  as accurately as possible,  four times,  for a  total  of sixteen 

attempts. Each of the four attempts activates a different set of support tools (Table 5).

Table 5 - Game type permutations

Game Type Collisions Indicators

A Off Off

B Off Visible

C On Off

D On Visible

The order in which the user is offered these permutations is handled by the automation 

system on a round-robin basis to ensure that the results are free from sequential bias. The 

automation system also allocates every user a unique ID, every attempt a unique ID and 

maintains this state across sessions through the use of a secondary XML file in order to 

further automate the data collection process and ready the output for immediate analysis.

Audio script

An  audio  script  was  carefully  prepared  and  recorded  utilising  appropriate  studio 

equipment, including a large diaphragm condenser, in an acoustically treated environment 

so that the instructions would be clear and intelligible when replayed. The exact same 

instructions are displayed upon the billboard whilst being read out. The system integrated 

the irrKlang C++ audio library to perform playback. The Ogg Vorbis format was used for 

the audio files because it is free from licensing concerns, unlike MP3.

51



Reducing jerk for bimanual control with virtual reality Sean C. M. Hill

Environment

A number of alterations were also made to the environment to improve areas that had been 

criticised by participants or observably could have introduced other biases. Some users had 

referred to the in-game hand representations as ‘comedy hands’ or had felt they had caused 

a sensation of vague precision. A simple, natural, high-contrast symbolic representation of 

a pointing hand as a 3D object proved difficult to come by, most were highly stylised, and 

so a bespoke solution was modelled based upon traditional cursor colours (Fig. 22).

Fig. 22 - Pilot study 1 pointer (left) and pilot study 2 pointer (right)

The  world  itself  for  the  initial  pilot  study  contained  many  features  useful  during  the 

development  process  but  redundant  now  that  the  pilot  game  had  been  tested.  These 

elements were removed along with the ability to fly around the environment and any other 

tools that were not directly required for the study. This both improved frame rates and 

stability whilst eliminating potential distractions from the users environment. The study 

arena was remodelled as an enclosed area to subtly reinforce this (Fig. 23).

Fig. 23 - Aerial view of pilot study 2 arena
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The game arena was also modified (Fig.  24). The two tables and cubes upon them were 

reoriented from the 15 degree angles of the basic game to being parallel with each other. 

This design decision was made because it had been observed that the narrowing of the 

tables seemed to slightly impede users as they tried to move towards the target and the 

increased complexity of the angled arrangement presented no obvious benefit.

Fig. 24 - Pilot study 2 component layout
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3.3.3 Data

The data collection strategy was refined so that only positive user actions, i.e. grab and 

release, now caused the system to record events. The recording of spurious data from user 

hands repeatedly passing in and out of objects or coming into and out of collision had 

previously created a large amount of surplus data.

Data collection was also automated using the same system that managed the tutorial and 

game execution. Previously data was had to be sanitised and combined manually which 

was tedious and could easily lead to errors. With the automated system data entries, at 

every stage, maintain unique identifiers, user identifiers and round identifiers. This was, in 

part,  achieved through the use of  a  second log  file  to  maintain  overall  data  about  the 

number of entries in each experiment so that unique IDs could be contiguous.

Timestamp accuracy for all log entries was improved to the millisecond level and the log 

file was made fully asynchronous to eliminate the small risk of write delays. 

In a similar fashion to the first study a sample group was drawn by word-of-mouth and 

informal advertisement of the study within the School of Computing at the university. A 

total of 23 respondents took part in this second pilot study. Demographics regarding the 

respondents were again not collected at this stage.

The data was once again transferred to an SQL server for analysis and links to the queries 

executed for the purpose of mining this data are included in Appendix I.
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3.3.4 Results

The first mining query executed against the data set seeks to validate the overall usage of 

bimanual  versus  unimanual  interaction  to  discover  if  the  ratio  of  events  maintains  a 

consistent proportion to that of the first pilot study. The values remain very nearly identical 

with a marginal decrease in the usage of one object in each hand and a correspondingly 

marginal increase in single handed usage (Table 6).

Table 6 - Query E1B : Game type permutations for Pilot 2 study

Type Incidents As %

Bimanual 264 23.9

Unimanual 822 71.8

Duomanual 54 4.8

The pilot  2 studies  averaged roughly 5 minutes of  actual  interaction time (actual  time 

carrying an object) for each user by comparison to 2 minutes in the pilot 1 studies. An 

increase of an additional 133% attributable to the controlled study environment requiring 

consistent  user  interaction  across  all  participants.  Conversely  the  number  of  recorded 

actions dropped from 1757 to 1129 overall, a reduction of 35%. This is reflective of the 

more selective logging system increasing data relevancy.

Interaction methodology preference

Although the overall preference for unimanual interaction remains it is now possible to 

chart  how  that  preference  changes  with  repetition  because  all  users  have  undertaken 

sixteen attempts at placing an object. 

Fig.  25 shows the ratio of bimanual to unimanual interactions for each repetition and the 

computed  trend-line  demonstrates  that  users  tend to  have  an  increasing  preference  for 

bimanual interaction as the experiment progresses. 
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Fig. 25 - Interaction methodology trend

At the same time, overall placement accuracy also increases with repetition (Fig. 26).

Fig. 26 - Placement precision trend

Although this confirms previous studies that suggest training is an important part of the 

process of any interaction system what is particularly interesting is how users seem to 

default  so often  to  a  unimanual  interaction  in  virtual  reality  when it  is  arguably more 

natural to default to a bimanual one in real life. Is this a learned behaviour from having 

commonly utilised unimanual systems such as a mouse, or is it a weakness in this virtual 
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reality system that leads users to perceive bimanual interaction as unnecessary or even 

perhaps lacking in benefit? Perhaps it is a function of the perception that objects will have 

no physical weight? Or perhaps a sense that the added precision of bimanual interaction is 

simply  unnecessary?  Or  perhaps  they  simply  feel  they  ought  to  be  using  unimanual 

interaction as the default state and are operating as they perceive is expected? Whilst this 

study does not address these questions it seems both surprising and interesting that, given a 

pair of identical controllers, portrayal of a pair of hands and bimanual instruction users 

nonetheless have a low initial attempt rate and low uptake rate for bimanual interaction.

Accuracy by game type

The  lowest  deviations  from  the  optimal  target  occurred  when  assistive  physics  and 

indicators  were  both  enabled  (Fig.  27).  This  is  continuing  confirmation  of  numerous 

studies that suggest the use of assistive systems is beneficial. Interestingly, this does not 

hold  true  for  the  use  of  visual  aids  without  physics  simulation,  perhaps  because  the 

indicator  would  give  positive  confirmation  at  any depth  of  penetration  into  the  target 

object. It is possible that this positive bias caused the user to accept poorly positioned 

objects rather than trust their own visual judgement.

Fig. 27 - Accuracy of placement by game type
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Isolating the data for deviations with physics disabled by axis it is clearly evident that the 

largest errors occur within the axis of object penetration in all modes of operation (Fig. 28). 

This  upholds  the  theory  of  reliance  upon  the  indicator  system  leading  to  excessive 

penetration since any position outside of the target, even if lateral and vertical precision 

were prefect, would still register negatively. Lateral error is the least in all modes whilst 

vertical error falls somewhere in-between and tends to be below the goal. It may be that 

angle of view of the user, which was universally above the target to varying degrees, may 

impact the precision of placement in some unexpected way. 

Fig. 28 - deviation mean by axis

Lack of indicators may affect vertical placement also since users tend to place below the 

object when it is disabled and very close to the correct position when enabled. It is possible 

that this is a result of depth perception limitations, a known constraint of many immersive 

systems. Generating a scatter diagram of the side-view placements (the lateral axis is fairly 

accurate throughout and can thus be ignored) and including both the region of confidence 

and approximate user gaze position does indeed appear to support this possibility (Fig. 29).

58



Reducing jerk for bimanual control with virtual reality Sean C. M. Hill

Fig. 29 - Scatter diagram of side-axis final placements

Taking the  approximate operator  gaze  region,  which  was recorded for  each data  entry 

point, and including it with the region of confidence a direct line can be drawn through the 

centre of this region which correlates with a proportional user error some small distance 

below the ideal target and some slightly greater distance inside the target. If it was the case 

that  the placement  error  is  due to  the limitations  of depth perception in  an immersive 

environment combined with positive affirmations of success from the indicator subsystem 

for any positive penetration depth, this could go some way to explaining this outcome. 
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Conclusion to the second pilot study

The data of the second study was more rigorously and selectively obtained. No errors in 

data  collection process  were found and user  interaction was consistent  and predictable 

throughout. The use of automation simplified the experiment execution whilst reducing the 

time required for each participant to complete the process. 

The automated data gathering process eliminated the possibility of user error during the 

repetitive  and  intensive  sanitisation  process  previously  required,  but  upon  reflection 

perhaps too little data was recorded. Whilst able to fulfil the objectives and answer the 

hypotheses presented initially it became evident that it was difficult to mine the data set in 

such a way as to demonstrate convincing proofs for unexpected behaviours. On balance, 

unless time is strictly limited, then too much data with a correspondingly difficult analysis 

process is a better compromise than too little data resulting in a limited ability to explore 

unexpected outcomes.

Having  an  indicator  which  offered  positive  affirmation  for  all  depths  of  penetration 

resulted in a conflict of information between the indicator and the instruction to visually 

align the objects  as precisely as possible.  The outcome of this was the mean centre of 

placement  was  beyond  the  ideal  target  goal.  This  inadvertently  created  scenario  does 

suggest that users may tend to pay attention to the indicator and factor it into their decision 

regarding satisfaction of placement. 

Both  the  hypotheses  initially  presented  are  confirmed  by  the  data.  Users  do  tend  to 

increasingly prefer bimanual interaction with repetition and users also tend to evidence 

higher accuracy of placement with assistive tools enabled than without. The caveat with 

this latter is that the assistive tools must not introduce conflict. 
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3.4 Final experiment design

3.4.1 Hypothesis

The  primary  study  investigates  methods  of  improving  smoothness  under  bimanual 

operation. It does not compare unimanual to bimanual since it is largely accepted by the 

literature and borne out by the pilot studies that the latter is superior in most instances. 

The core metric used for evaluating smoothness, the dependent variable, is the jerk metric. 

Few  studies  outside  of  the  medical  field  have  evaluated  bimanual  interaction  for  the 

purposes of smooth control and none were found which evaluated free-space bimanual 

interaction lacking kinematic constraint, demonstrated a definitive evaluation of indicator 

feedback impact on this, or recommended a preferred scheme for implementation.

The study proposes that the use of feedback indicators will have a significant and positive 

impact upon the smoothness of user performance. The primary hypothesis in its null and 

alternative forms is thus given as:

Ha0 Jerk levels will be improved through the use of indicators

Ha1 Jerk levels will be inferior or equal without indicators

This study proposes as its  secondary hypothesis  that visual feedback will  have a more 

positive impact upon performance than haptic feedback. The secondary hypothesis in its 

null and alternative forms can thus be given as:

Hb0 Jerk levels will be improved with visual indicators

Hb1 Jerk levels will be reduced with haptic indicators

61



Reducing jerk for bimanual control with virtual reality Sean C. M. Hill

3.4.2 Design

There will be a single task that users repeat with variation. The task will require the user to 

carry an object from one location to another as smoothly as possible. 

The task will be presented in one of three forms:

1. Without any feedback indicators

2. With visual feedback indicators

3. With haptic sensory feedback

Users will repeat each task four times in succession. This is for summative purposes in 

order to ensure evenly distributed data and provide the ability to reasonably exclude a 

single set should any spurious information be generated through user or system error. Four 

cycles is selected as being sufficient to provide reasonable tolerance for error elimination. 

It is not intended to use this task cycle for the purpose of formative feedback. Although 

displaying a  score  or  offering some other  feedback between rounds to  encourage user 

improvement across additional rounds could open up this possibility this would necessitate 

lengthening the duration of the user experience and risks impacting attention span. A quick, 

focussed evaluation is deemed of more merit in this instance.

This work is aimed specifically at professional operators who will be skilled in using some 

form of advanced interaction technology, possibly a teleoperated robot. Accordingly, casual 

and unskilled computer users are excluded through the screening process which permits 

only frequent users of a computer system, gaming console or other sufficiently advanced 

and comparable technology to continue to the experiment stage. 

A within-subjects, repeated measures, crossover design is used whereby all users complete 

all  tasks.  This  provides  the advantage that  each subject  inherently serves  as  their  own 

control and a  smaller number of subjects  can be involved for the same given level of 

confidence outcome. The risk, compared to a between-subjects design with regard to the 

impact of learning, is mitigated through the use of short experiment cycles. Carry-over 

should also be negligible and any residual effects is mitigated through counterbalancing.
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The experiments are performed in counterbalanced order such that all subjects experience 

the same pattern of events but the data is is not confounded by a learning process across 

the twelve repetitions (Fig.  7). Counterbalancing is considered appropriate because there 

are no complex dependencies between the three forms and only the benefit of repetition 

and practice needs to be mitigated.

Table 7 - Counterbalancing sequence for the core study

Subject None Visual Haptic

1 First Second Third

2 Third First Second

3 Second Third First

3.4.3 Configuration

In order to execute the experiment a room sufficiently large for the user to move freely in 

was required. The room was configured to have a space for mobility within the centre and 

an additional space for arms to extend into safely (Fig. 30). 

Fig. 30 - Room space diagram
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The virtual gameplay area was mapped into this real-world space with visual cues so as to 

maximise  available  area  whilst  implying  cues  to  safely  limit  user  motion.  Low  level 

obstacles  of  tables  and  raised  yellow  gridwork  were  placed  to  discourage  users  from 

moving beyond the walking area (Fig. 31).

Fig. 31 - Simulation space diagram

The hardware used was a HTC Vive system with two laser lighthouses  configured for 

synchronised Bluetooth mode operation. The computer was an AMD FX-8350 8 core CPU 

with 16GB of DDR3 RAM and a GeForce GTX1060 GPU. This configuration was tested 

with the developed software and was able to maintain the ideal 90Hz synchronised refresh 

rate for the experiment purposes to avoid drop-outs or the need for frame smoothing.

3.4.4 Software

Unreal  Engine  4  predominantly  uses  a  proprietary  flow-chart  based  system  called 

Blueprints (BP) for game development but this is supported by C++ code also. Blueprints 

is a new form of graphical programming designed to enable fast development and allow for 

quick experimental changes. The UE4 software comes with a quick-start template for the 

HTC Vive system that enables simple interaction and this is used as the basis for this work. 
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The Blueprints system is used to arrange the environment and to assign collision limits and 

interactive regions. The Blueprint system is also used to configure the C++ elements.

The  most  important  change  made  to  the  UE4  system  is  that  fast  (predictive)  tracker 

reporting is disabled. This default option allows for motion smoothing in games and other 

such consumer projects. Switching it off introduces some jitter which must be filtered out 

at the data processing stage and introduces the risk of jumps if the system is unable to 

maintain the refresh rate, but ensures that each positional sample recorded is synchronised 

exactly with the screen refresh and in-world representations of user interaction. 

UE4 supports C++ in a specialised, non-standard form. Although all the capabilities of the 

C++ language are represented, in order to use this with BP it is necessary to allow UE4 to 

generate template files which include additional directives. These directives allow the BP 

system to generate code which connects the BP and C++ together. For practical purposes 

this means that C++ files should either inherit a pre-existing BP class and then add features 

to that, or they should be stand-alone tools, such as for mathematical computation.

The  primary  interaction  object  is  a  Blueprint  Actor  class  extended  with  a  Blueprint 

interface so that the system can provide positional data from the hand representations to 

which it maintains a reference. As an Actor class it also inherits the managed game loop 

implementation which allows for computation on each update cycle, known as a tick. The 

C++ class file is auto-generated as a template using UE4 and UE4 must be allowed to 

manage its constructors and linking. Such classes are prefixed with a capital ‘A’.

UE4 allows Actor classes to utilise an interface through a managed template. This allows 

UE4 to perform reflection and code-linking even though C++ does not natively support 

this. Such interfaces must be generated by UE4 and are always prefixed with ‘I’. Well-

formed implementations must be suffixed with ‘_Implementation’.

The C++ portion of the UE4 simulation software utilises a total of five class files and two 

interfaces  (Fig.  32).  ATestActor01 and  AGameButton are  the two actor  classes  which 

provide the user with objects to manipulate and buttons to control the game, respectively. 

Both of these classes utilise the  ISimpleGrab interface which provides a means for the 

Blueprint system to pass controller information to them.
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AGameop and  ARodMover provide  the  game  management  tools  and  the  system  for 

spawning,  destroying and animating  the interactive  objects,  respectively.  Both  of  these 

classes  inherit  from  the  IButtonInterface which  allows  the  Blueprint  based  game 

system to broadcast commands to permit inter-component communication.

It should be noted that the  ATestActor01 class represents the primary game object with 

which the user interacts, henceforth referred to as a ‘Rod’ (Fig.  33). It is not possible to 

change class names in UE4 without risking severe compilation problems due to the way in 

which templating and reflection are implemented. This unfortunately ambiguous name is a 

hangover from early development experimentation before this limitation was understood. 

Fig. 33 - The primary interactive game objects aka ‘Rods’

Operation

The Blueprints system manages object collisions and on every game cycle creates a list of 

collision objects. If the user attempts an interaction the system checks the collision list to 

see if any utilises the ISimpleButton interface and, if so, calls that interface and passes a 

reference from the controller which called it.

If the interactive object is an AGameButton it broadcasts a preset message, set using the BP 

GUI, to all IButtonInterfaces and does not save the reference.

If the interactive object is an ATestActor01 and the action is a grab then the reference is 

stored and a second reference is awaited. If the action is a release the reference is cleared. 

If the action is a second grab and an existing a reference exists then a second reference is  

stored, the rod is moved into the initial grab position and data begins to be sent to the 
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logger  system,  which  is  instantiated  as  a  singleton  as  necessary.  Upon  each  cycle 

computation of rod position is performed as a centroid with rotation that passes through 

each garb position.

The ARodMover actor receives messages from the IButtonInterfaces and can act upon 

them to spawn a game object with specified characteristics, destroy a game object, animate 

an opening sequence or animate a closing sequence. This actor also loads and manages all 

associated models from the BP system that are required for this.

The AGameop class manages the game cycle and ensures that the correct type of objects are 

spawned and in the correct order.  It  also manages the information display to the user, 

orders the saving of logged data and resets the game area between games.

Finally, the  FastLogger class is a singleton class that any  ARodMover actor object can 

access to record data. It operates entirely in memory to ensure no slowdown and provides a 

tool for clearing the most recently buffered data if the user drops a rod out of bounds. The 

class also provides millisecond timing and file operations. This is the only class that is not 

part of a native UE4 BP template and thus lacks any prefix and uses purely standard C++. 

3.4.5 Practicalities

Rod

The interactive object is designed to represent an item that implies a need for a bimanual 

interaction process. The length of 1.4m and diameter of 5cm was empirically selected to 

imply the requirement for a natural two handed grab, whilst the uniform simplicity of the 

object further implies no requirement for the user to grab it at any particular location. This 

is in contrast to the cube used in the pilot studies which was chosen to imply the option for 

unimanual or bimanual interaction was at user discretion.

The rod is made sufficiently long that it is unlikely any user will attempt to grab it at the 

extremes, this is by design to ensure that users always have the option of positioning and 

repositioning their hands within a preferred natural range without imposing limitation.
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The cylindrical nature of the object ensures that rotation and twisting considerations can be 

discarded, both mathematically and from the perception of the user, and thus the research 

focus can be entirely upon the smoothness object motion as is sought.

Room

The room layout is created to require users to perform two process actions; carrying and 

twisting. Users must, at a minimum, walk some distance with the object and rotate whilst 

holding the object. This process creates a need for dynamic changes in motion. Although 

the operating area is constrained the overall room is made much larger to avoid a sense of 

claustrophobia whilst given plain walls to minimise distractions (Fig. 34).

Conveyor

The rods emerge from, and disappear into tanks fed from conveyors to ensure a sense of 

immersion  where  items  vanishing and appearing  might  reduce  that.  The  height  of  the 

conveyor is selected to be a natural height for most users so that all will operate without 

the need for crouching or stretching. This results in the centre of the rod being at 1.02m 

above floor level which is the approximate height at which utensils are used in a standard 

kitchen environment. The rod casings are designed to give the user a sense of space around 

the rod to encourage them to grab in any way they feel is correct. 

Fig. 34 - The game area including the additional space around it
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3.4.6 Indicator feedback design

The visual  and haptic  indicators  are  designed to be  as  similar  as  possible  in  terms of 

function, response rate and sensitivity in order to minimise differences in evaluation. Both 

systems  share  a  common  jerk  sensor  system  which  evaluates  the  third  derivative  of 

position in real-time and uses a fixed scaling system to convert this into an integer score in 

the range of 0 to 8. Values above 8 are clipped at 8. The information is updated every 

frame. Frame rate is locked at 90 fps but the elapsed time is measure and used regardless to 

ensure the feedback is consistent should there be any fluctuation. The jerk data is taken 

from the far ends of the rod so is independent of hand position. The experiment supports 

different grab methodologies,  such as shotgun, which locks the first  grab in place and 

utilises the second for guiding the direction. The system evaluates each end independently 

and displays the highest jerk metric result. 

The integer jerk metric is then passed to either visual or haptic indicators according to the 

rod type. Both visual and haptic indicators share a common constant which determines 

decay rate so that instantaneous fluctuations are presented clearly to the user. This was set, 

through empiric experimentation,  to 100ms per segment or per rate-step for visual and 

haptic feedback correspondingly.

The visual feedback system was designed to float above the currently held rod and face the 

user at all times so as to ensure it remains visible (Fig.  35). It takes the form of an eight 

segment VU bar meter which are a common and easily understood paradigm.

Fig. 35 - A rod with fully activated 8 bar VU meter

The haptic system uses pulse speed instead to present feedback. The rate increases across 

the 8 steps at exactly the same rate as does the visual meter. The haptic pulse rate is 2Hz at  

level 1 and 16Hz at level 8 with a stepped proportional increase between these values.
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4. Data Mining

The raw three dimensional vector data for both hands and the far ends of the 1.4m rods is 

collected in synchronisation with the 90Hz refresh rate during the carry process. Each rod 

is separately identified by sequential number and type. 

Table 8 - Rod IDs

ID Indicator

VI None

LA Visual

GP Haptic

The source data format are CSV files with a single file per participant. These files are 

merged into a single CSV dataset with the addition of a unique user ID number per file and 

a unique ID per row of data. A table is created upon the MS SQL server using the SQL 

server management tool and then the data is uploaded, verified and imported. 

The  mining  process  relies  upon  SQL queries  involving  WHILE  loops  and  the  LAG 

statement to enable insertions to be computed using recursive data. The use of these tools 

slows down the query processing time significantly. A query of the entire dataset to return 

fully computed average values across all tests took just under an hour using a commercial 

cloud-based database processing cluster. 

The process can be examined in detail in the T-SQL query files provided (Appendix I) but 

is also briefly summarised here:

1. Compute Velocity in m/s for each axis V(xyz) = ( [n]-[n-1] ) / Δt

2. Smooth Velocity using a 20% filter SV(xyz) = ( [SV-1] + ( ([V]-[SV-1]) * 0.2 )

3. Compute Acceleration m/s2 A(xyz) = ( [SV]-[SV-1] ) / Δt

4. Compute Jerk m/s2 J(xyz) = ( [A]-[A-1] ) / Δt

5. Compute jerk magnitude Jmag = √(Jx
2 + Jy

2 + Jz
2)
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Each  data  file  ID  is  paired  with  an  associated  questionnaire  to  enable  queries  to  be 

arbitrarily designed when demographic patterns are sought. The demographic data is added 

to the jerk summary in an excel file along with per-rod jerk scoring to enable local queries 

without  the  need  for  re-running  the  SQL queries.  This  file  is  available  via  the  links 

provided in Appendix I.

4.1 User demographics

A total of eleven participants took part in the final study. 

Seven participants were female and four were male. Ages were grouped into bands. Five 

users matched the 22 to 34 years band and a further five were in the 35 to 44 years band. 

One user was in the 45 to 54 year band.

One user had limited vision in one eye and 36% wore glasses. One user was long-sighted 

but this did not affect their use of a HMD. One user wore contact lenses.

All users had at least frequent to advanced computer or gaming skills as per the screening 

requirements.  64%  of  users  considered  themselves  to  be  advanced  computer  users, 

frequent gamers or both. 64% of users had previously used a HMD. 45% of users had 

previously experienced a CAVE or Octave environment.

54% of users were educated to undergraduate level or higher and 91% to A-level or higher.

With regard to post-evaluation user commentary all users reported that they experienced no 

nausea  or  motion  sickness  during  the  study.  One  user  complained  of  discomfort  but 

attributed this to the physical headset not the immersive experience. One user had prior 

experience of the PlayStation VR system and said the PSVR resulted in a sense of nausea 

where the HTC Vive used here did not. Another user stated that they preferred the sense of 

immersion with the HMD and felt it was superior to the CAVE type environment.
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4.2 Data filtering and computation

The data is first filtered to eliminate the tracking noise. Any tracking system introduces 

variable errors from sample-to-sample but the relatively high sample rate of 90Hz and 

predictable random error fluctuations of less than 1 mm per sample makes this data set a 

candidate for the use of low-pass filtering. 

A simple Infinite Impulse Response (IIR) single-pole filter in the form of an Exponential 

Averager is be implemented using the single-multiplier formula

y(n) = y(n–1) + α[x(n) – y(n–1)] 

where α (alpha) controls the cut-off frequency as a ratio of the sample-rate. The impact of 

this  filter  when applied to  the raw data  with a  coefficient  of  0.2 can be illustrated by 

extracting a small sample of velocity data and processing it (Fig. ). 

Fig. 36 - A randomly selected sample of x axis motion

The  IIR  filter  is  applied  at  the  velocity  processing  level  independently  to  each  axis. 

Computation of acceleration and jerk are also performed discretely per axis. Final jerk is 

presented as a vector magnitude of the discrete jerk axes.
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5. Analysis

The principal data sought is smoothness by feedback indicator type (FIT). The dependent 

variable  is  the  mean  jerk  and  the  independent  variable  is  the  FIT.  The  analysis  is 

quantitative. The study is a crossover study and all participants complete all trials. This 

specification makes this data suitable for analysis by parametric ANOVA but initially the 

data  is  more  simply  evaluated  by FIT to  find  the  mean and a  Standard  Error  Margin 

calculated (Table 9). Each FIT result is the first-order filtered mean of 44 data sets of its 

respective type. 

Table 9 - Average Jerk

FIT Jerk SEM Time SEM

None 83.3 3.5 10.8 0.7

Visual 63.3 3.0 18.1 1.0

Haptic 78.1 4.3 15.2 0.8

The low standard error margins suggests a high confidence that the use of either form of 

active feedback indicator resulted in reduced jerk and thus improved user performance. 

Visual indicators also outperformed haptic indicators by a visible margin (Fig. 9).

Fig. 37 - Comparing overall mean jerk by assistive indicator type

Notably, the increasing mean time taken to complete each task type is also congruent with 

reduced mean jerk / improved performance.

Progressing to a single factor ANOVA analysis (Table 10) the results show that the F factor 

is more than double the F critical and therefore the null hypothesis that indicator system do 
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not make a difference to user performance is rejected (Table.  11). An α (alpha) level of 

0.05 is generally accepted as a good threshold of statistical significance and the P-value 

returned is 0.0005 so therefore also supports the rejection of the null hypothesis.

Table 10 - Summary for test by FIT

Groups Count Sum Average Variance

None 44 3666.416 83.32764 535.9722

Visual 44 2787.143 63.34417 411.5023

Haptic 44 3435.678 78.08358 824.2157

Table 11 - ANOVA for test by FIT

Source of Variation SS df MS F P-value F crit

Between Groups 9446.649 2 4723.325 7.998 0.000532 3.0663

Within Groups 76182.68 129 590.5634

Total 85629.33 131

Exploring the results beyond the hypothesis and splitting by gender suggests that female 

participants outperformed male participants as visualised in Fig. 38. 

Fig. 38 - Mean jerk split by gender and by assistive indicator type displaying SEM bars

Performing a single factor ANOVA upon the aggregate results of male and female studies 

(Table  12) strongly supports this impromptu hypothesis, both in terms of F-factor and a 

significantly low P-value (Table 13). 
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Table 12 - Summary for test by gender

Groups Count Sum Average Variance

Female 84 5955.5 70.90 783.97

Male 48 3933.7 81.95 358.04

Table 13 - ANOVA for test by gender

Source of Variation SS df MS F P-value F crit

Between Groups 3731.68 1 3731.69 5.92 0.0163 3.91

Within Groups 81897.64 130 630.98

Total 85629.33 131

Examining duration reveals that male users tend to complete the task much more quickly 

than female users (Table 14) and performing the respective ANOVA provides support for 

this with a high F value / F crit ratio and a very low P-value of 0.0003 (Table 15).

Table 14 - Mean duration by gender

FIT Male (s) Female (s)

None 7.5 12.6

Visual 14.9 19.9

Haptic 13.8 15.9

Table 15 - ANOVA for test by gender

Source of Variation SS df MS F P-value F crit

Between Groups 512.56 1 512.56 13.78 0.0003 3.91

Within Groups 4836.95 130 37.21

Total 85629.33 131

However, the low population of the study overall and thus the possibility that these results 

are due to some other common but as-yet unidentified factor should be borne in mind. 

Accordingly, these additional findings are presented purely as an indicative interest piece 

and should be considered with some caution. 
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6. Conclusion

In  a  controlled  experiment  this  work  demonstrates  that  visual  indicators  have  a  more 

significant effect upon jerk performance than an equivalent haptic indicator and that either 

indicator is more significant than none. The ANOVAs executed displayed low P-values 

demonstrating high confidence in these results. Accordingly, the outcomes support both the 

primary and secondary hypotheses and clearly reject the corresponding null hypotheses.

The secondary demographic data  suggests  that  females  may generally  yield lower jerk 

metrics  than  males  and  shows  that  females  tend  to  spend  more  time  completing  the 

experiment.  Even though the confidence level  is  reported as high a larger  sample size 

would be preferred before claiming statistical significance.

As would be expected from a quantitative, computer science based study the most exciting 

data, in the most significant quantity, comes in a digital format and exploring this data will 

undoubtedly reveal further insights, especially in conjunction with the linked demographic 

responses. Accordingly however, the results presented here are brief and the data is instead 

made available via the links in Appendix I.

When this study began HMD systems such as the HTC Vive were not available. The few 

HMDs on offer were arguably limited in resolution, prohibitively expensive and required 

bespoke  software,  much  like  CAVEs  did  and,  often,  still  do.  Despite  the  perceived 

limitations of commercially available HMDs the impact is undeniable: The first two years 

of this work were spent developing a software framework for the Octave and it took a 

further year of work before an experiment could be run with any respectable rigour. Yet, 

when the Octave was unexpectedly out of service for five months it was possible to obtain 

a HMD, develop software for it, build an experiment and execute it in that time. The HMD 

ecosystem, the package of unified laser-tracked hardware and software has the potential to 

accelerate any research project an order of magnitude beyond a CAVE system. 

Whilst  CAVE  systems  have  unique  merits  that  are  not  easily  challenged  by  HMD 

technology it  seems often quietly  bemoaned by researchers in  their  publications  that  a 

shortage  of  time  restricted  their  works.  Perhaps  the  HMD  can  finally  unlock  all  that 

potential and free up researchers’ time to perform better research, rather than be frustrated 

by having to develop underlying frameworks and technologies just to reach the start line.
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6.1 Limitations and future work

This work does not include force-feedback style haptic systems and whilst comparing such 

devices to free-space devices might be of interest it would also have reduced the work to a 

device comparison. A parallel study designed solely around such a device with differing 

degrees of feedback versus visual indicators was out of scope in this instance.

The software provided (see Appendix I) is an improved version of this work that also logs 

individual hand positions in addition to the existing data. The core data logging remains 

identical to that used for this work however, and is interchangeable. The minor changes are 

the removal of white-space in the log files generated, automation of the experiment order 

cycling and a fix to clear the in game user display upon game start.

The data used for the final study was intended to only be a third pilot study but it was 

collected without errors or the need for significant changes and, as so often happens, time 

became limited so it became the core of this work and the improved software was unused.

It was observed in the initial study that users varied significantly in how they placed or 

moved their hands upon the rods and although not initially sought it was intended to also 

investigate this. It would also be desirable to investigate rotational jerk, which is rarely 

examined in any context, and the analysis of this is also supported.

Running this experiment again with greater numbers by using the provided software to 

investigate both hand placement and rotational jerk are the logical next steps.
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Appendix I - Additional Materials

Most source materials including data, source and queries can be downloaded by visiting:

www.sm-robotics.com/phd.html

Additional materials are available by emailing the author at any of the following addresses:

sean@sm-robotics.com 

sean@seanmandrake.com 

sean@thefey.co.uk 

Video materials can be most easily found by searching YouTube for the author’s username:

seanmandrake
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Appendix II - Ethical Approval
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