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ABSTRACT 
Can externalizing dialogue when in the presence of stereo background noise improve speech intelligibility? This 

has been investigated for audio over headphones using head-tracking in order to explore potential future 

developments for small-screen devices. A quantitative listening experiment tasked participants with identifying 

target words in spoken sentences played in the presence of background noise via headphones. 16 different 

combinations of 3 independent variables were tested: speech and noise locations (internalized/externalized), 

video (on/off), and masking noise (stationary/fluctuating noise). The results revealed that the best improvements 

to speech intelligibility were generated by both the video-on condition and externalizing speech at the screen 

whilst retaining masking noise in the stereo mix. 

1 Introduction 

Small-screen devices, such as mobile phones and 

tablets, are increasingly being used to access audio-

visual content [1][2]. However, the speech 

intelligibility of this content may be compromised 

by the energetic masking effects of a noisy listening 

environment or background noise on the audio 

soundtrack itself [3][4]. Furthermore, the use of 

headphones with these small-screen devices causes 

internalization effects, whereby sounds are 

incorrectly perceived to be emanating from inside 

the head instead of from an external source [5]. 

 

Our hypothesis is that by using binaural processing 

to place the dialogue track on the screen 

(externalized), i.e. co-located with the perceived 

location of the speaker, whilst maintaining other 

sounds in the stereo mix (internalized), creates 

spatial separation and a release of speech from 

masking, and hence improved intelligibility. 

Consequently, this work considers the case where 

both the dialogue and interfering noise come from 

the soundtrack.  

 

It is well-established that separating speech and 

dialogue in azimuth can improve intelligibility 

[6][7]. The effect of separating speech and noise in 

terms of distance has been much less studied. 

Westermann and Buchholz (2013) [8] conducted an 

experiment into spatial separation and speech 

intelligibility with all audio to the front and 

distances of 0.5 m and 10.0 m from the head 

position. They found that noise binaurally auralized 

further away from speech resulted in higher 

intelligibility. They did not explore what happens 

when either the dialogue or noise are internalized, 

however.  

 

Plail and Fazenda (2013) [9] conducted a study to 

quantify the perception of externalization. 

Competing speech signals were binaurally rendered 

at various externalized positions, with the 

internalized position as a control. They found that 

speech intelligibility significantly increased when 

the sources were at separate distances of 1.0 m and 

 

mailto:p.demonte@edu.salford.ac.uk


Demonte et al. Speech-To-Screen 

 

AES 144th Convention, Milan, Italy, 2018 May 23–26 

Page 2 of 9 

1.5 m from the head position, but only in the lateral 

plane (±70° azimuth position), not in the frontal 

plane (±10° azimuth position). However, by their 

own admission, some subjects may not have 

externalized the sounds.  

 

Recent industrial developments mean that it is 

becoming easier to render different sounds spatially 

in a mix. International broadcasters and film 

companies will increasingly be using object-based 

audio for improved accessibility and personalisation 

[10][11]. Swedish Radio, for example, has piloted a 

mobile phone app with 3.0 audio: speech was 

separated onto the centre channel whilst retaining 

the other audio in the regular stereo mix [12][13]. 

This centre channel was not binaurally externalized 

during the trial period, however. With the increasing 

availability of head-tracking systems, in the future 

binaural processing to increase the chances of 

externalization with headphones will become more 

common.  

 

This paper presents focussed experiments to test 

whether separating the speech and background 

sounds, one being external, the other internal, can 

improve speech intelligibility. Section 2 outlines the 

methodology of a psychoacoustics listening 

experiment. Section 3 presents the results and 

statistical analysis. Plausible reasons for the results 

and further discussion regarding the applications of 

this research are outlined in Section 4.  

2 Methodology 

2.1 Experiment Overview 

The experiment followed the widely-used method 

for testing speech intelligibility, where participants 

were required to identify target words in the 

presence of background noise [14][15][16]. Correct 

word scores were calculated for the collected data 

which were then statistically analyzed.  

 

The experiment was conducted in a room 

acoustically treated to standard ITU-R BS.1116-1 

[17]. Participants sat in the position within the room 

at which the Salford-BBC spatially-sampled 

Binaural Room Impulse responses (SBBCss BRIRs) 

[18] had been recorded at, and listened via STAX 

SR-2017 headphones to binaurally auralized [19] 

spoken sentences energetically masked by noise. 

During half of the experiment the corresponding 

video footage of the speakers was additionally 

presented on a monitor screen located directly in 

front of participants. The video clips were formatted 

to a 0.4 x 0.4 sized window, analogous to the size of 

a small-screen device, within a Matlab-generated 

Graphical User Interface (GUI). Outside of this 

window, the GUI also featured the instructions for 

the experiment and a virtual keyboard, which 

allowed participants a clear view when inputting 

responses. In order to be representative of small 

screen device viewing and to maximize the 

plausibility of the externalization effect, the monitor 

screen was placed at a distance of 1.0 m from the 

participants, matching the loudspeaker-to-

microphone distance that the relevant BRIRs had 

been recorded at. 

 

2.2 Speech Stimuli: GRID corpus 
GRID [20] was chosen as the target speech corpus 

for this listening experiment, as it features 1000 

audio-visual recordings by each of 18 male and 16 

female British-English speakers. Of these, 8 male 

and 8 female speakers were selected by a process of 

elimination based on informal judgement of the 

criteria of: clarity of voice; consistent tempo and 

tone fall/rise of utterances; consistent head and 

shoulder framing on the videos, with the speakers 

facing straight towards the camera. 

 

GRID corpus sentences comprise of a 6-word 

format: a verb, a colour, a preposition, a letter, a 

number, and a temporal word, for example: “Place 

red in G4 now.” The grid references (letter-number 

combinations) were used as the target words for this 

experiment, as these occur in the middle of each 

GRID sentence and cannot be predicted when either 

energetically masked or not attended to. All the 

letters of the alphabet, except for ‘w’, and all the 

numbers from zero to nine feature in the corpus. 

 

A total of 320 sentences, 20 sentences per speaker, 

were selected from the audio-visual recordings 

within the corpus, ensuring an even distribution of 

the letter-number combinations. 
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2.3 Variables 

A total of 16 different combinations of 3 

independent variables were tested in this listening 

experiment:  

 

2.3.1 Four binaural auralization positions:  
 

 INT: both target speech and masking noise 

internalized at the headphones 

 SN: target speech internalized at the 

headphones; masking noise externalized at 

the screen 

 NS: masking noise internalized at the 

headphones; target speech externalized at 

the screen 

 EXT: both target speech and masking noise 

externalized at the screen 

 

For the internalization effect with headphones, 

uncorrelated signals were sent to the left and right 

ear, i.e. stereo reproduction was used. In contrast, to 

promote externalization of signals to the monitor 

screen whilst wearing headphones, the relevant 

SBBCss BRIR for the 0 degree position was used 

with the speech signal, whilst the relevant ±30 

degree BRIRs were used with the masking noise. 

This was in order to realistically reproduce speech as 

a point source and masking noise as a diffuse source.  

 

Participants were encouraged to remain facing 

forwards for the duration of the listening 

experiment. However, a head-tracking system was 

utilized, so that externalization of signals at the 

screen was more likely. Head movements were 

detected and monitored with a ceiling-mounted 

OmniTrack Trio system and spatial markers attached 

to the headphones. Based on these data, the BBC 

renderer [21] in real time convolved the audio with 

the relevant SBBCss BRIRs for the forward 

positions. Head-tracking calibration for the 0 degree 

position was conducted with participants at the start 

of the experiment.  

 

2.3.2 Two audio-visual playback conditions:  
 

 Audio-only: video off 

 Video and Audio: video on 

 

Following acquisition of the audio-visual materials 

from the GRID corpus creators, it was ascertained 

that the audio on the video files had been captured 

via the in-built microphone on the camera, whilst the 

audio-only files had been simultaneously captured 

via a separate microphone. A cross-correlation and 

temporal shifting procedure therefore was applied in 

order to properly synchronize the audio with the 

corresponding videos for this listening experiment.  

 

2.3.3 Two types of noise maskers:  
 

 Speech-Shaped Noise (SSN): signal-to-

noise ratio (SNR) set at -9 dB 

 Speech-Modulated Noise (SMN): SNR set 

at -12 dB 

 

Speech signals were separately presented in two 

types of maskers: speech-shaped noise (SSN) and 

speech-modulated noise (SMN), representing 

temporally-stationary and temporally-fluctuating 

maskers respectively. To generate SSN, white noise 

is filtered using the coefficients of the long-term 

spectral envelope of the speech corpus, which are 

estimated by 10th-order linear predictive coding. 

Consequently, the long-term average spectrum 

(LTAS) of SSN matches that of the corpus. SMN is 

produced by applying the envelope extracted from a 

speech signal to the SSN signal in the time domain. 

This leads to the large temporal modulation of SMN; 

the spectrum of SMN, however, remains the same as 

for SSN. Figure 1 shows an example of the 

waveform for each masker accompanied by their 

LTAS. 

 

The target speech-to-noise ratio (SNR) for each 

masker was chosen empirically to result in an 

intelligibility of between 40-60% when both the 

speech and masker were internalized, i.e. the 

baseline condition. This was to avoid the ceiling and 

flooring effects when the baseline performance was 

too high or too low. In order to offset the greater 

energetic masking effect of SSN versus increased 

opportunity for glimpsing target speech within 

SMN, a greater negative SNR was therefore required 

for target speech in SMN. 
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Figure 1. Sample waveforms of the maskers and 

their long-term average spectra. For illustration, the 

spectra of SSN and SMN are offset at ±3 dB 

respectively. 

During the test, the intensity of the speech signals 

was normalized to the same root-mean square value. 

The presentation level for the target speech was 

calibrated and fixed at approximately 69 dB A using 

a B & K Type 2610 measuring amplifier and 

artificial ear. This chosen level falls within the 

normal range for conversation in quiet conditions. 

The relative levels of the straight-to-headphones-, 

externalized speech-, and externalized masker feeds 

were then calibrated to the same dB A using pink 

noise. The head-tracking system was turned off 

during this time in order to obtain the binaural 

calibration values for the front-facing BRIRs. 

 

2.4 Experiment Structure 

The experiment comprised of 4 sessions: audio-only 

and SSN masking noise; audio-only and SMN 

masking noise; audio-only and SMN masking noise; 

video-on and SSN masking noise; video-on and 

SMN masking noise. The playback order of the 4 

sessions, the 4 binaural auralization positions within 

each session, the speakers, and the sentences were 

randomized using a GUI designed in Matlab, which 

also captured the data entered by the participants via 

a keyboard.  

 

 
MASKERS 

SSN SMN 

P
R

E
S

E
N

T
A

T
IO

N
 

Audio 

only 

INT SN INT SN 

NS EXT NS EXT 

Video 

+ 

audio 

INT SN INT SN 

NS EXT NS EXT 

Table 1. Overview of the 16 combinations of 3 

independent variables tested: binaural auralization 

positions; video on/off; masking noises. 

Prior to the start of the experiment, participants were 

provided with a practice session comprising of 10 

additional GRID sentences with examples of the 

playback conditions. During the main experiment a 

total of 320 speech-in-noise sentences were played 

once only. The data entered by each participant 

comprised of 20 pairs of letter-number grid 

references for each of the 16 combinations of the 3 

independent variables.  

 

2.5 Participants 
20 native British-English speakers between the ages 

of 18-35 with self-reported normal hearing were 

recruited and paid for their participation in the 

listening experiment.  

3 Results 

Using a Matlab script, a correct word score was 

calculated for each of these letter-number pairs: 1.0 

if both the letter and number had been correctly 

entered; 0.5 if either the letter or the number had 

been correctly entered; 0.0 for an incorrectly-entered 

letter-number pair.  
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Figure 2. Comparison of overall word recognition percentages across all participants and all 16 combinations of 

variables in the ‘Speech-To-Screen’ listening experiment. The left figure refers to target speech in Speech-

Modulated Noise (SMN); the right figure refers to target speech in Speech-Shaped Noise (SSN). Binaural 

auralization positions of the target speech and masking noise: ‘INT’, ‘SN’, ‘NS’, ‘EXT’. Mean represented by 

‘*’.

Scores were summed for each participant for each 

of the 16 combinations of variables and then 

divided by 20 to calculate the average performance. 

These results are presented as boxplots in Figure 1, 

where the word recognition percentages are proxies 

for speech intelligibility.  
 
The box plots and frequency analysis confirmed 

that the data for each of the 16 combinations of the 

3 independent variables fulfil the criteria for normal 

distribution. Therefore, since all participants were 

tested against all the conditions in this listening 

experiment, a 3-way Repeated Measures ANOVA 

was used to compare between the independent 

variables. Mauchly’s test indicated that the 

assumption of sphericity had not been violated.  

 

Two strong main effects were observed: the 

binaural auralization (F(3,57) = 22.179, p < .0001, 

ƞp
2 = .805), and the audio-visual playback condition 

(video on/off) (F(1,19) = 25.228, p < .0001, ƞp
2 = 

.570), suggesting that both the auralization method 

and the presence of visual cues independently 

significantly affected the participants’ performance 

in this task. There were found to be no significant 

two- or three-way interaction effects.  

 

Post-hoc pairwise comparisons were conducted 

with the Bonferroni correction applied to reduce the 

probability of a cumulative Type I error to < 0.05. 

Several significant results were determined.  

 

Within the main effect of the binaural auralization, 

there were significant differences between the 

means of the word recognition scores for position 

‘NS’ – masking noise internalized at the 
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headphones and target speech externalized at the 

screen – versus the three other binaural auralization 

positions (p < 0.001).  

 

 INT SN EXT 

NS +9.17% +7.98% +14.15% 

Table 2. Ratio gain improvements in speech 

intelligibility when results for binaural auralization 

position 'NS' are compared with the 3 other 

spatialization positions. 

Additionally there was a significant difference 

between the means of the word recognition scores 

for binaural auralization ‘SN’ – speech internalized 

at the headphones and masking noise externalized 

at the screen – compared to ‘EXT’ – both target 

speech and masking noise externalized at the screen 

(p < 0.005). The ratio gain improvement in speech 

intelligibility for ‘SN’ compared to ‘EXT’ was 

+5.71%.  

 

Within the main effect of the audio-visual playback 

condition, the difference between the means of the 

word recognition scores for the video-on condition 

versus the audio-only condition was significant (p < 

0.001). There was a ratio gain improvement in 

speech intelligibility of +11.57% when participants 

were able to see the videos of the speakers.  

4 Discussion 

The results from the 3-way Repeated Measures 

ANOVA and post-hoc pairwise comparisons 

indicate that both the binaural auralization and 

video (on/off) variables independently had 

significant effects on the results of this listening 

experiment.  

 

4.1 Binaural auralization 
As per our hypothesis, ‘NS’ – internalizing the 

masking noise in the headphones whilst 

externalizing the speech at the screen – results in 

the most significant improvement in speech 

intelligibility relative to all three other binaural 

auralization positions. The improvement found over 

the other cases where speech and noise were co-

located – ‘EXT’ and ‘INT’ – was as expected. This 

is consistent with the hypothesis that spatial 

separation creates a release of speech from masking 

and so improves intelligibility.  

 

The improvement of speech intelligibility under 

condition ‘NS’ compared to ‘SN’ – target speech 

internalized at the headphones and masking noise 

externalized at the screen – implies that the release 

of speech from masking is not sufficient to explain 

all results. There are several possible explanations.  

 

For example, subjects may have subconsciously 

perceived the ‘SN’ binaural auralization as a less 

plausible reproduction, because the speech is not 

localized at the screen. Furthermore, since in this 

experiment the externalized speech was reproduced 

as a point source (for ‘NS’) versus the externalized 

masking noise as a diffuse source (for ‘SN’) it is 

possible that there were different degrees of 

externalization for the different types of sounds, 

even though head-tracking for dynamic binaural 

synthesis was used in order to aid externalization. 

 

4.2 Theoretical spectral masking analysis 
We hypothesize that there may be differences in the 

frequency response depending on the binaural 

auralization condition.  

 

Figure 3. The predicted frequency response of 

target speech relative to masking noise for the -9 

dB SNR temporally-stationary (SSN) masker 

condition for both ‘NS’ and ‘SN’ binaural 

auralization conditions. Externalized signals have 

been obtained for the direct signals only (BRIRs 

truncated before first significant room reflection) 

using the front-facing BRIRs (i.e. no head rotation). 
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Analysis with the BRIRs used indicates that for the 

case of ‘NS’ – external speech and internal masker 

– there is more energy in the speech relative to the 

masking noise approximately between 2.0-7.0 kHz. 

This is the frequency range within which the most 

consonant content of speech is contained [22][23]. 

Conversely, for ‘SN’ – internal speech and external 

masker – analysis of the BRIRs suggest that there is 

more energy in the speech relative to the masking 

noise below 2.0 kHz and above 7.0 kHz. Energy 

below 2.0 kHz corresponds to important speech 

information such as F0, harmonics, and some 

formants (F1 and F2), which are related to the 

intelligibility of vowels [24]. Energy above 7.0 

kHz, however, contains almost no speech 

information [25] other than for some voiceless 

fricatives [26][27][28], and so is mostly redundant 

to improving intelligibility. This would seem to 

support the results from the experiment, that is to 

say, binaural auralization condition ‘NS’ producing 

a greater improvement to speech intelligibility than 

‘SN’. 

 

As the playback signals were recorded during the 

listening experiment, one further objective analysis 

which could be conducted as future work would be 

to pass the combined target speech and masking 

noise signals from our experiment through an 

intelligibility model. This would allow the 

modelled speech intelligibility for each condition to 

be compared against the experimental results.  

 

4.3 Video on/off 
The improvement to speech intelligibility with 

video cues is as expected. Despite the small-screen-

sized formatting of the GRID video footage for this 

experiment, several participants anecdotally 

mentioned that they had either actively or passively 

used lip reading during the video-on sessions. A 

study conducted by Lan et al. (2009) [29], which 

also used the GRID speech corpus, has implied that 

it is not solely the shape of the mouth that conveys 

information for lip reading, but also the visual of 

the inner part of the mouth.  

5 Conclusions 

This study investigated a new approach to 

improving the speech intelligibility of audio 

reproduced over headphones. The application is to 

future technological developments for small-screen 

devices such as mobile phones and tablets. The 

most significant improvement was gained by 

spatially separating the target speech from the 

masking noise by rendering one externally and one 

internally. 

 

A psychoacoustics listening experiment was 

conducted in which participants listened via 

headphones to speech sentences in energetic 

masking noise, and were tasked with correctly 

identifying target words within each sentence. The 

experiment examined: 4 binaural auralization 

positions of all combinations of internalized / 

externalized speech and masker, 2 video conditions 

(on / off), and 2 types of energetic masking noise 

(speech-shaped noise / speech-modulated noise). A 

3-way Repeated Measures ANOVA and post-hoc 

pairwise comparisons revealed that the ‘NS’ 

binaural auralization – masking noise internalized 

at the headphones and target speech externalized at 

the screen – and the video-on condition were the 

most significant in improving speech intelligibility. 

The improvement in speech intelligibility from the 

binaural processing (+9.2%) is similar to that 

achieved when lip reading is possible (+11.6%). 

Plausible explanations for the results of this 

experiment include the effect of spatial release from 

masking, differing degrees of externalization of 

different sounds (point source versus diffuse 

source), and the differences in frequency response 

depending on the binaural auralization condition. 
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