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Abstract 

Glucocorticoid hormones (GCs) are used to treat a variety of diseases because of their potent anti-

inflammatory effect and their ability to induce apoptosis in lymphoid malignancies through the 

glucocorticoid receptor (GR). Despite ongoing research, high glucocorticoid efficacy and widespread 

usage in medicine, resistance, disease relapse and toxicity remain factors that need addressing. 

Understanding the mechanisms of glucocorticoid signalling and how resistance may arise is highly 

important towards improving therapy. To gain insight into this we undertook a systems biology 

approach, aiming to generate a Boolean model of the glucocorticoid receptor protein interaction 

network that encapsulates functional relationships between the GR, its target genes or genes that 

target GR, and the interactions between the genes that interact with the GR. This model named 

GEB052 consists of 52 nodes representing genes or proteins, the model input (GC) and model 

outputs (cell death and inflammation), connected by 241 logical interactions of activation or 

inhibition. 323 changes in the relationships between model constituents following in silico knockouts 

were uncovered, and steady-state analysis followed by cell-based microarray genome-wide model 

validation led to an average of 57% correct predictions, which was taken further by assessment of 

model predictions against patient microarray data. Lastly, semi-quantitative model analysis via 

microarray data superimposed onto the model with a score flow algorithm has also been performed, 

which demonstrated significantly higher correct prediction ratios (average of 80%), and the model 

has been assessed as a predictive clinical tool using published patient microarray data. In summary 

we present an in silico simulation of the glucocorticoid receptor interaction network, linked to 

downstream biological processes that can be analysed to uncover relationships between GR and its 

interactants. Ultimately the model provides a platform for future development both by directing 

laboratory research and allowing for incorporation of further components, encapsulating more 

interactions/genes involved in glucocorticoid receptor signalling. 
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Author Summary 

Here we present modelling of the glucocorticoid receptor (GR) signalling network. The GR is the 

effector for a class of drugs known as corticosteroids, which are widely used in medicine for their 

anti-inflammatory effects and ability to induce apoptosis in leukaemic cells. However, side effects, 

treatment-related toxicity and glucocorticoid resistance remain and therefore increased 

understanding of the glucocorticoid receptor mechanism of action may improve therapeutic 

outcomes. The GEB052 model presented herein has been used to generate predictions for how the 

network is altered between glucocorticoid-sensitive and glucocorticoid-resistant scenarios, and 

these predictions have been verified using published gene expression data  from established cell 

lines (for both qualitative and semi-quantitative analysis). The model has also been preliminarily 

assessed as a predictive clinical tool by correlating model predictions with clinical outcomes of 

thirteen leukaemia patients. Thus, the GEB052 model demonstrates successful modelling to 

understand GR function. GEB052 provides accurate predictions and has indicated potential routes 

through which glucocorticoid resistance may arise. The work presented herein thus demonstrates a 

proof-of-principle of this modelling approach to furthering GR research, and provides insight into 

potential mechanisms of corticosteroids resistance.  
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Introduction 

Glucocorticoids (GCs) steroid hormones released from the adrenal cortex as part of the stress 

response play an important role in a variety of bodily processes such as inflammation, immunity, and 

numerous metabolic processes [1-3]. Their varied effects allow for their clinical application in 

numerous diseases, particularly for their potent anti-inflammatory and immunosuppressive effects 

to treat diseases such as arthritis [4, 5]. GCs are also prescribed for the treatment of lymphoid 

cancers, as they selectively induce cell death in leukocytes [6-8], highlighting the tissue specificity of 

their action and the need for further research into GC signalling. 

 

GCs exert their effects through the glucocorticoid receptor (GR) which is an intracellular cytoplasmic 

receptor which, in the absence of a ligand, is part of a complex with chaperones such as heat-shock 

protein 90 [9]. Following ligand binding, GR dissociates from this complex and translocates to the 

nucleus where it regulates the expression of its target genes as an active transcription factor [10, 

11]. Numerous factors control GR activity, including phosphorylation status [12], targeting to protein 

degradation pathways [13] and interaction with cofactors [14]. 

 

Clinically, synthetic GCs such as dexamethasone are used due to their higher potency and stability. 

Whilst GCs have achieved significant therapeutic outcomes, resistance to treatment and side-effects 

both remain an issue. Defective GR expression, Bcl-2 overexpression, and other aberrant signalling 

may contribute to glucocorticoid resistance [6, 15, 16]. Increased knowledge into the details of GR 

signalling may allow for the development of novel therapeutics and identification of resistance 

factors. Although high-throughput methodologies have provided insight into GR signalling [6], there 

remains a need to properly integrate large datasets in a cohesive manner. 
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Systems biology aims to accurately represent biological phenomena by constructing integrative 

models of molecular components and their interactions. Some models are quantitatively precise and 

require measurement of biological kinetic data, though they are often of a smaller scale, aiming to 

precisely model a particular subset of interactions. This approach has been applied to glucocorticoid 

research in numerous ways, such as the development of models of GR/c-Jun/Erg (Ets-related gene) 

crosstalk [17]. The models of GR/c-Jun/Erg confirmed known interaction phenomena but also 

identified Erg as a putative marker for glucocorticoid resistance [17]. Although such models provide 

useful insight, they are both time-consuming and resource-expensive to create due to the required 

biological data. Boolean modelling on the contrary allows for the generation of large-scale models 

that provide a qualitative overview of the behaviour of an entire network [18, 19]. In these cases, 

interactions and molecular levels are simplified to ON or OFF binary values, removing the need to 

know exact rate and kinetic equations thus reducing computational demand [20]. 

 

We have previously demonstrated that Boolean modelling may be successfully applied to cancer 

research through generating the PKT206 model of the p53 interactome [18] which has revealed 

novel mechanisms of p53 signalling and how this may be disrupted following loss of p53 function. 

Correct prediction rates reached 71% for the model, signifying the strength of this approach [18]. An 

expanded p53 interactome was later developed to more accurately model the signalling phenomena 

[19]. 

 

To overcome the qualitative nature of the Boolean modelling approach algorithms utilising 

microarray and/or ChIP-seq data have been developed such as the signal transduction score flow 

algorithm (STSFA) which analyses Boolean models in a semi-quantitative manner [21]. This algorithm 

has been applied to the original PKT206 model [22], which demonstrated improved predictive power 

over the original model analysis. Thus, application of this or similar algorithms represents a way to 

improve model accuracy through its semi-quantitative nature. 
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The aim of this research was to develop a Boolean model for the GR interaction network similar to 

the p53 interactomes [18, 19]. The model (GEB052: Glucocorticoid receptor model by Emyr Bakker, 

consisting of 52 nodes) contains 241 interactions. Nodes represent genes/proteins or inputs 

(glucocorticoid)/outputs (cell death and inflammation). CellNetAnalyzer [23] has been used for in 

silico analysis. Boolean model performance was assessed via comparison to microarray data [18] 

which demonstrated up to 60.4% of predictions depending on microarray data used for validation  

(average 57%) as correct, whilst STSFA analysis indicated a correct prediction rate of 80.1%. Using 

microarray data from thirteen leukaemia patients the model has been assessed as a predictive 

clinical tool. This report demonstrates the applicability of this modelling approach to nuclear 

receptor research, with the overarching aim being to eventually create models in a tissue-type, 

disease-specific and patient-centred manner. 
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Results 

GEB052 Network Generation 

The GEB052 model was built via a similar workflow to the PKT206 model [18] (Fig 1). STRING (Search 

Tool for the Retrieval of Interacting Genes/Proteins) is a database that provides information on 

functional associations between proteins, and thus this database represented a starting point for the 

interactions to be included within the model [24, 25]. Nodes within this model represent genes (or 

their associated proteins) and inputs/outputs such as the glucocorticoid and cell death and 

inflammation respectively. Model edges represent activation or inhibition relationships between 

model constituents. 

 

Fig 1. Flow chart demonstrating the workflow of GEB052 model construction and analysis. 

Database files were downloaded from the STRING website and interactions for proteins of interest 

were extracted. Extensive manual curation of predicted interactions was performed via literature 

searching, and the model was linked to biological outputs (cell death and inflammation) through 

manual curation of Gene Ontology records. CellNetAnalyzer (CNA) and the Signal Transduction Score 

Flow Algorithm (STSFA) were used for model analysis, with model predictions being verified via 

microarray data. The dashed line from Model Validation to The GEB052 Model represents validation 

and potential model refinement through assessment of model predictions. 

 

To ensure consistency and cohesiveness of the model for the primary layer (proteins interacting with 

the GR), proteins interacting in a highly indirect manner (i.e. through multiple steps and proteins) 

were excluded during curation. The curation evidence used for cofactors would indicate either the 

stimulatory or inhibitory effect of that cofactor on the GR, or a report demonstrating that the 

cofactor in question was a GR coactivator or corepressor. For the curation of the second layer 

(interactions between the proteins within the primary layer) the “intermediary rule” was applied. 
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This rule covered cases for which literature curation indicated that despite STRING listing a direct 

link between Protein 1 and Protein 2 (both of which interact with the GR individually), this regulation 

actually occurred through an intermediary protein (i.e. Protein 1 -> Intermediary Protein -> Protein 

2). In these cases, if the intermediary protein was present within the primary layer then the 

reactions would be listed as proceeding through the intermediary protein (i.e. Protein 1 -> 

Intermediary Protein -> Protein 2), provided no additional evidence of a direct relationship of Protein 

1 -> Protein 2 was observed. In cases where the intermediary protein did not exist within the 

primary layer, the reaction instead was put as a direct Protein 1 -> Protein 2 to reduce redundancy. 

 

In numerous cases, multiple proteins were combined as one node within the model. This was due to 

either the proteins forming a heterodimer or proteins from the same family being grouped together. 

These nodes and their constituents can be seen in the S1 Text file. 

 

Following completion of the second layer, the model was connected to cell death and inflammation 

as two outputs through Gene Ontology. The full curation tables for the model (detailing the mode of 

interaction and at least one PubMed ID linking to a paper verifying the interaction) for the primary 

layer, second layer, and link to outputs can be seen in the S1 Text file. 

 

GEB052 Model Structure 

The GEB052 model (Fig 2) consists of 52 nodes (proteins, inputs, outputs) connected by 241 logical 

interactions of activation or inhibition. Although the visualisation shown above is useful for providing 

an overview, it can be difficult to follow individual reactions in this detailed overview. As a 

complement to the full visualisation shown above, an interaction matrix (generated in CNA) is shown 

in Fig 3. 
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Fig 2. The GEB052 model. Nodes are represented by small blue circles, with the exception of the 

Input Node (GC) which is a green circle. The red circle represents the central node (the GR). Cell 

death and inflammation, the two model outputs, are shown in blue squares. Inhibitory edges are 

shown as red closed arrows whilst activation edges are shown as green open arrows. 

 

Fig 3. Interaction matrix for GEB052 model. Figure adapted from the CNA-generated interaction 

matrix. The right-hand y-axis shows the number of reactions that each node is involved in, whilst the 

left-hand y axis shows the nodes present within the model.  For the right-hand axis, numbers in 

brackets are equal to the number of nodes it activates, the number of nodes it inhibits, and the 

number of nodes it is regulated by. All model nodes for all model edges are assigned a value in the 

interaction matrix. Black is equivalent to no participation, whilst blue means the node is affected (i.e. 

regulated) by the interaction. Red means the node has an inhibition input whilst green means the 

node has a stimulatory input. 

 

Feedback loops within biological networks are essential to maintain network integrity [18]. The 

GEB052 model contained 64 two step (i.e. Protein 1 -> Protein 2 -> Protein 1) loops, 26 of which 

(40.6%) involved the GR. This thus highlights the obvious centrality and importance of the GR within 

the network. Only two-step feedback loops are considered for examination as feedback loops may 

otherwise consist of numerous steps which would complicate analysis [18]. 

 

In addition to feedback loop assessment, the degree (node connectivity) distribution was assessed 

(Fig 4). Excluding cell death and inflammation, six nodes demonstrated a very high level of 

connectivity (twenty or more edges). On the far right of Fig 4 is the GR, with a degree of 83. In 

addition to the GR, other nodes showing a very high degree include: AP-1 (36 edges); CREBBP/EP300 

(20 edges); IL6 (21 edges); STAT3 (20 edges) and TP53 (22 edges). Other nodes exhibiting a high 

degree (ten or more edges) include: CREB1 (12 edges); HDAC1 (14 interactions); HSP90 (11 edges); 
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IL10 (15 edges); NFKB (16 edges); SMAD3 (13 edges) and SUMO (10 edges). Other nodes (n=37) 

exhibited a lower degree, possessing less than ten edges. Table 1 below summarises the degree 

range observed within the model. 

 

Fig 4. Node connectivity of GEB052 model. The number of edges interacting with the node is shown 

on the y-axis whilst the number of nodes with that degree of connectivity is shown on the x-axis. 

 

Table 1. Node connectivity of GEB052 model. 

Node Degree Range Number of Nodes Percentage of Total Nodes 

Connectivity > 80 1 1.9% 

10 < Connectivity < 80 14 26.9% 

0 < Connectivity < 10 37 71.2% 

 

Understanding the node connectivity within the model was crucial to the choice of which nodes 

would be selected for in silico knockout analysis, as previous studies have focussed on in silico 

knockouts for only the most highly connected nodes [18, 19]. 

 

Dependency and in silico knockout analysis of GEB052 model 

CNA is capable of generating a dependency matrix which, by taking into account all of the signalling 

pathways present within the model, is able to determine the overall relationships from one node to 

another. Six types of dependencies are available: no effect; ambivalent (stimulatory and inhibitory 

influence); weak inhibitor; weak activator; strong inhibitor and strong activator. Fig 5 shows the 

visualised dependency matrix for the full GEB052 model. It is apparent from examination of Fig 5 

that the majority of dependencies are ambivalent factors. This observation correlates with the large 

number of feedback loops, as the highly integrated signalling within the model can lead to multiple 
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signalling paths between model nodes, both positive and negative. As ambivalent dependencies are 

those most likely to change following in silico knockouts, the high number of ambivalent 

dependencies represents a good starting point for downstream analysis. 

 

Fig 5. Dependency matrix for GEB052 model. Dependencies show the effect of the node on the y-

axis on the node on the x-axis. 

 

In total, 2704 (52*52) dependencies were observed within the GEB052 model: 896 of these were of 

no effect; 1710 were ambivalent; 33 were weak inhibitors; 63 were weak activators; 2 were strong 

activators and there were no strong inhibitors. To characterise how relationships are altered after 

perturbation to the model (mimicking potential mutations in vivo), each of the highly connected 

nodes (>10 interactions, excepting model outputs) was deleted from the model and a dependency 

matrix generated, with the results shown in Table 2. 

 

Table 2. Dependency matrix alterations following in silico knockout analysis. 

 

Scenario 

Number of Each Dependency 

No Effect Ambivalent 
Weak 

Inhibitor 

Weak 

Activator 

Strong 

Inhibitor 

Strong 

Activator 
Total 

Full Model 896 1710 33 63 0 2 2704 

AP-1 KO 877 1581 66 75 0 2 2601 

CREB1 KO 877 1626 33 63 0 2 2601 

CREBBP/ 

EP300 KO 
877 1576 61 85 0 2 2601 

GR KO 1602 955 5 35 1 3 2601 
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HDAC1 KO 953 1541 36 65 0 6 2601 

HSP90 KO 993 1481 53 68 0 6 2601 

IL6 KO 877 1607 43 72 0 2 2601 

IL10 KO 877 1626 33 63 0 2 2601 

NFKB KO 877 1626 33 63 0 2 2601 

SMAD3 KO 877 1626 33 63 0 2 2601 

STAT3 KO 877 1574 63 85 0 2 2601 

SUMO KO 917 1589 33 60 0 2 2601 

TP53 KO 917 1579 36 67 0 2 2601 

 

For each knockout above, a total of 2601 (51*51) dependencies was observed and as expected due 

its centrality within the model, the removal of the GR had the most significant effects on the 

dependencies (Fig 6). The majority of dependency alterations were from ambivalent factors to no 

effect, which is consistent with the high connectivity of the GR resulting in many nodes signalling 

through it to affect others. Thus, removal of this intermediary node results in a loss of signalling 

between model constituents. 

 

 

Fig 6. Dependency alteration distribution following an in silico GR knockout. This figure shows the 

alteration of dependencies following the removal of the GR node from the GEB052 model. 

Ambivalent dependencies are represented by a yellow circle, whilst weak activators and inhibitors 

are represented by a light green and pink circle respectively. The dark green circle represents strong 

activators, whilst the dark red circle represents strong inhibitors. No effect dependencies are 

represented by the dark grey circle. 
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In addition to the changes from ambivalent to no effect, numerous changes to and from other 

dependencies were observed across the numerous knockout scenarios. Across all knockout 

scenarios for the GEB052 model a total of 1249 dependency alterations was observed, which is 

reflective of the significant number of relationship changes that occur when network elements are 

lost. Even if changes from ambivalent factors to no effects are not considered (as there is no net 

change in positive or negative regulation) 323 predictions of dependency alterations (to or from 

activators or inhibitors) were seen. Although these all may exert physiological effects when 

translated from in silico to in vivo, it is anticipated that strong activators or strong inhibitors are the 

dependencies most likely to show an effect. Therefore there is a necessary focus on changes to or 

from strong inhibitors to strong activators, as has been performed previously for interactome 

modelling [19, 22]. 

 

For example, removal of the GR (which mimics GR mutation in vivo), resulted in the emergence of 

one strong inhibitor and one additional strong activator when compared to the wild type model 

(Table 2). In the unperturbed model DAP3 was ambivalent towards cell death whereas in the 

absence of the GR it became strong activator. In addition, STAT5B in the wild type model was 

ambivalent towards cell death whereas removal of the GR led to the dependency changing to strong 

inhibition. These predictions if confirmed by literature searches and laboratory-based experiments 

may have important clinical implications. 

 

To assess the accuracy of the model published literature was surveyed to investigate whether the 

model predictions in dependency alterations have been previously observed in experimental 

research. The predictions that could not be verified by literature searching, were marked as a 

“Potentially Novel Prediction” [18] and the results are detailed in Table 3. 

 

Table 3. Potentially novel predictions from dependency alterations. 
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Node 

Deleted 
Node A Node B 

Wild-Type 

Dependency 

KO 

Dependency 

Verification 

(PubMed ID) 

Consistent with 

Model Prediction? 

GR DAP3 CELL-DEATH Ambivalent 
Strong 

Activator 
N/A Potentially Novel Prediction 

GR STAT5B CELL-DEATH Ambivalent 
Strong 

Inhibitor 
N/A Potentially Novel Prediction 

HDAC1 DAXX DAXX Ambivalent 
Strong 

Activator 
N/A Potentially Novel Prediction 

HDAC1 DAXX SUMO Ambivalent 
Strong 

Activator 
N/A Potentially Novel Prediction 

HDAC1 SUMO SUMO Ambivalent 
Strong 

Activator 
N/A Potentially Novel Prediction 

HDAC1 SUMO DAXX Weak Activator 
Strong 

Activator 
N/A Potentially Novel Prediction 

HSP90 PRKDC NCOA6 Weak Activator 
Strong 

Activator 
N/A Potentially Novel Prediction 

HSP90 NCOA6 NCOA6 Ambivalent 
Strong 

Activator 
N/A Potentially Novel Prediction 

HSP90 NCOA6 PRKDC Ambivalent 
Strong 

Activator 
N/A Potentially Novel Prediction 

HSP90 PRKDC PRKDC Ambivalent 
Strong 

Activator 
N/A Potentially Novel Prediction 

 

Literature validation requires that the KO node, Node A and Node B are all mentioned; for instance, 

for row four of the above table, the paper would have to mention HDAC1 silencing or inhibition, 

which leads to DAXX activating SUMO. Otherwise, effects could be non-specific and not wholly 

consistent with model prediction. During the initial literature validation papers mentioning all three 

nodes could not be found. 

 

However, some preliminary evidence has been gathered. The model predicted that in the absence of 

HSP90, PRKDC would be strongly activated by NCOA6 and by itself (likely via feedback loops). 
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Corroborating this to some extent is one report which investigated the relationship between HSP90 

and PRKDC (catalytic subunit of DNA-PK) and found that the use of the HSP90 inhibitor geldanamycin 

markedly enhanced TRAIL-induced DNA-PK [26]. However, this result was complicated as the same 

paper also showed that DNA-PK is a client of HSP90, which was required for full DNA-PK activation 

[26]. Thus, although the effector node (i.e. Node A) is not mentioned, it is promising that the overall 

outcome may correlate with model prediction. 

 

Similar to the above, the model predicted that SUMO expression would be significantly higher 

following the loss of HDAC1. It has been shown that HDAC inhibition increases sumoylation in 

general, however the effect in one instance was mediated primarily through HDAC2 [27]. In addition, 

it has been demonstrated that HDAC1 inhibits sumoylation of a target protein therefore loss of 

HDAC1 would increase its sumoylation and thus the abundance of SUMO protein [28]. Again, this is 

consistent with model predictions, however the effector Node A (in this case DAXX or SUMO) has 

not been mentioned in this report. 

 

Some model predictions were incorrect. The model predicted that loss of HDAC1 would lead to 

increased expression of DAXX; however, research has shown the opposite, with HDAC inhibitors 

leading to a decreased expression of DAXX [29]. But again, this paper does not specifically mention 

DAXX or SUMO as the effector node, so it is only a preliminary assessment of model accuracy. 

 

Genome-Wide Model Analysis 

Although analysis of individual relationships via dependency matrices may provide insight into 

altered signalling, logical steady state analysis (LSSA) assesses the entirety of the model under 

different scenarios. The basal state for all model nodes is undetermined (NaN). Given a set of input 

values (i.e. GC=1 for a glucocorticoid-sensitive simulation, or GC=1, GR=0 for a glucocorticoid-

resistant simulation) LSSA will proceed to calculate the state (1/ON, NaN/undetermined or 0/OFF) of 
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every downstream node within the model. Lastly, two LSSA scenarios may be compared to generate 

an Emod value for each node which predicts the overall state change of the node between the two 

scenarios (1=upregulated, 0=no change, -1=downregulated). Fig 7 provides a visual representation of 

the LSSA results for both the glucocorticoid-sensitive and glucocorticoid-resistant simulations, whilst 

Table 4 below summarises the LSSA results as well as the Emod value for each node. 

 

Fig 7. Visualisation of LSSA results from glucocorticoid-sensitive (A) and glucocorticoid-resistant (B) 

simulations. Nodes are coloured based on LSSA results: green indicates the node’s LSSA result was 1; 

orange indicates the node’s LSSA result was NaN and red indicates the node’s LSSA result was 0. 

 

Table 4. LSSA results for glucocorticoid-sensitive and glucocorticoid-resistant simulations. 

 

Node 
GC-Sensitive (GC=1) 

Simulation 

GC-Resistant (GC=1, 

GR=0) Simulation 
Emod 

14-3-3 1 1 0 

ABCA1 1 1 0 

AFP 1 0 -1 

AP-1 1 1 0 

ARHGAP35 1 0 -1 

BAG1 NaN NaN 0 

CD2 1 1 0 

CD40LG 1 0 -1 

CELL-DEATH 1 1 0 

CREB1 1 1 0 

CREBBP/EP300 1 1 0 
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CRH 1 1 0 

DAP3 NaN NaN 0 

DAXX NaN 1 1 

FSCN1 1 1 0 

GC 1 1 0 

GLUL 1 0 -1 

GR 1 0 -1 

HDAC1 NaN 1 1 

HDAC6 1 1 0 

HSP90 1 1 0 

IL10 1 1 0 

IL6 1 1 0 

INFLAMMATION 1 1 0 

LIF 1 1 0 

MED1 1 0 -1 

NCOA1 1 1 0 

NCOA2 1 1 0 

NCOA3 1 1 0 

NCOA6 1 1 0 

NCOR1 NaN NaN 0 

NCOR2 NaN NaN 0 

NFKB 1 1 0 

NR1I3 1 0 -1 

NR2F2 1 0 -1 

NRIP1 NaN NaN 0 
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PKA 1 1 0 

POU2F1 1 1 0 

POU2F2 1 1 0 

PRKDC 1 1 0 

PTGES3 1 1 0 

SCAP 1 0 -1 

SGK1 1 1 0 

SMAD3 1 1 0 

SMARCA4 NaN NaN 0 

STAT3 1 1 0 

STAT5B 1 0 -1 

SUMO NaN 1 1 

TP53 1 1 0 

TSC22D3 1 0 -1 

TSG101 NaN NaN 0 

UBC 1 0 -1 

 
% ON 80.8 63.5 

 

% OFF 0 23.1 
 

% Determined 80.8 86.6 
 

% Undetermined 19.2 13.4 
 

 

More determined (ON or OFF) nodes were seen in the glucocorticoid-resistant simulation, however 

this is balanced by the fact that a significantly higher number of nodes (23.1%) were OFF in the 

glucocorticoid-resistant simulation, which may reflect a loss of overall functionality within the 
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network. The Emod values (upregulated, no change, or downregulated) for nodes are summarised in 

Table 5. 

 

Table 5. Node state comparison from glucocorticoid-sensitive to glucocorticoid-resistant 

simulations. Upregulated and downregulated refer to the fact that the node is more or less active in 

the glucocorticoid-resistant simulation than in the glucocorticoid-sensitive simulation. 

 

Upregulated (3) Unchanged (37) Downregulated (12) 

DAXX, HDAC1, SUMO 

14-3-3, ABCA1, AP-1, BAG1, 

CREBBP/EP300, CD2, CELL-

DEATH, CREB1, CRH, DAP3, 

FSCN1, GC, HDAC6, HSP90, 

IL10, IL6, INFLAMMATION, 

LIF, NCOA1, NCOA2, NCOA3, 

NCOA6, NCOR1, NCOR2, 

NFKB, NRIP1, PTGES3, TP53, 

PKA, POU2F1, POU2F2, 

PRKDC, SGK1, SMAD3, 

SMARCA4, STAT3, TSG101 

AFP, NR1I3, CD40LG, GLUL, 

GR, ARHGAP35, MED1, 

NR2F2, SCAP, STAT5B, 

TSC22D3, UBC 

 

Model predictions may be verified by literature searching in terms of experimental identification of 

upregulation or downregulation between glucocorticoid-sensitive and glucocorticoid-resistant cells. 

For instance, it has been shown that GLUL is downregulated in glucocorticoid-resistant cells [30]. 

However, a more practical approach to validating model LSSA predictions is the use of microarray 

data, detailed below. 
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Microarray data from glucocorticoid-sensitive and glucocorticoid-resistant cells were obtained from 

the Gene Expression Omnibus database and six comparisons were performed (as detailed in the 

Methods). The Emod values obtained above were compared to Eexp values created via comparison of a 

glucocorticoid-sensitive and glucocorticoid-resistant microarray. Comparison of these values gives 

the number of correct, small error and large error predictions within the model. The S1 Text file 

contains tables that show the Emod and Eexp values in addition to their comparison for each 

microarray validation performed. Table 6 below summarises the overall number of correct/small 

error/large error predictions across all comparisons. 

 

Table 6. Summary of prediction rates across all LSSA microarray validations. 

 

Comparison Correct (%) Small Error (%) Large Error (%) 

P-Value of 

Correct 

Predictions 

1 58.3 41.7 0.0 0.00022 

2 54.2 43.8 2.1 0.00144 

3 60.4 37.5 2.1 0.0000758621 

4 58.3 39.6 2.1 0.00022 

5 54.2 41.7 4.2 0.00144 

6 54.2 45.8 0.0 0.00144 

AVERAGE 56.6 41.7 1.8 0.000679172 

 

As shown above, the GEB052 model generated accurate predictions across all scenarios (ranging 

from 54.2% to 60.4%, with an average of 56.6%). Given there are three possible outcomes (correct, 

small error and large error) a random model would achieve an expected correct prediction rate of 

33.3%. The correct predictions from the six comparisons when compared to what a random model 
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would achieve leads to a p-value <0.01, providing further evidence of the predictive capacity and 

potential of the GEB052 model. 

 

Preliminary Clinical Validation of the GEB052 Model Based on LSSA 

Data 

In addition to the cell-based microarray data described above, the GEB052 model has been assessed 

as a predictive clinical tool (based on LSSA results) using microarray data from thirteen leukaemia 

patients (see the Methods section). The output of this result is shown in Fig 8, and the model’s LSSA 

results perform less well for analysis of individual patient data as an average correct prediction rate 

of 42% was observed, with 55% small error and 3% large error. Thus, although 55% of predictions 

were small error, the fact that large errors are still less than 5% is a promising indicator of the 

potential of the model. The fixed-state nature of LSSA (having only three discrete values) is a 

limitation on the analytical output which may partially explain this outcome, and thus a more 

quantitative analysis was taken next.  

 

Fig 8. Clinical validation of GEB052 model via comparison of LSSA data to patient-based 

microarrays. The “Patient Number” on the x-axis refers to the patient number used in the original 

study [31] that these patients were taken from. An asterisk (*) indicates that the p-value of correct 

predictions for that patient was statistically significant at p<0.05. 

 

Semi-Quantitative Model Analysis Via Application of the Signal 

Transduction Score Flow Algorithm 

The GEB052 model has also undergone analysis using a semi-quantitative signal transduction score 

flow algorithm (STSFA) that superimposes ChIP-seq and/or microarray data onto a model to analyse 
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the network with numerical data. The same comparisons for genome-wide validation was again 

utilised here (see Methods). The S1 Text file contains tables that show the calculation and output for 

each individual STSFA analysis and a summary is provided in Table 7. 

 

Table 7. Prediction rates for the GEB052 model under STSFA analysis. 

 

Comparison Correct (%) Small Error (%) Large Error (%) 

P-Value of 

Correct 

Predictions 

1 82.6 17.4 0.0 7.53687×10-12 

2 83.0 17.0 0.0 3.02763×10-12 

3 87.2 12.8 0.0 2.58456×10-14 

4 72.3 25.5 2.1 4.33425×10-8 

5 74.5 23.4 2.1 8.04931×10-9 

6 80.9 17.0 2.1 2.62395×10-11 

AVERAGE 80.1 18.9 1.0 8.57144×10-9 

 

As shown above in Table 7, STSFA analysis achieved significantly higher correct prediction rates than 

for discrete LSSA predictions (compare to Table 6). An average of 80.1% correct predictions was 

observed, with an average of 18.9% small error and 1.0% large error (and three out of six simulations 

exhibiting no large errors). The correct prediction rates for LSSA against STSFA have been graphed 

and compared via an unpaired t-test (Fig 9), which shows the enhanced predictive power that the 

semi-quantitative STSFA analysis offers. Due to this, assessment of the clinical potential of the 

GEB052 model with STSFA analysis was performed, as detailed below. 
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Fig 9. Correct predictions of LSSA against STSFA. Data represents the average correct prediction 

percentages +/- SEM. An asterisk (*) indicates p<0.05 as assessed by an unpaired t-test. 

 

Clinical Predictive Power of the GEB052 Model Under STSFA 

Analysis. 

 

Using microarray data from thirteen leukaemia patients (see Methods), the GEB052 model was 

analysed with the STSFA and the relative activation/inhibition of cell death was calculated for each 

patient. Patients were divided into two groups (twelve patients alive at risk assessment or one 

deceased at risk assessment) and the average +/- SEM (Fig 10). GEB052 model predictions indicated 

that the patient who died before risk assessment would have cell death more negatively regulated 

than those who were alive at risk assessment. Given that glucocorticoids are a chemotherapeutic 

drug for leukaemia, the cell death node in the model translates to death of the cancer cells in vivo. 

Thus, the model predicted that the patient who died before risk assessment would have cell death 

more negatively regulated; meaning that more cancer cells survive, in turn suggesting a worse 

prognosis. Thus, these preliminary model predictions correlate with clinical outcomes for the 

patients. 

 

Fig 10. Clinical validation of the GEB052 model under STSFA analysis. The x-axis shows patient 

groups (Deceased at Risk Assessment, n=1, Alive at Risk Assessment, n=12) and the average for each 

group of the total edge weights targeting cell death +/- SEM are shown on the y-axis. Patient data 

taken from Schmidt and colleagues [31]and the GEO database. 
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Discussion 

The widespread therapeutic use of glucocorticoids for many different diseases leads to a need to 

identify causes of therapy failure and glucocorticoid resistance. Systems biology offers the possibility 

of integrating the detailed knowledge of GR signalling to generate models that can be used to gain 

insight into how the network functions following a loss of GR function. 

 

Computational research methodologies have been previously applied to GR research using 

approaches such as virtual ligand screening [32], development of models to quantitatively model 

specific signalling events [17] or the creation of models that aim to simulate glucocorticoid receptor 

control of both directly-regulated and indirectly-regulated genes [33]. Each of these approaches 

have provided insight to GR signalling, however to date a Boolean interactome model of the 

glucocorticoid receptor has not been developed. To generate the GEB052 model, the STRING 

database was to provide a basis for the interactions to be included.  Following the generation of all 

the model links between the proteins interacting with the GR, model outputs in the form of cell 

death and inflammation were added via Gene Ontology and manual curation. 

 

Interactome modelling has previously been applied to cancer research, such as the development of 

the original PKT206 p53 interactome and the later expanded PMH260 interactome [18, 19]. These 

models, in addition to the application of the STSFA to the PKT206 model [22] all showed good 

predictive ratios and thus a similar approach was undertaken here to model GR signalling. 

 

The GEB052 model consists of 52 nodes connected by 241 logical interactions, and has 64 two-step 

feedback loops within the model. Comparatively, the PKT206 model had only 30 two-step feedback 

loops, whilst the expanded PMH260 model had only 34 feedback loops [18, 19]. The identification of 

64 two-step feedback loops within the GEB052 model is particularly interesting as the GEB052 model 
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is significantly smaller than PKT206 or PMH260, containing only 52 nodes compared to 206 or 260. 

Thus, despite the model being significantly smaller the network appears to be much more integrated 

and interconnected, which may explain the fact that the majority of nodes were unchanged between 

the sensitive and resistant LSSA simulation results, as well as potentially explaining the fewer 

number of changes to strong activators or inhibitors following dependency matrix generation in KO 

scenarios; the PKT206 model identified 63 changes to/from strong activators or inhibitors, whilst 

only ten were seen in the GEB052 model. This is due to the fact that feedback loops have been 

previously identified as important in the robustness of a network [18]. Although this initial analysis 

has focussed only on strong activators or inhibitors, 323 changes to or from activators or inhibitors 

were identified across all knockout scenarios, and thus examination of these dependency alterations 

would represent a source of future work. 

 

The validation of model LSSA results through cell-based microarray data indicated an average of 

56.60% correct predictions, 41.67% small error and 1.74% large error. The PKT206 interactome 

model displayed a correct prediction range from 52-71% [18]. The correct prediction range for the 

GEB052 model was lower (54.17% to 60.42%), less large errors were seen in the GEB052 model 

validation; two out of six comparisons yielded no large errors, whilst the other four led to a large 

error range of only 2.08% to 4.17%. It is important to note that the expanded PMH260 interactome 

displayed less large errors than the original PKT206 model, and therefore model expansion 

represents an additional source of future work for the GEB052 model. 

 

Validation of model LSSA results with patient microarray data yielded lower correct prediction rates 

(an average of 42%). However, it is still promising that large error predictions comprised the minority 

of prediction outcomes, suggesting some potential of the model. Furthermore, working on the 

assumption that a random model would achieve a correct prediction rate of 33.3%, then a 42% 

correct average from thirteen sets of data is statistically significantly higher (p<0.0001).This lower 
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correct prediction rate could be attributed to a variety of factors, including the relatively small size 

of the model, as well as the complexity of translating findings from a simulation of a small gene 

regulatory network to a whole organism level. Additionally, as specified in the introduction, effects 

of GCs are very cell-type specific; the GR may differentially modulate genes depending on the type of 

tissue. Thus, an additional way to further develop the GR model is through the incorporation of 

tissue-specific interactions and the development of cell-specific forms of the model, although the 

relevant literature required for this is currently incomplete. 

 

Consistent with previous research [22] the STSFA demonstrated a statistically significantly higher 

level of correct prediction rates (80.1% for STSFA compared to 56.6% for LSSA). Curiously, large error 

predictions for STSFA appeared only in microarray data from B-ALL and not T-ALL, which indicates 

that the model may predict T-ALL to a better standard than B-ALL. Furthermore, the enhanced 

predictive power of STSFA (likely due to its semi-quantitative nature) provided a justification for its 

use in clinical assessment. By using microarray data from thirteen leukaemia patients (taken before 

chemotherapy treatment, and thus analytical outcomes represent true predictions) Fig 10 was 

generated. The fact that the model predicted that the patient who died before risk assessment 

would have cell death being more inhibited (equating to death of the cancer cells) is promising, as it 

provides a potential link between model prediction and clinical outcome. However, this analysis is 

admittedly preliminary due to the fact that there are a small number of patients (13) and one group 

had only one patient, whilst the other had twelve. Thus, although promising, further assessment 

with a larger patient cohort is needed. 

 

Ultimately, the GEB052 model construction, validation, and clinical assessment represent a proof of 

principle of the applicability of this approach to glucocorticoid receptor research. The GEB052 model 

under Boolean analysis provides good predictive ratios for cell-based microarray data, and 

application of the semi-quantitative STSFA to the model demonstrated even higher correct 
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predictive rates. Lastly, the use of the GEB052 model under STSFA analysis has also shown promise 

at the clinical level using microarray data from thirteen leukaemia patients. Key points for future 

development include model expansion and incorporation of tissue-specific reactions. In addition, it is 

recognised that there are multiple isoforms of the GR, each of which can have different effects on 

downstream nodes, and in fact interactions between different GR isoforms can be a determinant of 

its activity [34]. Thus, it may also be useful to develop models of different GR isoforms to better 

represent physiological occurrences. Regardless of future directions, the GEB052 model represents a 

promising starting point and potential clinical tool given its predictive ratios and the correlation of its 

STSFA output with patient clinical outcomes. Application of individual patient data to the model 

could thus be a stepping stone towards personalised therapy. 
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Methods 

Extraction and manual curation of STRING data 

STRING (Search Tool for the Retrieval of Interacting Genes/Proteins, v9.1 at the time of curation) 

was used as the database of known and predicted protein interactions [24]. Extraction and filtering 

of data was performed in a similar manner as described previously [18]. The 

“protein.actions.v9.1.txt.gz” file was downloaded from STRING and all high confidence (> 0.7) 

interactions for the glucocorticoid receptor were then extracted. TSC22D3 (GILZ, glucocorticoid-

induced leucine zipper) and EP300 were also included due to their known importance in GR 

signalling or similarity to CREBBP respectively. 

 

Manual curation of STRING data was then undertaken via extensive literature searches of the two 

putative interacting proteins. STRING includes various interaction modes such as “activation”, 

“inhibition” and “binding”. In all cases, manual curation was undertaken to confirm STRING records, 

and also to uncover any functional relationships between the two genes that were not included in 

STRING. Manual curation was essential as the nature of the STRING database (such as being based 

on text mining) results in the possibility of incorrect interactions being retained in the database. It 

has previously been shown that multiple types of errors can occur such as incorrect gene name 

recognition [18]. 

 

After manual curation of all the interactions with the GR (the “primary layer”), all high-confidence 

interactions for the proteins that were shown to interact with GR were extracted. This list was then 

filtered to retain interactions only between the proteins which appeared in the primary layer. 

Additional curation was then undertaken in order to verify STRING data (the “second layer”), and 

thus after this a closed two-layer model was produced. All curations of predicted interactions were 

double-curated to improve model reliability. 
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Connection to model outputs through the Gene Ontology (GO) 

Consortium 

The GO database [35] was used to provide biological outputs for the model. Following completion of 

the second layer, GO terms/annotations were collected for each node of the network, pooled 

together and ranked by the most common, and then the most common terms related to biological 

outputs were chosen. This lead to several groups of GO terms: cell death; inflammation; immune 

response; metabolism; development; cell growth and proliferation. For this first version of the model 

only cell death and inflammation were chosen as outputs due to their relevance in glucocorticoid 

therapy. For all model links to outputs, manual double-curation was again undertaken to verify 

interactions. 

 

Cytoscape 

Model visualisation was undertaken through the use of Cytoscape, an open-source software for data 

visualisation [36]. Curated interaction records were imported into the program and visualised after 

adjusting parameters. Application of the STSFA (below) was also conducted in Cytoscape. 

 

Model analysis through CellNetAnalyzer 

CellNetAnalyzer (CNA, v2017.1c) is a MATLAB toolbox which allows for the analysis of gene-

regulatory models based on the topology of the interaction network. Interactions between nodes of 

the network are represented through hypergraphs which can allow for interaction combinations 

such as OR functions or the use of AND functions, both of which allow for more accurate 

representation of true biological reactions (such as several proteins forming a complex to activate or 

inhibit a target) [23]. CNA was used to construct Boolean signal flow networks. At present, the model 
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presented herein does not contain AND reactions; in cases where interactions converge to the same 

node the combination follows OR logic by default. Inhibitory reactions are represented by a NOT 

modifier. These logics have been described in detail by Klamt and colleagues [23]. 

 

Several types of analysis are available through CNA, such as the generation of an interaction matrix 

(which summarises the participation of each node in every reaction), logical steady state analysis 

(LSSA) and the generation of dependency matrices. By defining (i.e. ON or OFF) the state of nodes 

(particularly input nodes) of the model, LSSA will calculate the steady state of network nodes 

downstream of the input based on the interactions within the model. Three node states are possible 

under LSSA: 1 (ON), 0 (OFF) or NaN (undetermined). A node may be assigned NaN if multiple states 

are possible; this may be caused by input conditions being insufficient to determine all node states, 

or through feedback loops leading to multiple steady states and oscillatory behaviour [18, 37]. 

 

The second main approach used in CellNetAnalyzer is the generation of dependency matrices. A 

dependency matrix provides a visual and numerical representation of the overall relationships 

between the nodes of the network, taking into account all of the interactions within the model (thus 

allowing indirect functional relationships to be considered). Six different types of dependencies are 

possible based on the relationship between nodes in the interaction: 

 

1. A has no effect on B if there are no positive or negative paths from A to B 

2. A is a strong activator of B if there are positive paths from A to B, and no negative paths 

from A to B. It is also required that there are no negative feedback loops within these 

positive paths. 

3. A is a weak activator of B if there are positive paths from A to B, no negative paths from A to 

B, and there are negative feedback loops within these positive paths. 
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4. A is a strong inhibitor of B if there are negative paths from A to B and no positive paths from 

A to B. It is also required that there are no negative feedback loops within these negative 

paths. 

5. A is a weak inhibitor of B if there are negative paths from A to B, no positive paths from A to 

B, and there are negative feedback loops within these negative paths. 

6. A is ambivalent towards B if there are both positive and negative paths from A to B. 

 

Comparison of the dependency matrices from the full model to a modified (i.e. KO model) can unveil 

modified relationships and signalling. Because model KOs simulate in vivo loss-of-function 

mutations, these matrix comparisons provide predictions for how cells will behave. These 

predictions may then be verified in the laboratory to assess model predictive power and model 

accuracy [18, 19]. 

 

Comparison of LSSA Result Scenarios 

Comparisons between two sets of LSSA results (such as a GC-sensitive scenario against a GC-

resistant scenario) were also carried out as previously described [18], which allows for the 

assessment of node upregulation or downregulation between two scenarios. 

 

In brief, LSSA calculates the state (inactivated (0), undetermined (NaN) or activated (1)) of nodes 

within the network following a set of input value(s). For Scenario 1 (i.e. a GC-sensitive simulation), 

node i state was defined as S(i)1 which has a value of NaN, 0, or 1. For Scenario 2 (i.e. a GC-resistant 

simulation), node i state was defined as S(i)2, which may also have a value of NaN, 0, or 1. Lastly the 

value Emod was used to define the predicted change in node state from Scenario 1 to Scenario 2, 

where 1 means the node is upregulated, -1 means the node is downregulated and 0 means the node 

state is unchanged: 
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Emod = -1  if  S(i)1 = 1  and S(i)2 = 0 

Emod = -1  if  S(i)1 = 1  and S(i)2 = NaN 

Emod = -1  if  S(i)1 = NaN and S(i)2 = 0 

 

Emod = 0  if  S(i)1 = 1  and S(i)2 = 1 

Emod = 0  if  S(i)1 = 0  and S(i)2 = 0 

Emod = 0  if  S(i)1 = NaN and S(i)2 = NaN 

 

Emod = 1  if  S(i)1 = 0  and S(i)2 = 1 

Emod = 1  if  S(i)1 = NaN and S(i)2 = 1 

Emod = 1  if  S(i)1 = 0  and S(i)2 = NaN 

 

Model Validation through Microarray Data 

Consistent with previous publications [18, 19] the predictions generated by the GEB052 model were 

assessed against microarray data from GC-resistant and GC-sensitive cells. Twelve microarrays were 

obtained from the Gene Expression Omnibus (GEO) database, and the following six comparisons 

were utilised as shown in Table 8. 

 

Table 8. Comparisons for genome-wide model validation. 

 

Comparison GC-Sensitive Array GC-Resistant Array 

Comparison 1 

T-ALL (C7H2 Cells), 24 Hours 

Dexamethasone Treatment 

(GEO ID GSM60544) 

T-ALL (C1 Cells), 24 Hours 

Dexamethasone Treatment 

(GEO ID GSM60562) 

Comparison 2 T-ALL (C7H2 Cells), 6 Hours T-ALL (C1 Cells), 6 Hours 
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Dexamethasone Treatment 

(GEO ID GSM60543) 

Dexamethasone Treatment 

(GEO ID GSM60561) 

Comparison 3 

T-ALL (C7H2 Cells), 6 Hours 

0.1% Ethanol Treatment (GEO 

ID GSM60542) 

T-ALL (C1 Cells), 6 Hours 0.1% 

Ethanol Treatment (GEO ID 

GSM60560) 

Comparison 4 

B-ALL (PreB 697 Cells), 24 Hours 

Dexamethasone Treatment 

(GEO ID GSM60547) 

B-ALL (PreB 697 R4G4 Cells), 24 

Hours Dexamethasone 

Treatment (GEO ID GSM60586) 

Comparison 5 

B-ALL (PreB 697 Cells), 6 Hours 

Dexamethasone Treatment 

(GEO ID GSM60546) 

B-ALL (PreB 697 R4G4 Cells), 6 

Hours Dexamethasone 

Treatment (GEO ID GSM60583) 

Comparison 6 

B-ALL (PreB 697 Cells), 6 Hours 

0.1% Ethanol Treatment (GEO 

ID GSM60545) 

B-ALL (PreB 697 R4G4 Cells), 6 

Hours 0.1% Ethanol Treatment 

(GEO ID GSM60581) 

 

Differential expression analysis was performed using the dynamic threshold method used by Tian 

and colleagues  and Hussain and colleagues [18, 19] and the expression change (Eexp) value was 

calculated, where 1 equates to upregulation, 0 to no change, and -1 to downregulation. Using the 

GC-resistant array as the target scenario, and the GC-sensitive array as the source scenario, fold 

changes for all microarray probe IDs were generated between the target and source scenarios. The 

Log10 for all fold changes was calculated, and a dynamic threshold based on the average Log10 fold 

change + the standard deviation (upper limit) and the average Log10 fold change – the standard 

deviation (lower limit). 

 

For each gene present in the model, the median value for all probe IDs relevant to the gene was 

calculated for both the source and target scenario, in addition to the fold change of the median 
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values. For model nodes which represented the combination of multiple genes (i.e. the AP-1 node 

which represents FOS and JUN) the median value for all probe IDs for all of its constituents was used. 

Log10 values of these fold changes were calculated and compared to the dynamic threshold; if higher 

than the upper limit, the gene was determined as upregulated (Eexp = 1), whilst if the value was lower 

than the lower limit the gene was determined as downregulated (Eexp = -1) and if its value lay 

between the lower and upper limits then the gene was determined as unchanged (Eexp = 0). 

 

To evaluate model performance, the absolute value of Emod – Eexp was calculated, which could take 

three possible values: 0 (no difference between Emod and Eexp; model prediction was correct); 1 (small 

difference between Emod and Eexp; small error prediction) and 2 (large difference between Emod and 

Eexp; large error prediction meaning that the model predicted the opposite of what occurred in cells).  

 

Assessment of Model Predictions (LSSA) Using Individual Patient 

Data 

 

Table 9 shows the microarray data used for clinical validation of LSSA results. 

 

Table 9. Microarray data used for clinical validation of LSSA data. Data taken from Schmidt and 

colleagues [31]. 

 

Patient 

Number 
Gender Age (Years) Clustering 

Status at 

Risk 

Assessment? 

GEO ID 

2 M 8.5 T-ALL Alive GSM51710 

13 M 5.9 Not Alive GSM51677 
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assigned 

17 F 14.7 Hyperploidy Deceased GSM51680 

20 M 5 T-ALL Alive GSM51704 

24 M 2.6 
Not 

assigned 
Alive GSM51674 

25 F 10.3 T-ALL Alive GSM51707 

31 F 17.2 Hyperploidy Alive GSM51683 

32 F 3.7 TEL-AML Alive GSM51686 

33 M 2.5 Hyperploidy Alive GSM51689 

37 F 15.1 
Not 

assigned 
Alive GSM51692 

38 M 3.2 TEL-AML Alive GSM51695 

40 M 17.3 
Not 

assigned 
Alive GSM51698 

43 F 1.6 TEL-AML Alive GSM51701 

 

To compare model LSSA results with clinical data from patients, thirteen microarrays (detailed above 

in  

Table 9 shows the microarray data used for clinical validation of LSSA results. 

 

Table 9) from leukaemia patients (taken following treatment with dexamethasone) were obtained 

from the GEO database [31]. For each individual patient, Log10 RMA values for all probe IDs were 

calculated and a dynamic threshold based on the average +/- standard deviation was generated. The 

median Log10 values for all the probe IDs for genes within the model were then compared to the 

threshold: if the value was higher than the upper limit, the gene was considered as upregulated; if 

the value was lower than the lower limit, the gene was considered as downregulated and if the value 
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lay between the lower and upper limits then the gene was unchanged. These values were then 

compared to model LSSA results of a GC-sensitive simulation, where 1 is equivalent to upregulated, 

0 to downregulated and NaN to unchanged. 

 

Application of the STSFA to GEB052 

The STSFA plugin for Cytoscape [21] was used to apply the STSFA to the model. As with previous 

studies [19] Log2 RMA values were scaled up by a factor of 100 and superimposed onto the model 

using the pathway scoring application. A limitation of the STSFA is that it apparently cannot handle 

directly ambivalent relationships; that is, if Node A both directly activates and inhibits Node B, the 

STSFA cannot accurately handle this. To correct for this, all directly ambivalent relationships were 

removed prior to the application of the STSFA. Mathematically, this is not unreasonable as even if 

the direct ambivalent interactions were considered, the overall regulation would be zero as it would 

theoretically be positively and negatively affected by equal amounts. The same twelve microarray 

datasets listed in Table 8 were used for STSFA analysis. 

 

STSFA results from the GC-sensitive and GC-resistant arrays were used to generate an Emod value, 

whilst the Eexp values for each Comparison were the same as for the cell-based microarray genome-

wide model validation. To generate the Emod values, fold changes between the node scores of the 

resistant output and sensitive output were generated, followed by the Log10 of the fold changes. 

From the Log10 fold changes for each node a dynamic threshold based on the average +/- standard 

deviation was generated, and nodes were considered as upregulated if their score was higher than 

the upper limit, downregulated if their score was lower than the lower limit, and unchanged if the 

score lay between the two. These Emod values were compared to the Eexp values to assess model 

accuracy in the same way as the cell-based microarray genome-wide model validation. 
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Preliminary Assessment of GEB052 as a Predictive Clinical Tool 

(STSFA using Patient Data) 

To assess the potential of the GEB052 model as a predictive clinical tool, microarray data from 

thirteen leukaemia patients (taken before patients were treated) was obtained from the GEO 

database, following its deposit after the original study that generated the data [31] (Table 10). 

 

Table 10. Patient microarray data used for STSFA analysis. Data taken from Schmidt and colleagues 

[31]. 

 

Patient 

Number 
Gender Age (Years) Clustering 

Status at 

Risk 

Assessment? 

GEO ID 

2 M 8.5 T-ALL Alive GSM51712 

13 M 5.9 Not assigned Alive GSM51679 

17 F 14.7 Hyperploidy Deceased GSM51682 

20 M 5 T-ALL Alive GSM51706 

24 M 2.6 Not assigned Alive GSM51676 

25 F 10.3 T-ALL Alive GSM51709 

31 F 17.2 Hyperploidy Alive GSM51685 

32 F 3.7 TEL-AML Alive GSM51688 

33 M 2.5 Hyperploidy Alive GSM51691 

37 F 15.1 Not assigned Alive GSM51694 

38 M 3.2 TEL-AML Alive GSM51697 

40 M 17.3 Not assigned Alive GSM51700 
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43 F 1.6 TEL-AML Alive GSM51703 

 

For each patient the STSFA was used to superimpose their microarray data onto the model. The 

STSFA assigns node score to every node within the model, in addition to calculating weights for each 

of the edges (indicating the “strength” of the regulation). Patients were split into two groups (alive 

at risk assessment or dead at risk assessment). The total incoming edge weights to cell death (one 

output of the GEB052 model) was calculated for each patient, and an average made for each group, 

in addition to calculating the SEM. This analysis thus correlated model predictions with clinical 

outcomes. 

 

P-Value Calculation for Correct Predictions 

To assess whether the correct prediction rates of the model were statistically significant, the 

WolframAlpha computational knowledge engine (http://www.wolframalpha.com/) was used in 

conjunction with the search term “Probability of [X] success in [Y] trials, chance of success is [Z]”. In 

these cases [X] equates to the number of correct predictions, [Y] to the total number of predictions 

and [Z] to the chance of success (one in three, as there are three possible outcomes). 

 

Determination of Incorrect Nodes 

To determine if any nodes were systematically incorrect across the comparisons shown in Table 8, 

the absolute values of Emod – Eexp were totalled for each node and all comparisons. As previously 

stated, the absolute value of Emod – Eexp can take three possible values: 0 (correct), 1 (small error) and 

2 (large error). A threshold of four (indicating that the node had small errors in more than 50% of 

comparisons, or had two large errors) was chosen to determine a node as incorrect. The incorrect 

node determination for cell-based microarray validation is shown in the S1 Text file. 
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Supporting Information 

S1 Text. This additional file contains the supplementary tables relevant to this manuscript. These 

tables cover information such as the list of interactions within the GEB052 model, GEB052 model 

validation and STSFA analysis, and the determination of systematically incorrect nodes. 
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Supplementary Text (Supporting Information) 

S1 Table: Nodes consisting of more than one protein within the GEB052 model or nodes requiring 

additional explanation. 

 

Node Constituents/Explanation 

14-3-3 
SFN/YWHAS, YWHAB, YWHAE, YWHAG, YWHAH, 

YWHAQ, and YWHAZ 

AP-1 FOS and JUN 

NFKB RELA and NFKB1 

CREBBP/EP300 CREBBP and EP300 

SUMO SUMO1, SUMO2, SUMO3 and SUMO4 

PKA 

Contains only the interactions for PRKACG 

(gamma catalytic subunit of PKA) but is named 

as such to serve as an intermediary between 

CRH/AP-1 and ABCA1/IL10 

HSP90 
Contains only the interactions for HSP90AA1 

(HSP90alpha) 
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S2 Table: List of primary layer interactions within the GEB052 model. 

 

Node 1 
Activates (1) or 

Inhibits (0) 
Node 2 PubMed ID Evidence 

14-3-3 0 GR 12730237 

14-3-3 1 GR 9079630, 11266503, 16338219 

AP-1 0 GR 8388998 

AP-1 1 GR 8388998 

ARHGAP35 0 GR 10385430, 20427664 , 1894621 

BAG1 0 GR 11101523, 9603979, 19595997. 

CREB1 0 GR 1387550 

CREBBP/EP300 0 GR 8616895, 10528999 

CREBBP/EP300 1 GR 17884810, 9792627, 10528999 

DAP3 1 GR 10903152, 12099703 

DAXX 0 GR 12595526, 17081986 

GC 1 GR No PMID - Logical Input For Model 

GR 0 ABCA1 16254209 

GR 1 ABCA1 17241464 

GR 1 AFP 11549270 

GR 0 AP-1 2169352, 2169353, 9731701 

GR 1 AP-1 7583019 

GR 1 ARHGAP35 1894621 

GR 0 CD2 9144521 

GR 1 CD2 9172010 

GR 1 CD40LG 11160161 
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GR 0 CREB1 21804312 

GR 1 CREB1 21804312, 14668092 

GR 1 
CREBBP/EP30

0 
23125313 

GR 0 CRH 22232675, 19177170 

GR 0 FSCN1 10026156 

GR 1 GLUL 10453053, 14962810 

GR 0 HDAC1 16762839, 12727880 

GR 0 HDAC6 20538901 

GR 1 IL10 10940925, 16341266 

GR 0 IL6 22042221, 12114264, 11007957 

GR 0 LIF 
10080876, 8432990, 7579343, 

9099902 

GR 1 MED1 17827210 

GR 0 NCOA1 11196413, 12039076 

GR 0 NFKB 7823959, 8290595 

GR 1 NFKB 9885901, 23693080 

GR 1 NR1I3 11093784, 12511605, 15557560 

GR 1 NR2F2 14739255 

GR 1 PKA 16319314 

GR 1 POU2F1 9584182 

GR 0 POU2F2 1714379 

GR 1 POU2F2 9584182 

GR 1 SCAP 15133039 

GR 1 SGK1 22590650, 17595317 
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GR 0 SMAD3 10518526 

GR 0 STAT3 20881248 

GR 1 STAT3 14522952 

GR 1 STAT5B 9973262, 15037546 

GR 0 TP53 11562347, 11080152 

GR 1 TSC22D3 9430225, 16239257 

GR 1 UBC 17875808, 11872750, 10913373, 

HDAC1 0 GR 15826950 

HDAC1 1 GR 15826950, 16762839 

HDAC6 0 GR 20018896 

HSP90 0 GR 2005120, 16087666 

HSP90 1 GR 2005120, 16087666 

IL10 1 GR 16341266 

LIF 0 GR 15985451 

MED1 1 GR 
17827210, 10508170, 16239257, 

19630272 

NCOA1 1 GR 12569182, 16339206 

NCOA2 1 GR 19805480 

NCOA3 1 GR 11094166, 16179382 

NCOA6 1 GR 10567404 

NCOR1 0 GR 12011091, 12569182, 23428870 

NCOR2 0 GR 10598585 

NFKB 0 GR 7823959, 8290595 

NR2F2 0 GR 14739255 

NRIP1 0 GR 10364267, 12773562 
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POU2F1 1 GR 9584182 

PRKDC 0 GR 9038175 

PTGES3 0 GR 17261597 

PTGES3 1 GR 17438133 

SGK1 1 GR 23650397 

SMAD3 1 GR 12753290 

SMARCA4 0 GR 17043312 

STAT3 1 GR 9388192, 12904256,20204302 

STAT5B 0 GR 8878484 

SUMO 0 GR 12193561 

SUMO 1 GR 12193561 

TP53 0 GR 9215863 

TSG101 0 GR 10508170, 15033475 

TSG101 1 GR 15657031 
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S3 Table: List of second layer interactions in the GEB052 model. 

 

Node 1 

Activates 

(1) or 

Inhibits (0) 

Node 2 PubMed ID Evidence 

14-3-3 0 TP53 18339856 

14-3-3 1 TP53 9620776, 14517281 

ABCA1 0 IL6 19783654, 17079792 

ABCA1 1 PKA 23055522 

AP-1 1 CREB1 11976688, 1827203 

AP-1 1 IL10 16569682, 22634314, 15067049 

AP-1 1 IL6 8453101, 15158360, 20833374 

AP-1 0 NFKB 12181357 

AP-1 1 NFKB 9468519, 8404856 

AP-1 0 SMAD3 10903323, 10871633, 17660955 

AP-1 1 SMAD3 16730810, 11134003 

AP-1 1 STAT3 11356008 

AP-1 0 TP53 10072388, 11136975 

BAG1 1 AP-1 11329370, 20516211 

CREB1 0 AP-1 1840296, 2140898 

CREB1 1 AP-1 12432566, 9770464, 16151051, 2140898 

CREB1 1 IL10 19564345, 16920714, 18263767 

CREBBP/EP300 0 AP-1 11689449 

CREBBP/EP300 1 AP-1 
7588605, 21937452, 9388250, 10327051, 

8545107 



62 
 

CREBBP/EP300 1 CREB1 13678586 

CREBBP/EP300 0 HDAC1 16762839 

CREBBP/EP300 1 NCOA1 15688032 

CREBBP/EP300 1 NCOA2 20448036, 9430642, 10899170 

CREBBP/EP300 0 NFKB 12419806 

CREBBP/EP300 1 NFKB 9890939, 9096323, 11739381 

CREBBP/EP300 1 SMAD3 9679056 

CREBBP/EP300 1 STAT3 15649887, 15653507 

CREBBP/EP300 0 TP53 19805293 

CREBBP/EP300 1 TP53 18485870, 9288775 

CRH 0 IL6 10922080, 11602623, 1731761 

CRH 1 IL6 1623564, 8246669 

CRH 1 PKA 

1663213  17895291, 11960782, 7783858, 

8793851, 11325519 (N.B. Full pathway is CRH --> 

PKA --> AP-1) 

DAXX 0 CREB1 22185778 

DAXX 1 SUMO 17081986 

DAXX 0 TP53 15570294, 15364927 

DAXX 1 TP53 14557665 

HDAC1 0 CREB1 12567184 

HDAC1 0 CREBBP/EP300 14968110 

HDAC1 0 NFKB 11931769 

HDAC1 0 SMAD3 16876108 

HDAC1 0 STAT3 15653507, 18611949 

HDAC1 1 SUMO 18025037 
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HDAC1 0 TP53 12426395, 10777477 

HDAC1 0 UBC 19304753 

HDAC6 1 HSP90 15916966, 19158084, 18591380 

HSP90 1 HDAC6 21109931 

HSP90 1 PRKDC 22753480, 16263121 

HSP90 1 PTGES3 15040786 

HSP90 1 STAT3 12559950, 18339423, 12235142 

IL10 1 ABCA1 16336952, 20354139 

IL10 0 AP-1 9864163, 8709636, 20045008 

IL10 0 IL6 12017175 

IL10 1 IL6 8703029 

IL10 1 STAT3 8830676 

IL6 1 ABCA1 21757719 

IL6 1 AP-1 10465257, 9240403, 17018293, 8398910 

IL6 1 CRH 1846105, 2845968, 10465257 

IL6 1 IL10 23349310 

IL6 1 LIF 12151548 

IL6 1 NCOA2 19240160 

IL6 1 STAT3 17065510, 18160665 

IL6 0 TP53 15930285, 1852210 

LIF 1 AP-1 
9711940, 9545305, 8621626, 1628710, 8917449, 

2144331 

LIF 1 IL6 11160255 

LIF 1 STAT3 9813052 

NCOA1 1 AP-1 9642216, 10847592, 18511550,  16860316 
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NCOA1 1 CREBBP/EP300 15688032 

NCOA1 1 NCOA3 20685850 

NCOA1 1 NFKB 9556555 

NCOA1 1 STAT3 11773079 

NCOA2 1 AP-1 18511550 

NCOA2 1 CREBBP/EP300 15731352, 20448036 

NCOA3 1 CREBBP/EP300 10866661 

NCOA3 1 NCOA1 20685850 

NCOA6 1 PRKDC 12519782 

NCOR1 1 NCOA3 12089344 

NCOR2 1 NCOA3 20392877 

NCOR2 0 NFKB 10777532 

NCOR2 0 POU2F1 11134019 

NFKB 1 AP-1 8404856 

NRIP1 0 AP-1 12554755,  10379892 

PKA 1 AP-1 

1663213  17895291, 11960782, 7783858, 

8793851, 11325519 (N.B. Full pathway is CRH --> 

PKA --> AP-1) 

PKA 1 CREB1 15337521 

PKA 1 IL10 23055522 

PKA 0 NFKB 15642694 

PRKDC 1 HSP90 22270370, 19021771 

PRKDC 1 NCOA6 12519782 

PRKDC 0 POU2F1 14612514 

PRKDC 1 POU2F1 17213819 
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PRKDC 1 TP53 9363941 

PTGES3 0 HSP90 11812147 

PTGES3 1 HSP90 9148915, 11060043 

SGK1 1 CREB1 15733869 

SGK1 0 TP53 19756449 

SMAD3 0 AP-1 14752027 

SMAD3 1 AP-1 21829441, 9125213 

SMARCA4 0 AP-1 12372840, 10082538 

SMARCA4 1 AP-1 11053448 

SMARCA4 1 SMAD3 21900401, 18003620 

SMARCA4 1 STAT3 21785422 

SMARCA4 0 TP53 19448667, 18822392 

STAT3 1 AP-1 

16205632, 9271408, 11319221, 7568080, 

10490649, 20463008, 12600988, 19404962 

(mutual activation due to widespread synergy) 

STAT3 1 FSCN1 21937440 

STAT3 1 HSP90 9461509, 23228483 

STAT3 1 IL10 19234181 

STAT3 1 IL6 19751774, 19284588, 18160665, 21122157 

STAT3 0 TP53 16107692, 22303479 

SUMO 0 AP-1 16055710, 10788439, 23396363 

SUMO 1 DAXX 17081986 

SUMO 0 HDAC1 11960997 

SUMO 1 HDAC1 24068740 

SUMO 0 TP53 21900752 



66 
 

SUMO 1 TP53 17012228 

TP53 1 14-3-3 14517281, 17546054 

TP53 1 CREBBP/EP300 9194564 

TP53 0 IL6 21092249, 11830554 

TP53 1 SGK1 19756449, 8647846 

TSC22D3 0 AP-1 11397794, 12391160 

TSC22D3 1 SGK1 20947508 
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S4 Table: List of GEB052 model links to cell death. 

 

Node 1 
Activates (1) or 

Inhibits (0) 
Node 2 PubMed ID Evidence 

14-3-3 0 
CELL-

DEATH 
12426317, 11222372, 24626062, 22562251 

AP-1 1 
CELL-

DEATH 
10080190 

AP-1 0 
CELL-

DEATH 
9141200 

BAG1 0 
CELL-

DEATH 
11257006 

CD2 1 
CELL-

DEATH 
9270771 

CD40LG 0 
CELL-

DEATH 
12697681 

CD40LG 1 
CELL-

DEATH 
12885753 

CRH 0 
CELL-

DEATH 
23380766 

CRH 1 
CELL-

DEATH 
23686762, 22494987, 11790788, 22763913. 

DAP3 1 
CELL-

DEATH 
20563667, 17135360 

DAXX 1 CELL- 1598338 
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DEATH 

GR 1 
CELL-

DEATH 
15940303, 21530661, 12039857 

IL10 0 
CELL-

DEATH 
8312229 

IL10 1 
CELL-

DEATH 
9184696 

IL6 0 
CELL-

DEATH 
7595060, 11751424 

IL6 1 
CELL-

DEATH 
9949178 

NFKB 0 
CELL-

DEATH 
10747850, 10849002 

NFKB 1 
CELL-

DEATH 
10747850 

SGK1 0 
CELL-

DEATH 
17571248 

SMAD3 0 
CELL-

DEATH 
14517210 

SMAD3 1 
CELL-

DEATH 
15107418, 11839804 

STAT3 0 
CELL-

DEATH 
23807222 

STAT3 1 
CELL-

DEATH 
21336304 
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STAT5B 0 
CELL-

DEATH 
21826656 

TP53 1 
CELL-

DEATH 
19879762 

TSC22D3 0 
CELL-

DEATH 
9430225 

UBC 0 
CELL-

DEATH 
17491588 

UBC 1 
CELL-

DEATH 
15033975, 15620210 
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S5 Table: List of GEB052 model links to inflammation. 

 

Node 1 
Activates (1) or Inhibits 

(0) 
Node 2 PMID 

AP-1 1 INFLAMMATION 23163821 

CD40LG 1 INFLAMMATION 9468137 

CRH 0 INFLAMMATION 17117478 

CRH 1 INFLAMMATION 17117478 

IL10 0 INFLAMMATION 
10443688, 12452830, 

14971032 

IL6 1 INFLAMMATION 
2199284, 10443688, 

25031389 

NFKB 0 INFLAMMATION 18270204, 20457564 

NFKB 1 INFLAMMATION 
18029230, 23776175, 

20457564 

SMAD3 0 INFLAMMATION 14752027 

SMAD3 1 INFLAMMATION 20231525, 15253712 

STAT5B 0 INFLAMMATION 24412367 

STAT5B 1 INFLAMMATION 17148664 
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For S6 Table – S17 Table below, in the Emod and Eexp columns, “0” means the node/protein is 

unchanged between the glucocorticoid-sensitive and glucocorticoid-resistant scenario, “-1” means 

the node/protein is downregulated in the glucocorticoid-resistant scenario and “1” means the 

node/protein is upregulated in the glucocorticoid-resistant scenario. In the ABS (Emod-Eexp) column, 

“0” means the prediction was correct, “1” means there was a small error prediction and “2” means 

there was a large error prediction. 

 

S6 Table: GEB052 model validation via microarray data (Comparison 1). 

Comparison 1 Emod Eexp ABS (Emod-Eexp) 

14-3-3. 0 0 0 

ABCA1 0 0 0 

AFP -1 0 1 

AP-1 0 -1 1 

ARHGAP35 -1 0 1 

BAG1 0 0 0 

CD2 0 0 0 

CD40LG -1 0 1 

CREB1 0 0 0 

CREBBP/EP300 0 0 0 

CRH 0 0 0 

DAP3 0 0 0 

DAXX 1 0 1 

FSCN1 0 1 1 

GLUL -1 -1 0 

HDAC1 1 0 1 
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HDAC6 0 0 0 

HSP90 0 0 0 

IL10 0 -1 1 

IL6 0 0 0 

LIF 0 0 0 

MED1 -1 0 1 

NCOA1 0 -1 1 

NCOA2 0 0 0 

NCOA3 0 0 0 

NCOA6 0 0 0 

NCOR1 0 0 0 

NCOR2 0 0 0 

NFKB 0 -1 1 

NR1I3 -1 0 1 

NR2F2 -1 0 1 

NRIP1 0 0 0 

PKA 0 0 0 

POU2F1 0 0 0 

POU2F2 0 0 0 

PRKDC 0 0 0 

PTGES3 0 0 0 

SCAP -1 0 1 

SGK1 0 -1 1 

SMAD3 0 -1 1 

SMARCA4 0 1 1 
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STAT3 0 0 0 

STAT5B -1 0 1 

SUMO 1 0 1 

TP53 0 0 0 

TSC22D3 -1 -1 0 

TSG101 0 0 0 

UBC -1 0 1 

 
Correct 28 58.3% 

 

Small Error 20 41.7% 
 

Large Error 0 0.0% 
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S7 Table: GEB052 model validation via microarray data (Comparison 2). 

 

Comparison 2 Emod Eexp ABS (Emod-Eexp) 

14-3-3. 0 0 0 

ABCA1 0 -1 1 

AFP -1 0 1 

AP-1 0 -1 1 

ARHGAP35 -1 0 1 

BAG1 0 0 0 

CD2 0 0 0 

CD40LG -1 0 1 

CREB1 0 1 1 

CREBBP/EP300 0 0 0 

CRH 0 0 0 

DAP3 0 0 0 

DAXX 1 0 1 

FSCN1 0 1 1 

GLUL -1 -1 0 

HDAC1 1 0 1 

HDAC6 0 0 0 

HSP90 0 0 0 

IL10 0 -1 1 

IL6 0 0 0 

LIF 0 0 0 

MED1 -1 0 1 
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NCOA1 0 0 0 

NCOA2 0 0 0 

NCOA3 0 1 1 

NCOA6 0 0 0 

NCOR1 0 0 0 

NCOR2 0 0 0 

NFKB 0 0 0 

NR1I3 -1 0 1 

NR2F2 -1 0 1 

NRIP1 0 1 1 

PKA 0 0 0 

POU2F1 0 0 0 

POU2F2 0 1 1 

PRKDC 0 0 0 

PTGES3 0 0 0 

SCAP -1 0 1 

SGK1 0 0 0 

SMAD3 0 -1 1 

SMARCA4 0 0 0 

STAT3 0 0 0 

STAT5B -1 0 1 

SUMO 1 -1 2 

TP53 0 0 0 

TSC22D3 -1 0 1 

TSG101 0 0 0 
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UBC -1 0 1 

 
Correct 26 54.2% 

 

Small Error 21 43.8% 
 

Large Error 1 2.1% 
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S8 Table: GEB052 model validation via microarray data (Comparison 3). 

 

Comparison 3 Emod Eexp ABS (Emod-Eexp) 

14-3-3. 0 0 0 

ABCA1 0 0 0 

AFP -1 0 1 

AP-1 0 -1 1 

ARHGAP35 -1 0 1 

BAG1 0 0 0 

CD2 0 0 0 

CD40LG -1 0 1 

CREB1 0 0 0 

CREBBP/EP300 0 0 0 

CRH 0 0 0 

DAP3 0 0 0 

DAXX 1 0 1 

FSCN1 0 1 1 

GLUL -1 -1 0 

HDAC1 1 0 1 

HDAC6 0 0 0 

HSP90 0 0 0 

IL10 0 0 0 

IL6 0 0 0 

LIF 0 0 0 

MED1 -1 0 1 
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NCOA1 0 0 0 

NCOA2 0 0 0 

NCOA3 0 1 1 

NCOA6 0 0 0 

NCOR1 0 0 0 

NCOR2 0 0 0 

NFKB 0 0 0 

NR1I3 -1 0 1 

NR2F2 -1 0 1 

NRIP1 0 1 1 

PKA 0 0 0 

POU2F1 0 0 0 

POU2F2 0 0 0 

PRKDC 0 0 0 

PTGES3 0 0 0 

SCAP -1 0 1 

SGK1 0 0 0 

SMAD3 0 -1 1 

SMARCA4 0 1 1 

STAT3 0 0 0 

STAT5B -1 0 1 

SUMO 1 -1 2 

TP53 0 0 0 

TSC22D3 -1 0 1 

TSG101 0 0 0 
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UBC -1 0 1 

 
Correct 29 60.4% 

 

Small Error 18 37.5% 
 

Large Error 1 2.1% 
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S9 Table: GEB052 model validation via microarray data (Comparison 4). 

 

Comparison 4 Emod Eexp ABS (Emod-Eexp) 

14-3-3. 0 0 0 

ABCA1 0 1 1 

AFP -1 -1 0 

AP-1 0 0 0 

ARHGAP35 -1 0 1 

BAG1 0 0 0 

CD2 0 0 0 

CD40LG -1 0 1 

CREB1 0 0 0 

CREBBP/EP300 0 0 0 

CRH 0 0 0 

DAP3 0 1 1 

DAXX 1 0 1 

FSCN1 0 -1 1 

GLUL -1 -1 0 

HDAC1 1 0 1 

HDAC6 0 0 0 

HSP90 0 0 0 

IL10 0 0 0 

IL6 0 0 0 

LIF 0 -1 1 

MED1 -1 1 2 
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NCOA1 0 -1 1 

NCOA2 0 0 0 

NCOA3 0 0 0 

NCOA6 0 0 0 

NCOR1 0 0 0 

NCOR2 0 0 0 

NFKB 0 -1 1 

NR1I3 -1 0 1 

NR2F2 -1 0 1 

NRIP1 0 0 0 

PKA 0 0 0 

POU2F1 0 0 0 

POU2F2 0 -1 1 

PRKDC 0 0 0 

PTGES3 0 0 0 

SCAP -1 -1 0 

SGK1 0 1 1 

SMAD3 0 0 0 

SMARCA4 0 0 0 

STAT3 0 -1 1 

STAT5B -1 0 1 

SUMO 1 0 1 

TP53 0 -1 1 

TSC22D3 -1 -1 0 

TSG101 0 0 0 
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UBC -1 0 1 

 
Correct 28 58.3% 

 

Small Error 19 39.6% 
 

Large Error 1 2.1% 
 

 

  



83 
 

S10 Table: GEB052 model validation via microarray data (Comparison 5). 

 

Comparison 5 Emod Eexp ABS (Emod-Eexp) 

14-3-3. 0 0 0 

ABCA1 0 1 1 

AFP -1 1 2 

AP-1 0 0 0 

ARHGAP35 -1 0 1 

BAG1 0 0 0 

CD2 0 0 0 

CD40LG -1 0 1 

CREB1 0 0 0 

CREBBP/EP300 0 0 0 

CRH 0 0 0 

DAP3 0 1 1 

DAXX 1 -1 2 

FSCN1 0 -1 1 

GLUL -1 -1 0 

HDAC1 1 0 1 

HDAC6 0 0 0 

HSP90 0 0 0 

IL10 0 0 0 

IL6 0 0 0 

LIF 0 0 0 

MED1 -1 0 1 
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NCOA1 0 0 0 

NCOA2 0 0 0 

NCOA3 0 0 0 

NCOA6 0 0 0 

NCOR1 0 -1 1 

NCOR2 0 -1 1 

NFKB 0 -1 1 

NR1I3 -1 0 1 

NR2F2 -1 0 1 

NRIP1 0 -1 1 

PKA 0 0 0 

POU2F1 0 0 0 

POU2F2 0 0 0 

PRKDC 0 -1 1 

PTGES3 0 0 0 

SCAP -1 -1 0 

SGK1 0 0 0 

SMAD3 0 0 0 

SMARCA4 0 -1 1 

STAT3 0 0 0 

STAT5B -1 0 1 

SUMO 1 0 1 

TP53 0 -1 1 

TSC22D3 -1 0 1 

TSG101 0 0 0 
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UBC -1 0 1 

 
Correct 26 54.2% 

 

Small Error 20 41.7% 
 

Large Error 2 4.2% 
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S11 Table: GEB052 model validation via microarray data (Comparison 6). 

 

Comparison 6 Emod Eexp ABS (Emod-Eexp) 

14-3-3. 0 0 0 

ABCA1 0 1 1 

AFP -1 0 1 

AP-1 0 0 0 

ARHGAP35 -1 0 1 

BAG1 0 0 0 

CD2 0 0 0 

CD40LG -1 0 1 

CREB1 0 0 0 

CREBBP/EP300 0 0 0 

CRH 0 0 0 

DAP3 0 1 1 

DAXX 1 0 1 

FSCN1 0 -1 1 

GLUL -1 0 1 

HDAC1 1 0 1 

HDAC6 0 0 0 

HSP90 0 0 0 

IL10 0 1 1 

IL6 0 0 0 

LIF 0 0 0 

MED1 -1 0 1 
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NCOA1 0 0 0 

NCOA2 0 0 0 

NCOA3 0 0 0 

NCOA6 0 0 0 

NCOR1 0 -1 1 

NCOR2 0 0 0 

NFKB 0 0 0 

NR1I3 -1 0 1 

NR2F2 -1 0 1 

NRIP1 0 -1 1 

PKA 0 0 0 

POU2F1 0 0 0 

POU2F2 0 0 0 

PRKDC 0 -1 1 

PTGES3 0 0 0 

SCAP -1 -1 0 

SGK1 0 0 0 

SMAD3 0 0 0 

SMARCA4 0 -1 1 

STAT3 0 0 0 

STAT5B -1 -1 0 

SUMO 1 0 1 

TP53 0 -1 1 

TSC22D3 -1 0 1 

TSG101 0 1 1 
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UBC -1 0 1 

 
Correct 26 54.2% 

 

Small Error 22 45.8% 
 

Large Error 0 0.0% 
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S12 Table: Model validation by STSFA analysis (Comparison 1). TP53 is excluded from the accuracy 

analysis as its final score for the glucocorticoid-sensitive simulation was zero; as such, calculating 

fold change was not possible. 

 

Node 
Resistant 

Score 

Sensitive 

Score 

Fold Change 

(FC) 
Log10 FC Emod Eexp 

ABS 

(Emod-

Eexp) 

14-3-3 1111 1062 1.04613936 0.019589542 0 0 0 

ABCA1 374 463 0.807775378 
-

0.092709389 
0 0 0 

AFP 330 347 0.951008646 
-

0.021815535 
0 0 0 

AP-1 20 529 0.037807183 
-

1.422425676 
-1 -1 0 

ARHGAP35 496 557 0.89048474 
-

0.050373519 
0 0 0 

BAG1 801 787 1.017789072 0.007657784 0 0 0 

CD2 295 292 1.010273973 0.004439165 0 0 0 

CD40LG 361 380 0.95 
-

0.022276395 
0 0 0 

CREB1 983 1225 0.80244898 
-

0.095582571 
0 0 0 

CREBBP/EP300 1355 1191 1.137699412 0.056027534 0 0 0 

CRH 389 396 0.982323232 
-

0.007745585 
0 0 0 

DAP3 908 858 1.058275058 0.024598561 0 0 0 

DAXX 2138 1647 1.29811779 0.113314102 0 0 0 
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FSCN1 1154 887 1.301014656 0.114282189 0 1 1 

GLUL 290 1119 0.259159964 
-

0.586432089 
-1 -1 0 

GR 243 881 0.275822928 
-

0.559369635 
-1 -1 0 

HDAC1 692 710 0.974647887 
-

0.011152254 
0 0 0 

HDAC6 1117 1110 1.006306306 0.002730194 0 0 0 

HSP90 3483 3173 1.097699338 0.040483402 0 0 0 

IL10 618 1029 0.60058309 -0.2214269 0 -1 1 

IL6 367 364 1.008241758 0.003564681 0 0 0 

LIF 462 460 1.004347826 0.001884144 0 0 0 

MED1 758 763 0.99344692 
-

0.002855332 
0 0 0 

NCOA1 1179 1194 0.987437186 
-

0.005490522 
0 -1 1 

NCOA2 743 643 1.155520995 0.062777841 0 0 0 

NCOA3 1180 1127 1.047027507 0.019958091 0 0 0 

NCOA6 1486 1413 1.051663128 0.021876648 0 0 0 

NCOR1 644 645 0.998449612 
-

0.000673847 
0 0 0 

NCOR2 484 476 1.016806723 0.007238409 0 0 0 

NFKB 338 442 0.764705882 
-

0.116505569 
0 -1 1 

NR1I3 290 299 0.969899666 -0.01327319 0 0 0 

NR2F2 243 261 0.931034483 
-

0.031034234 
0 0 0 

NRIP1 838 847 0.989374262 - 0 0 0 
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0.004639392 

PKA 1005 1138 0.883128295 -0.0539762 0 0 0 

POU2F1 510 528 0.965909091 
-

0.015063746 
0 0 0 

PRKDC 2523 2316 1.089378238 0.037178695 0 0 0 

PTGES3 2456 2280 1.077192982 0.032293515 0 0 0 

SCAP 833 830 1.003614458 0.001566909 0 0 0 

SGK1 986 1126 0.875666075 
-

0.057661476 
0 -1 1 

SMAD3 608 808 0.752475248 
-

0.123507782 
0 -1 1 

SMARCA4 891 818 1.089242054 0.0371244 0 1 1 

STAT3 2712 2740 0.989781022 
-

0.004460878 
0 0 0 

STAT5B 665 711 0.935302391 
-

0.029047955 
0 0 0 

SUMO 1920 1728 1.111111111 0.045757491 0 0 0 

TP53 105 0 N/A N/A N/A N/A N/A 

TSC22D3 895 1112 0.804856115 
-

0.094281752 
0 -1 1 

UBC 1143 1191 0.959697733 
-

0.017865531 
0 0 0 

 

 

AVG 
-

0.065376166  
Correct 82.6% 

STDEV 0.242351648 
 

Small 

Error 
17.4% 

Upper 0.176975481 
 

Large 0.0% 
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Error 

Lower 
-

0.307727814    
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S13 Table: Model validation by STSFA analysis (Comparison 2). 

 

Node 
Resistant 

Score 

Sensitive 

Score 

Fold Change 

(FC) 
Log10 FC Emod Eexp 

ABS 

(Emod-Eexp) 

14-3-3 1096 1089 1.006427916 0.002782674 0 0 0 

ABCA1 366 470 0.778723404 
-

0.108616773 
0 -1 1 

AFP 373 364 1.024725275 0.010607448 0 0 0 

AP-1 3 330 0.009090909 
-

2.041392685 
-1 -1 0 

ARHGAP35 533 535 0.996261682 
-

0.001626573 
0 0 0 

BAG1 760 775 0.980645161 -0.00848811 0 0 0 

CD2 359 351 1.022792023 0.009787332 0 0 0 

CD40LG 360 338 1.065088757 0.0273858 0 0 0 

CREB1 971 959 1.012513034 0.005400623 0 1 1 

CREBBP/EP300 1300 1072 1.212686567 0.083748567 0 0 0 

CRH 433 425 1.018823529 0.008098966 0 0 0 

DAP3 896 894 1.002237136 0.000970491 0 0 0 

DAXX 2115 1791 1.180904523 0.072214786 0 0 0 

FSCN1 1156 961 1.202913632 0.080234446 0 1 1 

GLUL 316 1049 0.301239276 
-

0.521088406 
-1 -1 0 

GR 65 506 0.128458498 -0.89123716 -1 -1 0 

HDAC1 694 728 0.953296703 
-

0.020771909 
0 0 0 

HDAC6 1259 1132 1.112190813 0.046179303 0 0 0 
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HSP90 3479 3202 1.086508432 0.036033101 0 0 0 

IL10 655 779 0.840821566 
-

0.075296158 
0 -1 1 

IL6 374 335 1.11641791 0.047826795 0 0 0 

LIF 488 439 1.111617312 0.045955302 0 0 0 

MED1 754 747 1.009370817 0.004050744 0 0 0 

NCOA1 1094 1058 1.034026465 0.014531654 0 0 0 

NCOA2 652 591 1.10321489 0.042660115 0 0 0 

NCOA3 1101 934 1.178800857 0.071440443 0 1 1 

NCOA6 1488 1393 1.068198134 0.028651815 0 0 0 

NCOR1 638 674 0.946587537 
-

0.023839218 
0 0 0 

NCOR2 496 490 1.012244898 0.005285596 0 0 0 

NFKB 306 344 0.889534884 
-

0.050837016 
0 0 0 

NR1I3 267 303 0.881188119 
-

0.054931367 
0 0 0 

NR2F2 250 250 1 0 0 0 0 

NRIP1 832 751 1.107856192 0.044483389 0 1 1 

PKA 1036 1110 0.933333333 
-

0.029963223 
0 0 0 

POU2F1 491 533 0.92120075 
-

0.035645717 
0 0 0 

PRKDC 2521 2362 1.067315834 0.028292952 0 0 0 

PTGES3 2425 2359 1.027977957 0.011983802 0 0 0 

SCAP 806 831 0.969915764 
-

0.013265982 
0 0 0 

SGK1 980 894 1.096196868 0.039888557 0 0 0 
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SMAD3 608 685 0.887591241 
-

0.051786992 
0 -1 1 

SMARCA4 867 846 1.024822695 0.010648734 0 0 0 

STAT3 2564 2386 1.074601844 0.031247582 0 0 0 

STAT5B 662 690 0.95942029 
-

0.017991101 
0 0 0 

SUMO 1915 1877 1.020245072 0.008704506 0 -1 1 

TP53 141 138 1.02173913 0.009340026 0 0 0 

TSC22D3 886 959 0.923879041 
-

0.034384885 
0 0 0 

UBC 1146 1131 1.013262599 0.005722013 0 0 0 

 

 

AVG 
-

0.066957568  
Correct 83.0% 

STDEV 0.332789223 
 

Small 

Error 
17.0% 

Upper 0.265831655 
 

Large 

Error 
0.0% 

Lower 
-

0.399746791    
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S14 Table: Model validation by STSFA analysis (Comparison 3). 

 

Node 
Resistant 

Score 

Sensitive 

Score 

Fold Change 

(FC) 
Log10 FC Emod Eexp 

ABS 

(Emod-

Eexp) 

14-3-3 1091 1104 0.988224638 
-

0.005144323 
0 0 0 

ABCA1 382 379 1.007915567 0.003424153 0 0 0 

AFP 358 349 1.025787966 0.0110576 0 0 0 

AP-1 181 368 0.491847826 
-

0.308169244 
-1 -1 0 

ARHGAP35 546 553 0.987341772 
-

0.005532489 
0 0 0 

BAG1 806 776 1.038659794 0.016473321 0 0 0 

CD2 318 355 0.895774648 
-

0.047801233 
0 0 0 

CD40LG 372 401 0.927680798 
-

0.032601433 
0 0 0 

CREB1 899 868 1.035714286 0.015239967 0 0 0 

CREBBP/EP300 1352 1169 1.156544055 0.06316218 0 0 0 

CRH 437 417 1.047961631 0.020345382 0 0 0 

DAP3 894 905 0.987845304 -0.00531106 0 0 0 

DAXX 2169 2052 1.057017544 0.024082196 0 0 0 

FSCN1 1250 1062 1.177024482 0.070785496 0 1 1 

GLUL 302 942 0.32059448 -0.49404396 -1 -1 0 

GR 65 171 0.380116959 
-

0.420082754 
-1 -1 0 
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HDAC1 684 739 0.925575101 
-

0.033588337 
0 0 0 

HDAC6 1215 1249 0.972778223 -0.01198616 0 0 0 

HSP90 3614 3520 1.026704545 0.011445485 0 0 0 

IL10 750 706 1.062322946 0.026256562 0 0 0 

IL6 412 429 0.96037296 
-

0.017560076 
0 0 0 

LIF 481 483 0.995859213 
-

0.001802054 
0 0 0 

MED1 749 726 1.031680441 0.013545197 0 0 0 

NCOA1 1204 1115 1.079820628 0.03335162 0 0 0 

NCOA2 657 595 1.104201681 0.043048404 0 0 0 

NCOA3 1129 991 1.13925328 0.056620287 0 1 1 

NCOA6 1534 1433 1.070481507 0.029579169 0 0 0 

NCOR1 663 660 1.004545455 0.001969593 0 0 0 

NCOR2 513 486 1.055555556 0.023481096 0 0 0 

NFKB 321 343 0.935860058 
-

0.028789088 
0 0 0 

NR1I3 272 289 0.941176471 
-

0.026328939 
0 0 0 

NR2F2 226 256 0.8828125 
-

0.054131526 
0 0 0 

NRIP1 862 765 1.126797386 0.051845831 0 1 1 

PKA 1083 1091 0.992667278 
-

0.003196294 
0 0 0 

POU2F1 502 504 0.996031746 
-

0.001726819 
0 0 0 

PRKDC 2654 2504 1.059904153 0.025266594 0 0 0 
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PTGES3 2498 2474 1.009700889 0.004192739 0 0 0 

SCAP 842 825 1.020606061 0.008858143 0 0 0 

SGK1 766 700 1.094285714 0.03913073 0 0 0 

SMAD3 639 694 0.92074928 
-

0.035858612 
0 -1 1 

SMARCA4 938 855 1.097076023 0.040236724 0 1 1 

STAT3 2762 2617 1.055406955 0.023419952 0 0 0 

STAT5B 644 679 0.948453608 
-

0.022983907 
0 0 0 

SUMO 1949 1996 0.976452906 
-

0.010348698 
0 -1 1 

TP53 130 143 0.909090909 
-

0.041392685 
0 0 0 

TSC22D3 506 535 0.945794393 
-

0.024203265 
0 0 0 

UBC 1139 1125 1.012444444 0.005371202 0 0 0 

 

 

AVG 
-

0.020646667  
Correct 87.2% 

STDEV 0.107902042 
 

Small 

Error 
12.8% 

Upper 0.087255375 
 

Large 

Error 
0.0% 

Lower 
-

0.128548708    
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S15 Table: Model validation by STSFA analysis (Comparison 4). 

 

Node 
Resistant 

Score 

Sensitive 

Score 

Fold Change 

(FC) 
Log10 FC Emod Eexp 

ABS 

(Emod-

Eexp) 

14-3-3 1054 1099 0.959053685 
-

0.018157082 
0 0 0 

ABCA1 692 472 1.466101695 0.166164096 1 1 0 

AFP 346 395 0.875949367 
-

0.057520997 
0 -1 1 

AP-1 151 111 1.36036036 0.133653969 1 0 1 

ARHGAP35 520 528 0.984848485 
-

0.006630579 
0 0 0 

BAG1 828 805 1.028571429 0.012234456 0 0 0 

CD2 343 304 1.128289474 0.052420536 0 0 0 

CD40LG 375 401 0.935162095 
-

0.029113105 
0 0 0 

CREB1 1330 1215 1.094650206 0.039275363 0 0 0 

CREBBP/EP300 1456 1386 1.050505051 0.021398145 0 0 0 

CRH 395 422 0.936018957 
-

0.028715355 
0 0 0 

DAP3 914 853 1.071512309 0.029997165 0 1 1 

DAXX 1898 1920 0.988541667 
-

0.005005021 
0 0 0 

FSCN1 664 1017 0.652900688 
-

0.185152874 
-1 -1 0 

GLUL 952 1014 0.938856016 
-

0.027401007 
0 -1 1 
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GR 379 153 2.477124183 0.393947779 1 -1 2 

HDAC1 643 695 0.925179856 
-

0.033773832 
0 0 0 

HDAC6 1178 1167 1.009425878 0.004074434 0 0 0 

HSP90 3462 3258 1.062615101 0.026375984 0 0 0 

IL10 805 724 1.111878453 0.046057314 0 0 0 

IL6 273 340 0.802941176 -0.09531627 -1 0 1 

LIF 429 516 0.831395349 
-

0.080192409 
0 -1 1 

MED1 815 715 1.13986014 0.056851567 0 1 1 

NCOA1 1225 1307 0.937260903 
-

0.028139499 
0 -1 1 

NCOA2 860 810 1.061728395 0.026013432 0 0 0 

NCOA3 1185 1168 1.014554795 0.006275508 0 0 0 

NCOA6 1308 1268 1.031545741 0.01348849 0 0 0 

NCOR1 613 643 0.953343701 
-

0.020750498 
0 0 0 

NCOR2 431 479 0.899791232 
-

0.045858243 
0 0 0 

NFKB 336 408 0.823529412 
-

0.084320886 
-1 -1 0 

NR1I3 269 294 0.914965986 -0.03859505 0 0 0 

NR2F2 278 250 1.112 0.046104787 0 0 0 

NRIP1 1097 1121 0.978590544 
-

0.009398985 
0 0 0 

PKA 1201 1158 1.037132988 0.015834448 0 0 0 

POU2F1 502 523 0.959847036 
-

0.017797972 
0 0 0 
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PRKDC 2473 2356 1.049660441 0.02104883 0 0 0 

PTGES3 2436 2304 1.057291667 0.024194809 0 0 0 

SCAP 719 775 0.927741935 
-

0.032572812 
0 -1 1 

SGK1 1110 1097 1.011850501 0.005116351 0 1 1 

SMAD3 1040 969 1.073271414 0.030709562 0 0 0 

SMARCA4 878 929 0.94510226 
-

0.024521198 
0 0 0 

STAT3 2437 2626 0.928027418 
-

0.032439193 
0 -1 1 

STAT5B 649 647 1.00309119 0.001340416 0 0 0 

SUMO 1760 1705 1.032258065 0.013788284 0 0 0 

TP53 74 100 0.74 -0.13076828 -1 -1 0 

TSC22D3 718 839 0.855780691 
-

0.067637517 
0 -1 1 

UBC 1110 1097 1.011850501 0.005116351 0 0 0 

 

 

AVG 0.001951137 
 

Correct 72.3% 

STDEV 0.082308007 
 

Small 

Error 
25.5% 

Upper 0.084259144 
 

Large 

Error 
2.1% 

Lower 
-

0.080356871    
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S16 Table: Model validation by STSFA analysis (Comparison 5). 

 

Node 
Resistant 

Score 

Sensitive 

Score 

Fold Change 

(FC) 
Log10 FC Emod Eexp 

ABS (Emod-

Eexp) 

14-3-3 1055 1102 0.957350272 
-

0.018929135 
0 0 0 

ABCA1 649 437 1.485125858 0.17176326 1 1 0 

AFP 410 325 1.261538462 0.100900496 1 1 0 

AP-1 123 110 1.118181818 0.048512426 0 0 0 

ARHGAP35 500 504 0.992063492 
-

0.003460532 
0 0 0 

BAG1 804 801 1.003745318 0.001623533 0 0 0 

CD2 294 280 1.05 0.021189299 0 0 0 

CD40LG 371 358 1.036312849 0.015490883 0 0 0 

CREB1 1353 1203 1.124688279 0.051032169 0 0 0 

CREBBP/EP300 1465 1429 1.025192442 0.010805396 0 0 0 

CRH 397 395 1.005063291 0.002193411 0 0 0 

DAP3 924 887 1.041713641 0.017748351 0 1 1 

DAXX 1917 1990 0.963316583 
-

0.016230964 
0 -1 1 

FSCN1 701 938 0.747334755 -0.12648482 -1 -1 0 

GLUL 972 1016 0.956692913 
-

0.019227443 
0 -1 1 

GR 429 171 2.50877193 0.399461182 1 -1 2 

HDAC1 646 680 0.95 
-

0.022276395 
0 0 0 

HDAC6 1102 1142 0.96497373 - 0 0 0 
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0.015484509 

HSP90 3472 3323 1.044839001 0.019049375 0 0 0 

IL10 734 670 1.095522388 0.039621257 0 0 0 

IL6 266 342 0.777777778 
-

0.109144469 
-1 0 1 

LIF 416 471 0.883227176 
-

0.053927577 
0 0 0 

MED1 815 769 1.059817945 0.025231269 0 0 0 

NCOA1 1217 1191 1.021830395 0.009378817 0 0 0 

NCOA2 863 854 1.010538642 0.004552925 0 0 0 

NCOA3 1182 1161 1.018087855 0.007785257 0 0 0 

NCOA6 1277 1287 0.992229992 -0.00338765 0 0 0 

NCOR1 578 641 0.901716069 
-

0.044930191 
0 -1 1 

NCOR2 437 490 0.891836735 
-

0.049714643 
0 -1 1 

NFKB 313 377 0.830238727 
-

0.080797013 
0 -1 1 

NR1I3 293 282 1.039007092 0.016618512 0 0 0 

NR2F2 231 244 0.946721311 
-

0.023777846 
0 0 0 

NRIP1 1062 1119 0.949061662 -0.02270557 0 -1 1 

PKA 1216 1076 1.130111524 0.053121304 0 0 0 

POU2F1 499 492 1.014227642 0.006135443 0 0 0 

PRKDC 2464 2495 0.98757515 
-

0.005429846 
0 -1 1 

PTGES3 2465 2372 1.03920742 0.016702239 0 0 0 

SCAP 724 757 0.956406869 - 0 -1 1 
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0.019357313 

SGK1 1194 1176 1.015306122 0.006597005 0 0 0 

SMAD3 941 972 0.968106996 
-

0.014076641 
0 0 0 

SMARCA4 854 916 0.93231441 
-

0.030437603 
0 -1 1 

STAT3 2439 2397 1.017521902 0.007543766 0 0 0 

STAT5B 630 650 0.969230769 
-

0.013572807 
0 0 0 

SUMO 1790 1792 0.998883929 
-

0.000484974 
0 0 0 

TP53 41 117 0.35042735 
-

0.455402005 
-1 -1 0 

TSC22D3 779 784 0.993622449 
-

0.002778605 
0 0 0 

UBC 1108 1101 1.006357856 0.002752441 0 0 0 

 

 

AVG -0.00204699 
 

Correct 74.5% 

STDEV 0.100561938 
 

Small 

Error 
23.4% 

Upper 0.098514947 
 

Large 

Error 
2.1% 

Lower 
-

0.102608928    
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S17 Table: Model validation by STSFA analysis (Comparison 6). 

 

Node 
Resistant 

Score 

Sensitive 

Score 

Fold Change 

(FC) 
Log10 FC Emod Eexp 

ABS 

(Emod-

Eexp) 

14-3-3 1063 1082 0.982439926 
-

0.007693996 
0 0 0 

ABCA1 722 457 1.579868709 0.198620997 1 1 0 

AFP 337 344 0.979651163 
-

0.008928542 
0 0 0 

AP-1 199 218 0.912844037 
-

0.039603417 
0 0 0 

ARHGAP35 526 515 1.021359223 0.009178515 0 0 0 

BAG1 801 812 0.986453202 
-

0.005923513 
0 0 0 

CD2 312 311 1.003215434 0.001394205 0 0 0 

CD40LG 389 370 1.051351351 0.021747877 0 0 0 

CREB1 1298 1234 1.051863857 0.021959533 0 0 0 

CREBBP/EP300 1509 1481 1.018906144 0.008134181 0 0 0 

CRH 389 409 0.951100244 
-

0.021773707 
0 0 0 

DAP3 926 887 1.043968433 0.018687367 0 1 1 

DAXX 1956 2009 0.973618716 
-

0.011611086 
0 0 0 

FSCN1 672 1010 0.665346535 
-

0.176952101 
-1 -1 0 

GLUL 956 951 1.005257624 0.002277375 0 0 0 

GR 560 196 2.857142857 0.455931956 1 -1 2 
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HDAC1 629 668 0.941616766 
-

0.026125817 
0 0 0 

HDAC6 1138 1121 1.015165031 0.006536649 0 0 0 

HSP90 3570 3442 1.037187682 0.01585735 0 0 0 

IL10 976 752 1.29787234 0.113231977 1 1 0 

IL6 234 351 0.666666667 
-

0.176091259 
-1 0 1 

LIF 401 453 0.885209713 
-

0.052953829 
0 0 0 

MED1 848 817 1.037943696 0.016173796 0 0 0 

NCOA1 1242 1213 1.023907667 0.010260795 0 0 0 

NCOA2 876 896 0.977678571 
-

0.009803903 
0 0 0 

NCOA3 1223 1207 1.013256007 0.005719187 0 0 0 

NCOA6 1360 1361 0.999265246 
-

0.000319217 
0 0 0 

NCOR1 590 652 0.904907975 
-

0.043395584 
0 -1 1 

NCOR2 467 454 1.028634361 0.012261028 0 0 0 

NFKB 329 384 0.856770833 
-

0.067135326 
0 0 0 

NR1I3 266 283 0.939929329 
-

0.026904799 
0 0 0 

NR2F2 245 235 1.042553191 0.018098222 0 0 0 

NRIP1 1087 1142 0.951838879 -0.02143656 0 -1 1 

PKA 1256 1112 1.129496403 0.052884852 0 0 0 

POU2F1 512 511 1.001956947 0.000849061 0 0 0 

PRKDC 2559 2591 0.987649556 - 0 -1 1 
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0.005397127 

PTGES3 2512 2446 1.026982829 0.011563182 0 0 0 

SCAP 735 786 0.935114504 
-

0.029135207 
0 -1 1 

SGK1 1061 1094 0.969835466 
-

0.013301938 
0 0 0 

SMAD3 960 934 1.027837259 0.011924357 0 0 0 

SMARCA4 865 928 0.932112069 
-

0.030531869 
0 -1 1 

STAT3 2517 2492 1.010032103 0.004335178 0 0 0 

STAT5B 644 678 0.949852507 
-

0.022343827 
0 -1 1 

SUMO 1819 1817 1.001100715 0.000477772 0 0 0 

TP53 61 91 0.67032967 
-

0.173711557 
-1 -1 0 

TSC22D3 489 511 0.956947162 
-

0.019112041 
0 0 0 

UBC 1126 1107 1.017163505 0.00739077 0 0 0 

 

 

AVG 0.000751276 
 

Correct 80.9% 

STDEV 0.090259932 
 

Small 

Error 
17.0% 

Upper 0.091011208 
 

Large 

Error 
2.1% 

Lower 
-

0.089508657    

 

  



108 
 

S18 Table: Systematically incorrect nodes for the comparisons shown in Table 8. Among the most 

commonly incorrect nodes were SUMO, DAXX, and MED1. SUMOylation is worth studying in 

leukaemia as it is understudied whilst DAXX is linked to SUMO which may explain its incorrect 

prediction. MED1 is a general transcription factor for RNA polymerase II, which again may explain its 

incorrect prediction as such a general transcription factor is unlikely to be well simulated by a small 

model. 

Node 
Comparison 

Total Incorrect? 
1 2 3 4 5 6 

14-3-3. 0 0 0 0 0 0 0 NO 

ABCA1 0 1 0 1 1 1 4 YES 

AFP 1 1 1 0 2 1 6 YES 

AP-1 1 1 1 0 0 0 3 NO 

ARHGAP35 1 1 1 1 1 1 6 YES 

BAG1 0 0 0 0 0 0 0 NO 

CD2 0 0 0 0 0 0 0 NO 

CD40LG 1 1 1 1 1 1 6 YES 

CREB1 0 1 0 0 0 0 1 NO 

CREBBP/EP300 0 0 0 0 0 0 0 NO 

CRH 0 0 0 0 0 0 0 NO 

DAP3 0 0 0 1 1 1 3 NO 

DAXX 1 1 1 1 2 1 7 YES 

FSCN1 1 1 1 1 1 1 6 YES 

GLUL 0 0 0 0 0 1 1 NO 

HDAC1 1 1 1 1 1 1 6 YES 

HDAC6 0 0 0 0 0 0 0 NO 

HSP90 0 0 0 0 0 0 0 NO 

IL10 1 1 0 0 0 1 3 NO 

IL6 0 0 0 0 0 0 0 NO 

LIF 0 0 0 1 0 0 1 NO 

MED1 1 1 1 2 1 1 7 YES 

NCOA1 1 0 0 1 0 0 2 NO 

NCOA2 0 0 0 0 0 0 0 NO 

NCOA3 0 1 1 0 0 0 2 NO 

NCOA6 0 0 0 0 0 0 0 NO 

NCOR1 0 0 0 0 1 1 2 NO 

NCOR2 0 0 0 0 1 0 1 NO 

NFKB 1 0 0 1 1 0 3 NO 

NR1I3 1 1 1 1 1 1 6 YES 

NR2F2 1 1 1 1 1 1 6 YES 

NRIP1 0 1 1 0 1 1 4 YES 

PKA 0 0 0 0 0 0 0 NO 

POU2F1 0 0 0 0 0 0 0 NO 

POU2F2 0 1 0 1 0 0 2 NO 

PRKDC 0 0 0 0 1 1 2 NO 
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PTGES3 0 0 0 0 0 0 0 NO 

SCAP 1 1 1 0 0 0 3 NO 

SGK1 1 0 0 1 0 0 2 NO 

SMAD3 1 1 1 0 0 0 3 NO 

SMARCA4 1 0 1 0 1 1 4 YES 

STAT3 0 0 0 1 0 0 1 NO 

STAT5B 1 1 1 1 1 0 5 YES 

SUMO 1 2 2 1 1 1 8 YES 

TP53 0 0 0 1 1 1 3 NO 

TSC22D3 0 1 1 0 1 1 4 YES 

TSG101 0 0 0 0 0 1 1 NO 

UBC 1 1 1 1 1 1 6 YES 

  

  
Correct 32 66.67 

Incorrect 16 33.33 

 

 


