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The treatment of complex questions with explanatory answers involves searching for arguments in texts. Because of the
prominent role that discourse relations play in reflecting text-producers’ intentions, capturing the underlying structure of text
constitutes a good instructor in this issue. From our extensive review, a system for automatic discourse analysis that creates
full rhetorical structures in large scale Arabic texts is currently unavailable. This is due to the high computational complexity
involved in processing a large number of hypothesized relations associated with large texts. Therefore, more practical
approaches should be investigated. This paper presents a new Arabic Text Parser oriented for question answering systems
dealing with YW “why” and <X“how to” questions. The Text Parser presented here considers the sentence as the basic unit of
text and incorporates a set of heuristics to avoid computational explosion. With this approach, the developed question
answering system reached a significant improvement over the baseline with a Recall of 68% and MRR of 0.62.
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1. INTRODUCTION

There is a high demand for systems that could return a precise answer to a user’s query and avoid the
thousands of links returned by traditional search engines. Finding answers to factoid questions such
as (what, who, where) involves detecting noun phrases in texts. In contrast, non-factoid questions are
expected to provide answers in the form of a meaningful discourse segment, examples of this type are
“why” and “how to” questions. Early studies in this domain reported that non-factoid questions require
fine-grained text analysis and reasoning capabilities (Kupice, 1999; Breck et al., 2000; Bernardi et al.,
2003). Moreover, they suggested that a wise exploitation of linguistic knowledge (i.e. the knowledge
about discourse structure) would allow Question Answering (QA) systems to answer this type of
question.

However, writing has always been considered as a complex and demanding mental activity
undertaken by human beings. This is because of the huge variety of linguistic forms used by writers to
achieve their communicative objectives in addition to the tricky nature of the text itself which
frequently develops into debatable issues when it comes to grasping these intentions. Accordingly,
deriving hierarchical structures of this kind of rich medium is a time-intensive effort.

In a previous work, we developed a system for answering “why” and “how to” questions (Sadek et
al., 2012) in which we employed Rhetorical Structure Theory (RST) and used cue phrases to both
determine the elementary units and the set of rhetorical relations. The experiment was conducted on
short texts (approximately 200 words) derived mainly from Arabic news websites and achieved a
Recall of 55%. However, we argued that handling larger specialized texts would reduce the overall
performance. On the one hand, the computational cost of hypothesising all possible relations within a
large text is high, and on the other hand, cue phrases alone are unable to handle all syntactical
categories and lexical items embedded within sentences of a specialized text.

Consequently, it is crucial to adopt an improved methodology that would be able to reduce the
search space and to cover the great diversity of syntactical structure of the Arabic language. This
improvement can be achieved by decomposing the task of discourse structure derivation into two sub-
tasks; detecting relations within sentences and locating relations between sentences. The problem of
discovering intrasentential relations (those existing within a sentence) has been studied by Sadek and
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Meziane (2016) in which a set of linguistic patterns was constructed to discover discourse information
in a single sentence.

In the present study we take one step forward and build our Text Parser on top of sentences already
annotated with intrasentential relationships. The Text Parser incorporates a list of discourse markers
as relation indicators. Furthermore, a set of heuristics scores are incorporated so that the Text Parser
produces the most suitable text structure in the framework of RST. In the context of this work, s
“how to” refers to the type of questions that enquire about the manner in which something is done.
The assumption that underlies the process of text structure annotation stems from the fact that the
text is well-constructed i.e. cohesive and coherent.

2. ANSWER EXTRACTION

RST is a framework developed by Mann and Thompson (1988) which represents the structure of text
in the form of a hierarchical tree. The text is broken down into parts called textual spans that are
subdivided recursively until the smallest text spans are reached and these are called elementary
discourse units (EDUs). RST labels relations between adjacent spans on different levels (clauses,
sentences, paragraphs) using specific relationships. The span that is more important for the writer is
called Nucleus and the other, which is considered less essential, is called Satellite. If both text spans
have the same importance to the reader, the relation is called paratactic; however, if one span is more
important to the reader than another, the relation is called hypotactic.

Consider text (1) which explains how we employ discourse structure to find and extract answers to
some kind of questions. The text is segmented into two discourse units (DUs) each with the length of a
full sentence.
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[The research published in the British Medical Journal found that black tea made at temperature
greater than 70 c°, can raise the risk of cancer.]![and that may be the cause of high rates of esophageal

cancer among non western people.|? 2-1
2 1
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Figure 1: A schema representation of text (1).

In the case of the following question:

{Why does esophageal cancer has high rates among non western people?}

We notice that the question corresponds to unitz, so the other part of the relation will be the answer
for the question, which is the unit.
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3. DISCOURSE MARKERS

Discourse Markers (DMs) form a heterogeneous class of words and expressions which draw mainly
from the categories of conjunctions, prepositional and adverbial phrases. DMs have an important
linking function that link adjacent segments of discourse together to achieve coherence and cohesion.
More importantly, DMs are frequently used by writers to avoid possible unintended interpretations of
the text. Most studies tackling the task of automatic discourse analysis share the assumption that
DMs are the most important type of signals in texts whose function is primarily to link linguistic units
at any level, i.e. the main function of DMs are to structure the discourse (Schneuwly, 1997; Sanders
and Noordman, 2000, Marcu, 2000b).

However, adopting a specific list of DMs is a challenging task, as a given word or expression may
be classified as a DM by one researcher but not by another (Farser, 1996; Schiffrin et.al. 2001;
Blakemore, 2003). This is due to the disagreement among researchers on the features and functions
that exactly constitute a DM. Thus, there is no generally agreed list recognized by all researchers.

A number of studies in linguistic literature refer to Arabic DMs broadly in the course of their
research while discussing other language phenomena (Wright, 1896; Fareh and Hamdan, 1999). Very
few studies focused on the analysis of the role DMs can play to tie units together at the discourse
level. A more recent account was proposed by Al Kohlani (2010) in which she identified a list of Arabic
DMs used in opinion articles. She utilized RST in discovering the functional relations that occur
between sentences. As such, the outcome of her analysis should be consistent with our methodology
since we employed the same framework. Moreover, the style of texts she investigated i.e. opinion
articles 1s characterized as being of an argumentative and evaluative nature that aim to influence
reader’s perceptions of facts and events. This implies that, whenever writers seek to argue facts or
express point of view, they tend to use the same DMs. Accordingly, employing these DMs is
particularly useful for the objective of the present study.

4. RECOGNIZING DISCOURSE RELATIONS

The Text Parser takes as input a set of discourse units each of which extends to a full sentence length
associated with intrasentential relations, and outputs all possible rhetorical relations that may hold
between these sentences. In most cases, a sentence is directly rhetorically related to a sentence that
occurred before or after it.

4.1 Recognition of Adjacent Relations

The recognizer first discovers rhetorical relations between adjacent sentences using linguistic devices
which were specifically gathered from (Al Kohlani, 2010). The recognizer scores each of the identified
rhetorical relations according to its likelihood that this relation actually holds, and to its significance
in building the text structure. Heuristic scores are discussed in Section 5.1.

In most cases the absence of discourse markers correlates with a preference to consider the statement
in the unmarked sentence as a continuation of the topic of the sentence that precedes it (Segal et al.,
1991). Two possible relations can be hypothesized to hold between two unmarked sentences. The first
one is Elaboration relation when a pair of sentences tackles the same point. The second one is Joint
which can be assumed to exist in case a topic shift occurs at the boundary between two sentences.
Arabic writers use demonstrative pronouns frequently to refer to the idea (question, proposition or
event) that has been posed in the preceding context (Zaki, 2011). In this regard, demonstrative
pronouns - which normally precede a noun made definite by prefixing the definite article- play a
particularly useful role as referring expressions. Thus, the sentence in which they are located
elaborates on the preceding one. The demonstrative pronoun “” (this, feminine) that appears at the
head of sentence (2) of text (2) illustrates this fact.
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(2) Lﬁ\&.&.ﬁﬂ&ﬁ)})@&‘)\.ﬁ;‘ﬂ\ﬂ] [loyu‘euawgﬁé‘gﬁdhtﬂm oS \J\Mdsun‘é‘))dds.\hu\‘yu\ ua;sﬁ]

[2.Aldise JSLEa
[The Aircraft is inspected regularly for any damage to any part of the fuselage.'] [These checks are crucial
in order to avoid any potential problem.?]

However, a demonstrative pronoun can also be used to refer to some other entity appearing in the
same sentence. Consider for example text (3) in which the pronoun “I2” (this, masculine) refers to the
idea stated at the beginning of the sentence. This effect can be attributed to the position of the
pronoun as it is located approximately in the middle of the sentence. During our experiments, we
observed that whenever a demonstrative pronoun occurs within a window comprising the first third of
a sentence, it most likely refers to an entity located in the previous sentence. After all rhetorical
relations are hypothesized; a Joint relation is applied to connect all adjacent sentences that are not
connected by other relations.

(3)  Jee il el asd iy 51 130 5 gl 5 50 e S U ol 5 Jilaill Aslial) el 436 3 35 0 e yal) (00

AR5 A8 el 5 il shaall 5 ) cyn o gl iy oy il il
The amount of data available for evaluation and analysis is likely to increase drastically with the passage
of time and this means an opening of job opportunities that require computational thinking in order to sort
out the information and make it usable.

4.2 Recognition of Distance Relations

Given our commitment to the assumption we made i.e. the text to be annotated is well-constructed, it
is possible that one sentence in the middle of the text might be related to another in the beginning. In
his work, Marcu (2000a) associated each discourse marker with the feature “Maximal distance” which
specifies the number of sentences that separate the textual units that are related by the discourse
marker. However, the outcome of this approach comes at the cost of computational complexity, as the
number of hypothesized relations increases, the number of sub trees increases exponentially. Corston-
Oliver (1998) used a different method by checking all pairs of clauses in the text in an effort to
hypothesize all possible discourse relations. These hypothesized relations are then grouped into bags
of mutually exclusive relations. Nevertheless, for large texts, the time complexity for examining the
constraints corresponding to all possible relations could be also high.

Transitivity in natural languages contributes to annotating this sort of relation. Discourse
transitivity reveals that there is an implicit relation over hypotactic relations. The sentences in text
(4) demonstrate this fact. We notice that sentence (2) elaborates the idea mentioned in sentence (1);
also, the discourse marker ““l3” “Therefore” signals a rhetorical relation of Result between sentences
(3) and (2). However, the information stated in sentence (3) is still considered as a result of the idea
mentioned in sentence (1). Hence, according to the transitivity property, we can say that a hypotactic
relation of Result also holds between sentences (3) and (1). The graph in Figure 2 shows the discourse
analysis of text (4).

(4) 1T.deal Slasia (0 g0 A jal) laasdly s latly Ll Cin gl (0 A 5 Al 5,800 o Jsandl el yik siiny ]

S Aden 3 o Abadladlly maeall alaial o 5 S 20 MAliea 5 5l O g0 Jlea V" Jll ) (el 0 Jia]
[Beauty experts believe that one of the fundamentals of beauty is to have a skin that is free of spots, acne
and wrinkles.]! [Some even went as far as saying: “there is no beauty without a beautiful skin”.]?
[Therefore, everybody is keen about having a beautiful skin. ]’
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Figure 2: A rhetorical analysis of text (4).

Keywords repetition (Marcu, 2000a; Timmerman, 2007) can also be used as an indicator of the
presence of a distance relation. The idea behind this technique relies on a facet of text cohesion that is
adequate for determining sentences that have a single theme i.e. if two sentences deal with the same
concept, it is likely that they involve the same elements of nouns. In this sense, we can say that a
hypotactic relation relates those two sentences. However, it is tricky to accurately recognize which
type of relation exists without world knowledge; hence the added relation would always be of an
Elaboration relation where the sentence that comes later, satellite, elaborates on the topic of the
sentence that went before, nucleus.

The matching process is carried out as follows: the words that are associated with noun tags are
initially extracted from the texts that correspond to the sentences and then all affixes - grammatical
units that is attached to the beginning or end of a word stem- of these nouns are removed using a
word stemmer. Thereafter, each sentence is compared to the following sentences in turn. If similar
nouns are found, a new relation is hypothesized to hold between the two sentences under
consideration provided that neither sentence is rhetorically related to another one; this condition is
neglected in the case where the sentence has the nucleus status.

Consider the four sentences in text (5), we notice that a rhetorical relation of Result is signalled
between sentences (1) and (2) based on the occurrence of the marker “ss L’ at the head of sentence
(2). Since sentence (1) is the nucleus of this relation, it is matched with sentences (3) and (4) for
possible mutual nouns. Finally two relations of Elaboration are added to the relations set because
sentences share the nouns “ d s - =" “earth - meteorite”. The graph in Figure 3 shows the discourse
analysis of text (5).

(5) ) salinall o3 @lla ) ool Laa] M inadl (e Jia il saalipall s (& (0 WL arbaal | S 1S 3 () elalall iany S
) L el e AdlasA G ) Ak O (e @5l BT e Capall 5] 2[5l el b cadle L3 s AN olaYl
s A Cagylall agh e lalall aclis of Loyl ¢Sy A )W) 5 5800 & 5l alacal dul 53 0] 3[Lalaa¥) any Y1 S S b
A Jadl 0S8 S B e sl s
[A team of researchers have confirmed that a large meteorite had collided with Earth at the age of
dinosaurs millions of years ago.]! [This was responsible for the mass extinction of dinosaurs and all other
species living on Earth.]? [The meteorite was identified from the layer of sediment deposited from the dust
cloud that enveloped the Earth after the impact.]? [Studying the meteorite’s impact with the Earth could
also help scientists to better understand the conditions under which early life on the planet evolved.]?

The Text Parser incorporates the two methods mentioned above i.e. relations transitivity and
keywords repetition in order to discover long distance relations. It operates as follows, every pair of
adjacent sentences in the list of DUs is checked for possible relations on the basis of discourse marker
occurrences; thereafter the list is examined again for long-distance relations between sentences that
were not already hypothesized to be related to another DU as a satellite unit. The parser applies the
heuristics introduced in Section 5.1 to add a scoring value for each hypothesized discourse relation.

ACM Transactions on xxxxxxxx, Vol. xx, No. xx, Article xx, Publication date: Month YYYY



1.6 + J.Sadek and F. Meziane

Elaboration
_--"  Elaboration ~~_
e -7 TS =~ \\ S
/. et Result >«
/ Vs NN

’ 7 AN
VA 4 7 |
4 3 2 1

Figure 3: A rhetorical analysis of text (5).

All generated relation are stored in a sorted set according to their heuristic score, in case that more
than one relation are found to connect the same two sentences, the relation with the highest heuristic
score is retained and all the others relations are discarded. At this point all sentences are supposed to
be connected as the text is presumed to be coherent. Algorithm 1 finds possible relations for a given
text where [/, r] are the left and right boundaries of a rhetorical relation, rr is a temporary set of all
rhetorical relations that could be hypothesised by a discourse marker.

ALGORITHM 1: Hypothesizing rhetorical relations.

Input: A sequence S[n] of sentences annotated with intrasentential relations.

Output: A set RR of relations that hold among sentences in S[n].

1. RR:= null;

2. Determine the list DMs of all Discourse Markers occur at the head of each
sentence in S[n];

3. For each marker M & DMg

4. rr:= null;

5. While there is a relation that marker can relate

6. rr:= rr G)rhetﬁrel(name@@,scoremﬁ, oy, Tmy):

7. RR: = RR U {rr};

8. End For

9. For each pair (i,7j) of adjacent sentences in S[n]

10. If more than one relation found in RR to hold between (1i,7)
11. rr: = rr &)rhet_rel(name, SCOr€ (max), 1, J)i

12. End For

13. RR: = RR N {rr};

14. For each pair (x,z) of sentences in S[n]

15. Use cohesion and transitivity to find distance relation rrd
16. If Score(rrqy > threshold

17. RR: = RR U{rrd}

18. End For
19. Sort RR from the highest scored hypothesis to the lowest scored

5. CONSTRUCTING THE RHETORICAL STRUCTURE TREE
5.1 Heuristic Scores

As the aim of the current study is to provide answers to “why” and “how to” questions, rhetorical
relations which are more relevant for such type of questions should be highlighted. Thus, we

composed a small subset subsuming the following relations: Result, Reason, and Interpretation. Our
target then is to prioritize this relevant subset in order to ensure that its members are always on top
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of the sub-trees produced by the Text Parser. This can be achieved by assigning a higher score to each
relation belonging to the relevant subset as discussed in the next subsection.

One challenge of using DMs as relation indicators is that certain DMs are multi-functional i.e. they
can signal more than one type of rhetorical relation in discourse. For example, the expression “la (<’
“therefore/thus” in sentence (2) of text (6) indicates a Result relation, whereas it implies an Evaluation
relation that holds between sentences (1) and (2) in text (7).

(6) o G Sl s o 3l Jae B ol L ] 1[LST 51 sl e (8 5l i a5l 8 elalal) ki)
Q[Laaa )MY\ ?L.u;\zﬂ aa0 Cadg :Lu\.-'AJY\ E)Sl\ (e ‘5:}.\;.“ ;J';ll
[Nowadays, scientists can track meteorites of a kilometre size or more.]! [Therefore, an English
working group has undertaken to direct a high precision telescope in the southern hemisphere in order
to identify smaller objects.]?
(7) L[l 5 il (S5 il 5 ¢ Laaall 5 gal) USIAN okt ) (5355 sLose Acnal il Ze Ll 5 Aalina 23l Ae Ll Le a2l (]
2k o Jshal Gt Jld (155 Ledie: sp Guadll i ill Juadall < ) (8 Ln (4
[Sunrays between 8§ am and 5 pm energise cells responsible for pigment and consequently forms spots
and freckles]! [Thus, the best time to be exposed to the sun is when the person’s shadow is longer than
him.J?

As this problem may cause ambiguity, another indicator should be considered. It may very well be
the case that knowledge about sentence structure containing the marker can be exploited. Let us
consider text (6) again, we notice that there is an intrasentential Causal relation attached to sentence
[2]. This relation is acquired using the linguistic pattern (P) in Figure 4 as described by Sadek (2013).
The patterns were constructed using a series of different kind of tokens separated by spaces. The
following are definitions of the tokens used to formulate pattern (P). For the complete list of items we
refer the reader to (Sadek and Meziane, 2016).

e A Particular Word: This type of token search the input sentence for any word that has the
same characters as the token under scrutiny. For example, the word "<" in pattern (P).

e Subpattern Reference: It is preceded by the (&) sign and refers to a predefined set of (words,
phrases, particles) for the Pattern Recognizer to match with. For instance the subpattern
&This in pattern (P) refers to a list of definite demonstrative nouns (...l ¢ <l ela ¢ 13a),

e A Slot: This token reflects the adjacent words that represent the cause or the effect part of the
relation under scrutiny; it is indicated by the characters [C] or [E] respectively.

e A Symbol: Instructs the Pattern Recognizer to make specific action during the pattern
matching procedure. For example, the ‘ /> symbol separates a number of alternative tokens.
Locating two braces () implies that it is optional to match the token contained within.

Hence, the existence of cause-effect information increases the probability for an ambiguous
marker to indicate one of the rhetorical relations belonging to the relevant relations subset.

(P) (&C) [E] (AND) (&This) o ssicices [C] &.

Figure 4: A linguistic pattern that indicates the Causal relation in text (6).
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Annotated corpora ought to be available to automatically learn the optimal values for heuristic
scores. Unfortunately, no corpus of Arabic RST-analyzed texts exists. Hand-tuning is therefore still
necessary. The heuristic scores presented in this study were obtained by trial and modification. Initial
values were assigned with the aim of ensuring that preferred relations occurred at the top of the sub-
Trees list i.e. Result, Reason and Interpretation relations are extremely good indicators of “why” and
“how to” questions, we can therefore assign a high initial value. The other relations’ and DMs’ values
scores were Initially based on intuition as the authors are native speaker of the Arabic Language. We
carried out a regression test on a set of Arabic texts; these are full articles extracted from the
contemporary Arabic corpus2. The outcome of Text Parser is always checked to determine whether it
produces a tree that spans over the whole text. Whenever the heuristic scores are modified for a new
text, to achieve the tree-like structure, the new scores are tested to ensure that texts that were
previously analyzed correctly in the regressions set are not affected.

It is important to emphasize that we did not embrace an exhaustive list of all the relations
identified by Al Kohlani (2010). Rather, the relations employed in this study, comprised a set of ten
relations that occur more often among sentences as indicated by the DMs frequency in (Al Kohlani,
2010). These relations are sufficient for reflecting the writer’s attitudes and viewpoints in discourse
from the cohesion-based perspective. The other relations are hardly signalled in text. Table 1 shows
the set of adopted rhetorical relations along with the corresponding maximum score. The maximum
score represents the highest value that relations may be assigned. For example, when positing an
Elaboration relation between two sentences, we add the value of 15 whenever a pair of nouns matches
unless the relation reaches its max score, i.e. 80.

Table 1

Rhetorical relations scores

Relation Max Score Relation Max Score
Result 100 Background 60
Reason 100 Evaluation 50
Interpretation 100 Certainty 50
Elaboration 80 Sequence 50
Contrast 70 View 50
Table 2

A list of DMs and corresponding heuristic score.

Marker Rhetorical relation Score
La (e “thus, therefore” Evaluation — Result 50/40
&b dal (s “because of that” Result 100
oY) “however, but” Contrast 70
& “then” Sequence 50
Shared noun Elaboration +15
Intrasentential relations Relevant subset +45
Demonstratives Elaboration +60

2 http://www.comp.leeds.ac.uk/eric/latifa/research.htm
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We have taken each of the DMs identified by Al Kohlani (2010) and considered its potential
contribution in hypothesizing the rhetorical relations. In the case where a DM correlated with only
one particular relation, the relation was thus indicated with relatively high level of confidence and
accordingly the DM was associated with a score equal to the maximum value of this relation. In case
where a DM signalled different discourse relations, as was the case with “ba (" “therefore/thus”, it is
perceived as a weaker evidence and is associated with a lower score. Table 2 shows a set of scores that
correspond to some of the discourse markers.

5.2 Building the Tree

Given a text segmented into DUs at the sentence level and a set of rhetorical relations that have been
hypothesized to hold between those sentences, we now build the possible RST Trees.

In this study, we assumed full conformity to the principle of compositionality proposed by Marcu
(2000a) in order to join two adjacent sub-trees: “whenever two large text spans are connected through a
rhetorical relation, that rhetorical relation holds also between the most important parts of the
constituent spans”. Accordingly, each rhetorical relation is associated with a promotion set that
reflects the compositionality criterion. Promotions sets are the set of units that constitute the most
important parts of the text that is spanned by the node. For a terminal node, the promotion set
consists only of the terminal node itself. For an asymmetric sub-tree, the promotion set consists of a
single element, the nucleus. For a symmetric sub-tree, the promotion set consists of the union of the
promotion sets of the co-nuclei.

The Text Parser applies the posited discourse relations with high heuristic scores before those with
lower scores in a bottom-up manner, grouping contiguous clauses into a hierarchical representation.
Afterwards the parser establishes a list of sub-trees by gathering text spans produced in the previous
step into contiguous new textual units. Sub-trees are being built up by iterating over all pairs in the
relations set. The Text Parser starts by selecting the relations ranked highest according to their scores
since they constitute the most promising path and then moves to the second pair in the relations set.
Heuristic scores are being accumulated throughout by adding up all scores in the sub-trees produced
so far. This step is repeated until the list of sub-trees contains only one tree including all sentences in
the text. If no relations are found between two adjacent sub-trees, the sub-trees could be assembled
with the Joint relation because the text is considered to be a connected structure that spans across all
its units. Algorithm 2 produces a discourse tree spanning over the whole text. Each sub-tree takes the
following form:

SubTree (L,R,Status, Type,Promotion, Score,left SubTree,right SubTree) where
L,R are the left and right boundaries of a sub-tree.

ALGORITHM 2: Building up the valid tree structure.
Input: A text T of N sentences S[N].

A sorted list RR of relations that hold among the sentences in S[N].
Output: The RS-tree of T.

1. SubTreesList:= Null;

2. For i= 1 to N

3. Convert sentence into the form: SubTree(i, i, NONE,LEAF,[S;],0,NULL, NULL) ;

4. SubTreesList:=SubTreesListU SubTree;

5. End For

6. While RR contains at least one element and SubTreesList has more than one
element

7. For each rr & RR

ACM Transactions on xxxxxxxx, Vol. xx, No. xx, Article xx, Publication date: Month YYYY



1:10 <« J. Sadek and F. Meziane

8. Search in the SubTreesList for elments with the promotions specified by rr;
9. If match not found or combining the two subTrees would result in
crossing lines
10. Remove rr;
11. Else create new subTree by joining the two subTrees as specified by rr

and add the heuristic score accordingly;
12. Update SubTreesList and RR accordingly;
13. End While
14. If SubTreesList has more than one element
15. Join all elements in SubTreesList into one tree that spans the whole text;

6. WORKED EXAMPLE

The operation of the text derivation proposed in this paper is illustrated by the example below. The text
1s segmented into five discourse units (DUs) each with the length of a full sentence. The Pattern
Recognizer discovers relations within sentences. This process yields two intrasentential relations:
Cause-Effect and Method-Effect from sentences (B) and (C) respectively; each relation involves two
slots to be filled by the first and second part of the relation (Sadek, 2013).

(®)
plal s alaall o 5S5> L] AL Ll o sebuall ¢ sael) (s sin paling A2l DA Y Greaadl s a3 Ja ol s 81l allae (im ]
Qa5 e Jaad Ulla 53 g gl 2 g0 5] Befeote _adaall Jlasin¥) Uil Gllati 0 gl Grgan> L) g Las 80l sall 5 il ol
Sl sed ¢ siiysh ey aall el (1] Cpmethod Lol & duaylall o sanllSH Aui e Alailaall> JMA (e oMot Unall b pull g Funad
Lla) claial of el olsal) 138 e cusal ) Goolaall 8 5] PP adaall 46U UOAN g o685 5 olid) Adae e 3305 e Jamy uSal)
E[%54 dandy sl a3ill 5 £ Sl 5 )5l 5 avanall 5 JalSl dloa) ¥ laia) i L %90 -65 dundy <l sl (5 il 3 ganl)

[After the age of fifty, bones of men and women are exposed to internal necrosis and reduction in the level
of the hormone that helps building bone structure.JA [As a result, <they become weak in cases involving
blows and accidents>ause which causes <fractures that sometimes require bone replacement.>¢ffect]B
[<Nowadays, the existing drugs reduce the possibilities of bones fracture injuries>effect by <maintaining
the ratio of natural calcium in blood.>method]C [On the contrary, the new drug, Forteo, accelerates the
speed of the construction process carried out by bone-constructing cells.JP [The experiments conducted
on this drug revealed that the possibilities of spine fracture injuries decreased by 65% to 90%, whilst
possibilities of ankle, wrist, hip, ribs and foot injuries are reduced by 54%.JF

Given sentences tagged with interasential relations, the Text Parser then starts to identify
rhetorical relations between theses sentences. The Relation Recognizer first examines all pairs of the
adjacent sentences and produces the hypothesized discourse relations given in Figure 5.

rhet rel (Result, 85, A, B)
rhet_rel (Evaluation, 50, A, B)
rhet_rel (Contrast, 70, C, D)
rhet_rel (Elaboration, 60, D, E)

Figure 5: Adjacent relations for text (8).

We notice that two relations, Result and Evaluation, are posited between sentences (A) and (B) based
on the occurrence of the DM " Jul" at the head of sentence (B). The score of the Result relation is
calculated by adding 45 points to the base value 40 because sentence (B) is tagged with a Causal
relation. The relation with the higher likelihood between sentences (A) and (B) is kept and the other
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one is discarded i.e. the Evaluation relation. Also, an Elaboration relation is hypothesized between
sentences (D) and (E) based on the occurrence of the demonstrative pronoun “/” in the first third of
sentence (E).

The Relation Recognizer proceeds with discovering long distance relations. It compares nouns in
each possible pair of sentences and assigns a likelihood based on the number of similar nouns. The
Relation Recognizer only adds an Elaboration relation if it receives a score above the minimum score.
For example, only the noun “;Us<” is shared between sentences (A) and (C), thus such relation is not
added to the relations list. Also, sentences (D) and (E) contain the noun “)sd” which indicates the
presences of an Elaboration relation with a likelihood of 15. However, since an Elaboration relation
has been hypothesized between the same sentences in the previous step this value is added up to the
total score. At this stage all sentences are connected and the final relation set is shown in Figure 6.

rhet rel (Result, 85, A, B)
rhet rel (Contrast, 70, C, D)
rhet_rel (Elaboration, 75, D, E)

Figure 6: Relations set for text (8).

Next, the Tree Builder parses the relations list generated by the Relation Recognizer. It initially
converts all sentences into terminal nodes represented as sub-trees each having a single member in
its promotion set - the sentence itself. The Tree Builder then attempts to apply all the rhetorical
relations starting with the one which has the highest score. Figure 7 illustrates the sub-trees list
content resulting from the application of the first and third hypothesis in the relations set, sentences
written in curly braces specify the promotion set of each sub-tree. The Tree Builder moves on to
consider the Contrast relation, it searches the sub-trees list for a sub-tree whose promotion set
includes sentence (C) and a sub-tree whose promotion set includes sentence (D). It finds the terminal
node (C) and the sub-tree [D-E], it thus combines them to form a new sub-tree covering sentences (C)
through (E) as shown in Figure 8. The Tree Builder is unable to find a relation that connects sub-tree
[A-B] and [C-E], and therefore a Joint relation is applied to combine the two sub-trees. Figure 9
depicts the Tree that covers the entire input text.

Result
{A}

s/ N\

Elaboration Terminal

{D} {C}

e/ "\ C

et Lln 5 m gl 5o

e Cnl W e ladll s ot paad e sl oS R allell (4S5 il 8 pall allic (iin jaii
CVLain) o e elpall i (uSell e sgd ¢ g )58 o e i LB e syl L) T o s a5
Sl il S punll ) A s 8y e any ol P G p L) oy oo il il Cppai)
i Leis 990 - 65 s il s el oo Lo Dbl ppald i sl Copn SIS (5 siane iy
o Bl Ll OV pliall Ll LR e Jsin Y Ul cubii Ao aeluall 5 gl
spazal gl )5l gAY aliall

9654 usis _y sl 2]

Figure 7: Sub-trees list after applying the Result and Elaboration relations.
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Contrast
{D,C}

an Llls 53 ga pall 3 5015
pllinll 6 agl) dnsi Ll 5 e
. Luwi e Abidladll IS re
Elaboration 8 L]+ gl Result
P (o Ll o g A
{D} {A}
3 Ao copal Gl e ladll Sy i) 68 oo ds oL sall oS A alliall 5565 M5l Sa s Ssall alhie (uia el
Llal Ylain] Gl yghs el o Jony uSell e 548 ¢ Laa ol gall g ol puall ool A N ekl pan e
Loy Ol eaSl (5 88l I panl] g oLl Dilae de w50l A o puaSl Crgon ) s G (5 pans il
COVlais) Gl laiy %90 - 65 Ll LiLl LIRS g o 5d5 obied) Jasin Y] Lbs) calbis bl e e luell 50 g
5 Al sl 5 pmnall 55l i
ENDYI 5 dnsis y gl a2l
%54

Figure 8: Sub-tree after applying the Contrast relation.

[A-E]

[A-B]

Contrast

[D-E] C

R
Elaboration |Method| | Effect | Result

a'e 7 N\l

E D B A

R
| Cause | | Effect|

Figure 9: The generated Tree of text (8).
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7. EVALUATION

Our QA system was implemented using the Java programming language. It first applies the set of
linguistic patterns constructed by Sadek (2013) to extract relations within sentences. The Text Parser
then discovers rhetorical relations among sentences. Next, all possible relations together with the
asked question are tokenized. This includes performing normalization, stemming and stop words
removal. The system applies the Vector Space Model to compute the similarity between the question
and the appropriate part of each of the relations as discussed in Section 2. The corresponding part of
the relation is then returned as a candidate answer. Finally, answers are ranked according to the
similarity value.

We did an experiment similar to the one conducted by Verberne (2007) to measure mean reciprocal
rank (MRR) and Recall. MRR is calculated as follows: for each question, the reciprocal rank (RR) is
equal to 1 divided by the rank of the highest ranked correct answer or O if none of the responses
contained a correct answer. MRR is then the average of RR over all questions as shown in Formula

below where rank; is the rank position of the first correct answer for the ith question.

Q|

MRR = ! !
D] rank i

=1

We have used as a baseline our previous QA system (Sadek et.al. 2012) to compare the
performance of the system developed in this study. The baseline was designed to handle short texts
for the Arabic language. It also employs RST to extract text structures; however, relation recognizer
and EDUs determinator are solely based on cue phrases.

We selected texts of 870-2138 words each. The texts were extracted from the contemporary Arabic
corpus belonging to the Health and Science & Technology categories. Five subjects were involved in
this evaluation and all are native speakers of Arabic. We asked them to read some of the texts and
formulate “why” and “how to” questions for the answers that could be found in the text, the subjects
were also asked to pick sentences out of texts that would formulate answers to each of their questions.
As a result we collected a total of 90 question-answer pairs.

We ran our system on the collected questions, and then compared the answers found by the system
to the user-formulated ones; if the system’s answer matches the answer formulated by the subjects
then we judged the answer as correct. The system correctly identified the answers for 61 questions
(67.7% of all questions) with MRR of 0.62. The results are shown in Table 3 and Table 4 indicating
that the current system yields significantly better performance over the baseline for both types of
questions.

Considering the failed questions, we distinguish two categories. First, questions for which there
are no explicit relations between the textual units representing the question and the textual unit of
the answers. This category comprises five questions (18% of the questions did answer correctly). The
questions belonging to this category are connected to the answers spans with relations expressed
implicitly in the text and are inferred by the reader using general knowledge.

For example question (9) refers to sentence (10) in the source text. This question corresponds to the
string: “Li)sallS & oladll delia plad (0 ¥ 50 Gple Jhia daie Je Jwan” “got a grant worth one million dollars
from the Cotton industry sector in California” which is embedded in the subject-formulated answer:
U5 Ay e 3l ohadll 231 8 deaas J gy S “4o genetically modify the pink cotton butterfly”. Although the Causal
relation is not explicitly indicated in sentence (10), the reader has no difficulty inferring that Miller
has been granted million dollars for the purpose of conducting his research.
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) ¢ V50 e b yddaie el Juas 13l
Why did Miller get a grant worth of one million dollars?

gl A Ll i) e 5508 e (S35 i Ak 55 )
Miller, who’s got a grant worth one million dollars from the Cotton industry sector in California,
genetically modifies the pink cotton butterfly to be sexually active but unable to reproduce in a proper
way.

The other category (24 questions, 82%), consists of cases where particular kinds of linking words
are supported by neither the linguistic patterns nor the Text Parser. Some of these items are seldom
used for indicating such relation. For example, question (11) refers to the Causal relation in sentence
(12) which is indicated by the expression “d i ol W’ “unless we become aware that”.

Figure 10 illustrates the distribution of the questions answered correctly (the first two columns)
together with the failed questions (the second two columns). Nearly 55% of the questions were
answered correctly based on the indication of intrasentential relations, whereas correct answer for
13% of the questions correlate to the presence of rhetorical relations between sentences.

(11) € 5aldl) A saaa Jaeadl) cililae ancii 13U
Why cosmetic surgeries are of limited value?

(12) 328 culd ClaDlall 5 Ol juaniveall 38 gann (o (A A5 35 3l Ol 03 Al s Clapd) auan Ao i3, 3 jull (ST,

el o3a (e ESH L) i) Guadll Axdl 50 @ 500 alle 53 50a
“But the secret, which is hidden from most women especially those with olive complexion, is that all of
these products and treatments are of limited effect unless we become aware that the Gulf sunlight spoils
most of such treatments”

Table 3
Results for the Recall

Baseline Current System
Why 38% 70%
How to 45% 65%
Overall 40% 67.7%
Table 4
Results for MRR

Baseline Current System
Why 0.37 0.61
How to 0.45 0.65
Overall 0.39 0.62
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55%

26%

i 13% . 13%

intrasentential Intersentential Missed Markers No Relation

Figure 10: the distribution of the questions test.

8. RELATED WORK

A number of studies tackling the problem of automatic discourse parsing have been performed in
recent years. A fair number of the developed parsers were eventually applied to text summarization.
Mathkour (2008) presented an early attempt at automatic derivation of Arabic discourse structure
using the methodology introduced by Marcu (2000b). However, they restricted the scope of their study
to small size articles stating that “for large texts the result might take hours to be generated”. In
another study conducted by Ibrahim and Elghazaly (2012), the authors gathered a number of Arabic
rhetorical relations. They first verified the collected relations using an Arabic corpus tagged with
articles structure; in the second phase they identified the most significant paragraphs. their method
was applied for text summarization and achieved F-measure of 29%. Marcu (2000b) proposed a
shallow, surface-based approach to decompose a free unrestricted text into EDUs and hypothesizes
rhetorical relations that hold among textual units based on the appearance of cue phrases and then,
produces all binary rhetorical trees compatible with the hypothesized relations. Soricut and Marcu
(2003) developed their automatic sentence-level parsing of discourse (SPADE) system based on a
Treebank annotated with discourse structure called RST-DS. SPADE uses two probabilistic models to
accomplish the task of sentence segmentation into non-overlapping discourse units along with linking
these units with labelled hierarchical structures. However, their discourse parser was restricted to
building sub-trees spanning over individual sentences. Theijssen (2007) employed machine learning
techniques in order to find relations between multi sentential discourse units (MSDU) within the
same paragraph. She adopted five different learning algorithms with the aim of automatically
extracting values for each of the potential relevant features that can lead to detecting whether a text
span is rhetorically related to the preceding or the following MSDU. Theijssen (2007) pointed out that
the performance of the classification algorithm was disappointing due to the small data set and large
number of features. In their discourse parser, Feng and Hirst (2012) used two classifiers for discourse
tree building. A binary structure classifier to decide whether two consecutive text units should be
merged to form a new subtree, and a multi-class classifier to evaluate which discourse relations are
the most likely to hold between the new subtree. They measured the performance of their parser
under three discourse conditions: Within-sentence, Cross-sentence and All level. Their experimental
results showed that the parser was relatively poorer on cross-sentences than that on within-sentence
which, the authors stated, indicates “the difficulty of text-level discourse parsing”.

Most attention in QA community was paid to factoid questions fostered by TREC annual
conferences; few studies were dedicated to dealing with “why” and “how to”. Verberne (2007)
intensively worked on finding answers to “why” questions for the English language. In (Verberne et
al., 2007) authors approached the answer extraction problem as discourse analysis task by employing
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RST Discourse Treebank. This Treebank was manually annotated with discourse relations. Verberne
(2007) shifted the “why” QA task towards paragraph retrieval rather than a textual span. The last
(third) version of the JAVELIN system that was originally implemented for factoid English language
has been extended to accept non-factoid question including “why” and “how” questions for the
Japanese language (Shima and Mitamura, 2007). In its third edition the system used an annotated
database with various information such as morpheme text chunks, POS and named entities along
with predicate-argument analysis. The adoption of machine learning technique was incorporated with
hand crafted cue words that may identify the type of relation sentences. The results obtained from the
system showed that the performance was less efficient than the versions created for factoid questions.
One reason for that is the small number of the examples available for the training phase. Another
system that made use of machine learning is presented by Higashinaka and Isozaki (2008) with the
aim of ranking a given set of candidate answers for Japanese why-questions. The study based on the
assumption that answers are of a one sentence or paragraph long and to be extracted from top-N
documents returned by a document retrieval module. The features (causal expressions, causal relation
and content similarity) were mainly based on causal expressions extracted from semantically tagged
corpora. The answer candidate ranker obtained MRR of 0.305 for top-5. Surdeanu et al. (2008) took
advantage of the abundant content provided by Yahoo! Answers for developing an answer ranking
engine for “how to” questions. The authors selected as a baseline the output of the answer retrieval
model with BM25 similarity formula (ranking function based on binary independence model); their
system achieved a 14% improvement in MRR over their baseline. Akour et al. (2011) introduced the
QArabPro system for the Arabic language based on a set of separate rules for each type of question.
The authors used the same method to handle all question types including “why” questions. However,
many studies demonstrated that knowledge about discourse relations is crucial to answer this type of
question. For example, in their work they marked the word ““u~" as stop word that has to be omitted
out of query/document processing while it is used in contemporary Arabic language to indicate Causal
relations. Moreover authors stated that they handled the question type “<<” “how to”. Whilst they
actually treated the type (how much/many) “»<”.

9. CONCLUSION AND FUTURE WORK

In the current research, we aimed at improving the performance of Arabic QA system. Obviously,
considering relations spanning over only individual sentences one at a time is more computationally
efficient than considering the whole text. Furthermore, linguistic patterns incorporated in the
developed parser had a fundamental role in discovering causation and explanation within sentence; in
most cases such information cannot be captured using the rhetorical relations of RST when handling
small text fragments.

The experiment in this study focused on the evaluation of the QA system. As an extension to this
work, we plan to evaluate trees constructed by our Text Parser with the participation of trained
judges. An automated learning algorithm could also test different scores for each relation and DM in
order to determine whether a better set of scores exists than the one currently in use.

The test data were collected through elicitation i.e. subjects had access to the text, which implies
that the formulated questions might have influenced by the same linguistic cues used by the text
producer. Future work should investigate query expansion techniques since users dealing with real
QA systems will not have access to the documents.
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