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Abstract. A significant advance in recent years has been the development of 

cost-sensitive decision tree learners, recognising that real world classification 

problems need to take account of costs of misclassification and not just focus 

on accuracy. The literature contains well over 50 cost-sensitive decision tree 

induction algorithms, each with varying performance profiles. Obtaining good 

Bayesian networks can be challenging and hence several algorithms have been 

proposed for learning their structure and parameters from data. However, most 

of these algorithms focus on learning Bayesian networks that aim to maximise 

the accuracy of classifications. Hence an obvious question that arises is whether 

it is possible to develop cost-sensitive Bayesian networks and whether they 

would perform better than cost-sensitive decision trees for minimising 

classification cost? This paper explores this question by developing a new 

Bayesian network learning algorithm based on changing the data distribution to 

reflect the costs of misclassification. The proposed method is explored by 

conducting experiments on over 20 data sets. The results show that this 

approach produces good results in comparison to more complex cost-sensitive 

decision tree algorithms.  

Keywords:  Cost-sensitive classification, Bayesian Learning, Decision Trees. 

1 Introduction 

Classification is one of the most important methods in data mining; playing an 

essential role in data analysis and pattern recognition, and requiring the construction 

of a classifier. The classifier can predict a class label for an unseen instance from a set 

of attributes. However, the induction of classifiers from the data sets of pre-classified 

instances is a central problem in machine learning [1]. Therefore, several methods and 

algorithms have been introduced, such as decision trees, decision graphs, Bayesian 

networks, neural networks, and decision rules, etc. Over the last decade, graphical 

models have become one of the most popular tools to structure uncertain knowledge. 

Furthermore, over the last few years, Bayesian networks have become very popular 

and have been successfully applied to create consistent probabilistic representations 

of uncertain knowledge in several fields [2]. 

Cost-insensitive learning algorithms focus only on accuracy (class label output), 

and do not take misclassification costs or test costs into consideration. However, the 

performance of any learning algorithm, in practice, normally has to take the cost of 

misclassification into account. Hence, in recent years, a significant level of attention 

has been paid to cost-sensitive learning, including making accuracy-based learners 

cost-sensitive [3, 4]. Zadrozny et al. [6] divide cost-sensitive classifiers into two 
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categories: the amending approach (changing the classifier to a transparent box) and 

the sampling approach (using the classifier as a black box). Among all the available 

cost-sensitive learning algorithms, most of the work has focused on decision tree 

learning, with very few studies considering the use of Bayesian networks for cost-

sensitive classification. 

Therefore, this paper aims to explore the use of Bayesian networks (BNs) for cost-

sensitive classification. During this paper, a new method known as the Cost-Sensitive 

Bayesian Network (CS-BN) algorithm, which uses a sampling approach to induce 

cost-sensitive Bayesian networks, is developed and compared with other, more 

common approaches such as cost-sensitive decision trees. This paper is organized as 

follows: in section 2 we will provide a number of definitions and background 

information on cost-sensitive learning algorithms. Section 3 will introduce some of 

the previous work on the sampling approach. In section 4, we will present our method 

for converting the existing BN algorithm into a CS-BN by changing the number of 

examples to reflect the costs. In section 5 we present the results obtained by carrying 

out an empirical evaluation on data from the UCI repository. Finally, section 6 will 

provide a conclusion, along with a summary of the main contribution of this paper.  

2 Cost-sensitive learning perspective and overview 

A good cost-sensitive classifier should be able to predict the class of an example that 

leads to the lowest expected cost, where the expectation is computed after applying 

the classifier by using the expected cost function, as shown in the following equation 

[6,21]:  

             ( | )  ∑ (   ) ( | )

 

                           ( ) 

 

Where P(j|x) represents the probability of an example x being in class j given it is 

actually of class i, and C(i,j) represents the cost of misclassifying an example as class 

i when it is in class j [21]. In particular, cost-sensitive algorithms aim to minimize the 

number of high-cost misclassification errors, thus reducing the total number of 

misclassification errors. According to Zadrozny et al. [6], cost-sensitive classifiers 

can be divided into two categories: Black Box (sampling), and Transparent Box. 

Black box methods use a classifier as a black box, and use resampling methods 

according to a class weight. On the other hand, transparent box methods use weights 

to change the classifier learning algorithm directly. Conversely, Sheng and Ling [7] 

used different terms such as direct method, and wrapper methods, as shown in 

Figure1. 

 

 

 

 

 



 
 
 

 

 

 

 

 

 

 

 

 

Fig.1. Cost-sensitive learning category (Shend and Ling [7]) 

As Zadrozny [6] points out, wrapper methods (Black Box), deal with a classifier as a 

closed box, without changing the classifier behaviour, and can work for any classifier. 

In contrast, direct methods (Transparent Box), require knowledge of the particular 

learning algorithm, and can also work on the classifier itself by changing its structure 

to include the costs. 

3 Review of previous work on sampling approach  

Most studies regarding cost-sensitive learning have used direct methods or sampling 

methods, and most have focused on decision tree learning. This section briefly 

reviews some of these methods. In addition, this section describes different methods 

of cost-sensitive learning by changing the data distribution to involve costs and solve 

an unbalanced data distribution problem, where, for example, the number of negative 

examples is significantly less than the number of positive examples. Several literature 

reviews show different methods, where some of them amend the number of negative 

examples (over-sampling); some of them change the number of positive examples 

(under-sampling); a few of them use the “SMOTE” (Synthetic Minority Over-

Sampling Technique) algorithm that tackles the imbalanced problem by generating 

synthetic minority class examples [8]; and others use a “Folk Theorem” [5, 21] that 

amends the distribution according to the cost of misclassification.  

Kubat and Matwin [12] used one side selection by under-sampling the majority 

class while keeping the original population of the minority class. As Elkan [21] 

pointed out in 2001, changing the balance of negative and positive training examples 

will affect classification algorithms. Ling and Li [13] combined over-sampling with 

under-sampling to measure the performance of a classifier.  Domingos [14] 

introduced the MetaCost algorithm which is based on sampling with labeling and 

bagging. MetaCost uses the resampling with replacement to create a different sample 

Cost-sensitive direct learning Cost-sensitive meta- learning (wrapper) 

Cost-sensitive learning algorithms 

GA method ICET [Turney 1995] 

Cost-sensitive Decision trees [Drummond and Holte, 

2000; Ling et al, 2004] 

Sampling Non-sampling 

 Costing [Zadrozny,B et al 

2003] 

Threshold Weighting  Relabeling  

MetaCost [Domingos, 1999] 

CostSensitiveClassifier (CSC) [Witten & Frank, 2005] 

 C4.5CS [Ting 1998]    Theoretical threshold [Elkan, 2001] 

    Adjusted threshold [Victor S. & Charles X. Ling 2006], 



 
 
size, then estimates each example in the same sample size by voting each example in 

different samples, where the number of instances in each resamples is smaller than the 

training size, and then applies an equation (1) to re-label each training example with 

the optimal class estimation. Finally, it reapplies the classifier again, on the new 

relabelled training data set [15]. Figure 2 summarises the MetaCost algorithm [15]. 

Domingos concluded that this algorithm provides goods results on large data sets. In 

addition, most researchers have dealt with this problem by changing the data 

distributions to reflect the costs, though most of them utilize a decision tree learner as 

a base learner, and the reader is referred Lomax and Vadera [4] for a comprehensive 

survey of cost sensitive decision tree algorithms for details.  

 

 
Fig. 2. The MetaCost system [15] 

4 New Cost-Sensitive Bayesian Network learning algorithm via 
the distributed sampling approach 

A survey of the literature shows that, to date, there are very few publications 

regarding cost sensitive Bayesian networks (CS-BNs), but plenty on cost-sensitive 

decision tree learning. This section presents a sampling approach used to develop CS-

BNs and presents the use of distributed sampling to take account of misclassification 

costs and reduce the number of errors. Thus, the compelling question, given the 

different class distributions, is: what is the correct distribution for a learning 

algorithm?  

 

In response, it has been observed that naturally-occurring distributions are not 

always the optimal distribution [8]. In our experiments, we used the sampling (Black 

Box) method, because this method can also be used to address the imbalanced data 

problem and can be applied to any learning algorithm. In our study, we used Folk 

Theorem to change the data distribution. This approach has previously been 

introduced by Zadrozny et al. [5]. This theorem draws a new distribution from the old 

distribution, according to cost proportions, to change the data distribution and obtain 

optimal cost-minimization from the original distribution. This theorem is only 

theoretically motivated, and does not require any probability density estimation. Thus, 

we have used this theorem on the BN classifier, which has not been used before in 

this classifier. 

 

 



 
 

4.1 Use of the Folk Theorem for CS-BNs 

This method can be applied to any cost-insensitive classification algorithm to form a 

cost-sensitive classification algorithm. This method can be conducted by reweighing 

the instances from the training example and then using that weight on the 

classification algorithm. The Folk Theorem is used to change the data distribution to 

reflect the costs. Zadroznyet al., [5] stated that "if the new examples are drawn from 

the old distribution, then optimal error rate classifiers for the new distributions are 

optimal cost minimizes for data drawn from original distribution." This is shown in 

the following equation (2) [5]:  
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Where, the new distribution D' = factor * Old distribution D; x is instance; y is the 

class label; and C is the cost according to misclassified instance x. Technically, the 

optimal error rate classifiers from D' are the optimal cost minimizers from the data, 

which have been drawn from D. This theorem creates new distribution from the old 

distribution by multiplying old distribution with a factor proportional to the relative 

cost of each example, and the new distribution will be adapted with that cost. 

Therefore, this method enables the classifier to obtain the expected cost minimization 

from the original distribution and, in the worst case scenario; this method can be 

guaranteed a classifier to provide a good approximate cost minimization for any new 

sample.  

However, there are different types of BNs, as well as methods for learning them. 

Given their efficiency compared to full networks, we used a search algorithm to 

construct Tree Augmented Naive Bayes Networks (TANs), along with Minimum 

Description Length (MDL), which was introduced by Fayyad and Irani [19] to 

calculate the score of information between links in a tree.  

In our experiments, we attempted to change the proportions of instances (samples) 

in each class label, according to its cost, by using the above Folk Theorem [5].  In the 

current experiment, we used a constant cost of 1:4, where we assigned the common 

majority class cost to 1 and other, minority class cost to 4. The following steps were 

conducted with the CS-BN by using a sampling approach: 

 Splitting: Data are split into a training set and testing set. The training set uses 

75% of the original data, while the testing set uses 25% of the original data. 

 Cost proportion: According to cost proportions, the new data distribution should 

be calculated as being equal to these proportions. For instance, if the cost of 

wrongly classifying a sick patient as healthy is £20 and the cost of misclassifying 

a healthy patient as sick is £2, then the cost proportion of the sick class will be 

20/22=0.90. In our experiments we used cost proportion by assigning rare class 

cost to 4 and common class cost to 1. Thus,  the cost proportion in our algorithm 

would be 0.8 and 0.2 respectively, based on equation (3): 
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Where i and j is the class index and k is the number of classes.   



 
 

 Changing proportion: This involves changing the training data distributions 

according to the cost ratio of each class. For example, when the costs are 1:4, the 

new proportions on the training set for each class will be 20% and 80% 

respectively. 

 

There are different methods that can be used to achieve sampling. During our 

research, we used two methods, as discussed in section 3 of this paper. These methods 

were under-sampling and over-sampling. Obviously, where the new proportion was 

less than the original proportion, we used under-sampling (without replacement) to 

delete some of the examples in the frequent class. On the other hand, if the new 

proportion was greater than the original proportion, we used over-sampling (with 

replacement) by making a random generation of new instances which belonged to the 

rare class, and increasing the number of examples. As a result, the training data 

required further resampling according to their costs. Finally, we used the original BN 

classifier on the training data, followed by using the testing set with the original 

distribution (without changing any instances) to evaluate the training model. 

 However, Figure 3 presents the pseudo-code of our method (i.e. CS-BN with 

sampling approach): 

 

 

 

 

 

 

 

 

 

Fig. 3. Cost-Sensitive Bayesian Network Algorithm by sampling 

4.2 Experiment 

Our experiment demonstrates how changing the distribution of data will affect the 

performance and cost of a Bayesian classifier. We experimented with 24 data sets 

from the UCI repository [20]. To evaluate the performance of our proposed method, 

we used the original testing distribution. An evaluation was carried out in order to 

compare CS-BN with existing algorithms implemented in WEKA: (i) Original Bayes 

Net (that implemented by TAN) (Friedman et al. [1], Version 8); (ii) Decision Tree 

Algorithm J48 (which is their implementation of C4.5, Version 8); and (iii) MetaCost 

with J48 as the base classifier [14](iv) Naive Bayes. Table 1 presents the results of the 

CS-BN algorithm via changing distributions (Black Box), and the original BN 

algorithm. It also shows the comparison between the original Bayes Net (TAN), 

existing algorithm (decision tree J48), MetaCost with j48 classifier, and NB. The 

proposed algorithm produced lower costs for cost matrix 1 and 4 on most of the data 

set. In our experiment, we noticed that number of False Negative (rare) with our 

Black Box method was less than number of False Negative (rare) of the existing BN 

algorithm; thus, the total cost will be around 6121 units, and we reduce FN in all 

datasets. 

CS-BN via sampling approach: 

1. Divide dataset into 75% of instances for training, and 25% 
for testing. With the same class distributions. 

2. Changing the data distribution according to the cost 

proportions in each class,                  
     

∑           
 

3. Using Bayesian network algorithm (TAN to learn structure). 
4. Evaluating the model on the original test set distribution. 
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Fig. 4.Expected cost of CS-BN via changing the distributions and existing algorithms 
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         Fig. 5. Accuracy of CS-BN via changing the distributions and existing algorithms. 
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5 Results and discussion 

This experiment shows that the number of misclassifications of rare class (more 

expensive) are always less than the number of misclassifications for the rare class in 

the original TAN algorithm for most of the data. Thus, the results are always better in 

terms of cost, as we can see in Table 1. Furthermore, as shown in Figure 4, for most 

of the data sets, the changing proportion method (CS-BN via sampling) gives good 

results compared to the original TAN, MetaCost, Decision Tree (j48), and Naïve 

Bayes(NB). On the other hand, in Figure 5, it is shown that the accuracy, in most 

cases, is a little lower than the original TAN algorithm. 

As consequence, changing the data distributions before applying TAN classifier 

yields good results in most data; especially if the data are not very highly skewed to 

one class. Therefore, the expected cost of using our experiments will provide a 

reduction of misclassification costs, compared to the original algorithm, which does 

not use this method. Therefore, we believe that the proposed CS-BN approach of 

changing the data distributions will produce good results in terms of cost and 

accuracy.  

6 Conclusion 

Although much work has been conducted on the development of cost-sensitive 

decision tree learning, little has been conducted on assessing whether other classifiers, 

such as Bayesian networks, can lead to better results. Therefore, taking into account 

work with the folk theorem [22,5], a new Black Box method, based on amending the 

distribution of examples to reflect the costs of misclassification, was applied in order 

to develop cost-sensitive Bayesian networks. A preliminary experiment, amending the 

distributions of TAN, has been carried out on several datasets previously studied by 

various researchers using different methods.  

Our CS-BN with sampling approach has been evaluated and compared with 

MetaCost+J4.8, standard decision tree (J48), standard Bayesian networks approaches, 

and standard Naïve Bayes(NB . The results for over 25 data sets show that the use 

of sampling yields better results than the current leading approach; namely, the use of 

MetaCost+J4.8.  

 

In conclusion, our new CS-BN algorithm has been developed and explored by using a 

Black Box approach with sampling that amends the data distribution to take account 

of costs shows promising results in comparison to existing cost-sensitive tree 

induction algorithms.   
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