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Abstract 

 

The thesis is concerned with objectively measuring human physical activity through 

accelerometry, and compares the effectiveness of algorithms between obese and non-obese 

groups. The thesis comprises three studies: 

Classification of Aerobic and Gym-based Exercises from Accelerometer Output. This study 

investigated whether accurate classification could be achieved from hip- or ankle-mounted 

accelerometers for a programme of aerobic exercises and free-living activities. It also 

examined whether accuracy was affected by obesity, and whether a single classifier could be 

applied across BMI groups. The study achieved high classification accuracies (85% for hip 

and 94% for ankle) for both obese and normal BMI groups using the same approach across 

groups. 

Walking Speed Estimation Using Accelerometry. This study aimed to develop a speed 

estimation model that was applicable across BMI groups, and which utilised a hip-mounted 

accelerometer. To achieve this, multiple accelerometer signal features were evaluated for use 

in a linear speed estimation model, and performance was compared between obese and 

normal BMI groups. The speed estimation algorithm achieved overall RMSE of 0.08ms
-1

 for 

a mixed BMI group, which is comparable with previous research using homogeneous groups. 

Prediction of Energy Expenditure from Accelerometer Output. This study aimed to identify 

physiological and anthropometric parameters for use in an improved energy expenditure 

estimation model. Model performance was tested on a mixed BMI group. The energy 

expenditure prediction model incorporating subject attributes showed around 20% 

improvement over the standard model.  

This research found that current approaches to activity classification using accelerometry are 

equally applicable to obese groups and normal BMI groups. Walking speed prediction was 

shown to be possible from a hip-mounted accelerometer for both obese and normal BMI 

groups. Energy expenditure estimation is improved by including subject-specific parameters 

in the prediction model. Accelerometry is, therefore, a suitable tool for measuring different 

aspects of physical activity for obese and mixed BMI groups. 



 
 

1 Introduction 

Obesity prevalence has reached the level of a global epidemic, with over half a billion adults 

worldwide being obese in 2008, the figure having nearly doubled since 1980 (1). In 2012, the 

annual Health Survey for England reported that around a quarter of adults were obese (2). 

There are 2.8 million deaths each year due to diseases that can be attributed to being obese or 

overweight (1) including diabetes, heart disease, many cancers, and stroke. Obesity is 

consequently an increasing drain on public health resources (3), and estimated costs to the 

NHS due to obesity and overweight were as great as £4.2 billion in 2007 (4). Indirect costs of 

obesity in the United Kingdom, such as reduced productivity experienced by businesses due 

to absenteeism and increased reliance on state benefits for obesity related conditions, were 

estimated at £15.8 billion and up to £6 billion respectively (4). Similarly in the United States, 

where in 2008 obesity prevalence was at 33.8% and more than two thirds of the populace was 

overweight (5), estimates of obesity-related medical costs for 2008 were as high as $147 

billion per year (6). 

Causes of obesity on a wide scale are complex. In their report Foresight Tackling Obesities: 

Future Choices Project (4), Butland et al. describe the following factors which help to create 

an ―obesogenic environment‖: the biological imperative to accumulate and store energy from 

food; modern high rates of food production; economic forces determining which foods are 

manufactured, leading to use of cheaper, unhealthy ingredients; a greater reliance on 

mechanised transportation and other technologies which reduce the need for physical effort; 

and social, psychological and environmental influences on food and physical activity choices. 

The report also identifies four key determinants of obesity: ―the level of primary appetite 

control, the force of dietary habits, the level of physical activity and the level of 

psychological ambivalence‖ (4). Other studies have specified that a decline in physical 

activity levels (7) and large food portions are contributing to the apparent obesity epidemic 

(8). 

At the level of the individual, weight gain results from a net intake of energy (through diet) 

greater than that which is expended (through metabolic processes and physical activity). 

Obesity is a consequence of this state persisting over a prolonged period where, gradually, 

excess food energy is turned into body fat (9). To reduce obesity in individuals there are, 

therefore, two main approaches to consider: reducing calorie intake through diet, and 
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increasing energy expenditure through physical activity. Research shows that either of these 

approaches alone can cause weight loss in individuals (10), though a combination of the two 

is the most effective (11-12). Diet, however, is beyond the scope of this thesis which focuses 

on the objective measurement of physical activity. 

It is widely accepted that the benefits of physical activity (PA) are many, and that PA has a 

positive effect on numerous health outcomes. It has also been shown that PA protects against 

illnesses associated with obesity (13). PA is recommended for use in weight management by 

public health bodies worldwide including the ACSM (14) and American Heart Association 

(14). Exercise has been shown to aid weight loss (15-16) and reduce body fat (17). For adults 

aged 18-65 years, at least thirty minutes per day of moderate-intensity activity for at least five 

days per week is recommended by the National Institute of Clinical Excellence (NICE) (18), 

and to prevent obesity forty-five to sixty minutes of moderate-intensity activity is 

recommended  (18). Similarly, the U.S. Department of Health and Human Services 

recommend at least 150 minutes per week of moderate-intensity, or 75 minutes per week of 

vigorous-intensity aerobic exercise (19).  

Many studies have investigated the affects of physical exercise interventions on a number of 

health outcomes for the overweight and obese. Outcomes have included changes in weight 

(20-32) and BMI(33-34), changes in cholesterol levels (29, 35), and changes in blood 

pressure(36-37) . These interventions have involved several different activities including 

overground walking at both brisk (21, 35, 38) and slow speeds (39-40), treadmill walking 

(20, 25), jogging (30, 41), cycling (exercise bicycle) (20, 24, 39, 42), rowing (rowing 

machine) (43), stair stepping (20, 24), stretching (37), dance (44), resistance/weight training 

(23, 26-27, 45-46), step aerobics (26, 47) and calisthenics (48). These interventions have 

prescribed between 15 and 60 minutes of exercise per day for between three and five days per 

week. Some have specified intensities of between 40% and 70% of maximal aerobic capacity, 

or between 40% and 85% of maximum heart rate.  

The physical activities undertaken by participants in interventions such as those discussed 

above, are measured in a number of ways. Where exercises take place in the laboratory or are 

supervised by a researcher (20, 34, 49), physical activity may be quantified using a variety of 

measuring equipment, and there is no question as whether the programme of exercise has 

been adhered to. Before the advent of body-worn activity monitors, exercise undertaken in 

the field was measured subjectively by the participants themselves. However, self-reporting 
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methods such as activity diaries, questionnaires and interviews have been shown to be 

unreliable (50-52) due to their reliance on participants‘ ability to recall their PA accurately. 

Also, self-reporting overweight and obese subjects have been found to overestimate their 

activity levels (53-54). Another limitation of these self-reporting tools is a lack of precision 

when quantifying activity intensity. For example, an individual is not able to estimate the 

number of calories they have used or their average walking speed. It is important to be able to 

accurately measure physical activity in order to assess health outcomes according to the 

activity patterns of individuals, and subjective tools are not adequate for this purpose. 

An objective alternative to self-reporting, able to provide data on the type, intensity, 

frequency and duration of activities performed by individuals, would allow a researcher to 

more fully evaluate the effectiveness of interventions prescribing PA to obese individuals. 

Body-worn activity monitors have demonstrated the ability to provide objective 

measurements of several aspects of PA, and therefore have the potential to become such a 

tool. Accelerometry is a key technology employed within activity monitors. Accelerometer-

based monitors can record the accelerations of a person‘s body segments over a period of 

time, and by applying various analytical techniques to these data, quantities of PA undertaken 

can be estimated. There are generally two main approaches to quantifying PA from 

accelerometer output: the first is to estimate energy expenditure (EE) through correlating 

accelerometer output with a proxy measure of EE such as oxygen consumption (discussed in 

section 2.5); the second is to identify which types of activity have been undertaken by the 

participant by applying machine learning techniques to accelerometer output (discussed in 

section 2.3). There have been several studies investigating these approaches to measuring PA, 

but the subject groups involved have generally been of lower or mixed BMIs. Furthermore, 

there has been little research on whether the existing methods of quantifying physical activity 

through accelerometry need to be modified for obese populations.  

The ultimate goal of activity monitoring research is to produce an objective tool capable of 

reliably measuring aspects of individuals‘ physical activity under free-living conditions, 

obviating the need for subjective input. Current research into accelerometry, however, is still 

some way off delivering such a tool. This is partially because there are a large variety of 

activities that humans perform in free-living conditions, and algorithms developed in the 

laboratory are not currently able to account for all of these. Also, physical and physiological 

differences between individuals make current algorithms inadequate in a varied population.  
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The thesis aims to address some of the potential challenges presented when measuring 

different aspects of physical activity using accelerometry. To this end, a scenario is envisaged 

where accelerometry may be applied to measuring PA in individuals undertaking a weight 

loss programme involving several prescribed exercises. Such an application would need to 

distinguish both the exercises and free-living activities from accelerometer data. Additionally, 

as walking is the most common physical activity and the most frequently prescribed for 

weight loss, the thesis also considers the measurement of walking speed and energy 

expenditure. Additionally, the thesis considers the needs of epidemiological studies which 

may involve subject groups that represent a cross-section of the wider population, and are 

consequently involve individuals of different BMIs. It should be noted that a high BMI, 

although generally indicative of high adiposity levels, may also result from high muscle 

mass, which further illustrates the differences between individuals and how these differences 

need to be accounted for by the algorithms which provide measures of physical activity from 

accelerometers. 

The thesis investigates how accelerometry may be applied to objectively measure PA, 

particularly with respect to obese populations. There are three areas of measurement under 

consideration, each of which is investigated by a separate study as follows: classification of 

activity type, estimation of walking speed, and prediction of energy expenditure. These areas 

relate to the type and intensity of activities, and measurements of the frequency and duration 

of activities are an easily obtained secondary outcome provided by this analysis. These 

studies when considered in toto present accelerometry as a single tool able to provide 

measures in each of the core areas of PA. Furthermore, such a tool would provide a rich 

amount of data on physical activity patterns under free-living conditions. This data would aid 

epidemiological research aimed at better understanding the types of behaviours which affect 

obesity, and may also help identify risk factors associated with obesity. 

The studies described in the thesis have two particular practical considerations which have 

informed their design. First, the types of activities used to test the classification algorithm 

have been chosen to reflect those that an obese person may perform under free-living or as 

part of a weight loss programme. Walking has additional focus as it is the most commonly 

performed physical activity, and is recommended for weight loss. Second, accelerometer 

placement has been chosen primarily at the hip, as this is an unobtrusive position unlikely to 

interfere with natural movement and daily living. 
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The rest of the thesis is structured as follows. 

Chapter 2 reviews previous literature relevant to the thesis, and first discusses currently 

available methods of quantifying physical activity (section 2.1) including accelerometry. This 

is followed by a discussion of how accelerometer output may be affected by obesity (section 

2.2). Sections 2.3, 2.4 and 2.5 discuss techniques and previous research related to the three 

studies presented in the thesis in chapter 3 (activity classification), chapter 4 (walking speed 

estimation) and chapter 5 (energy expenditure prediction) respectively.  

Activity Classification:.  

An overview of current machine learning techniques used to classify physical activity from 

accelerometer output, and related work in this area, is presented in 2.3. Chapter 3 describes a 

study where classification techniques are applied to a mixed BMI group and classification 

accuracy is compared between obese and non-obese subgroups.  

Walking Speed Estimation: 

In section 2.4 current methods of estimating walking speed from accelerometer output are 

discussed and compared with alternative approaches. Chapter 4 describes a study where a 

walking speed estimation model is identified which can be applied across BMI groups, and 

results are compared between obese and normal BMI subgroups.  

Energy Expenditure Prediction: 

Section 2.5 reviews the current models used to predict energy expenditure from 

accelerometer output, and discusses a number of physiological parameters which may be 

added to the model to improve prediction accuracy. Chapter 5 describes a study which 

identifies an energy expenditure prediction model that incorporates these additional 

parameters, and compares performance with traditional models for a mixed BMI group.  

These studies represent a step towards an integrated and comprehensive PA measurement 

system using accelerometry, which may be used under free-living conditions for applications 

such as weight loss interventions and epidemiological studies. This is further discussed in 

Conclusions (chapter 6). 
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2 Background and Literature Review  

2.1 Methods of quantifying PA 

There are four principal characteristics of physical activity: intensity; type; duration; 

frequency (55). Methods of measuring and quantifying each of these characteristics are 

necessary in order to obtain a comprehensive picture of individuals‘ activity patterns under 

free-living conditions. There are two available approaches to obtaining measures of physical 

activity. The first is to rely on self-reporting methods such as questionnaires (51), and the 

second is to apply objective measurement tools such as pedometers (56) or indirect 

calorimetry (57). 

The intensity of physical activity is commonly quantified using a measure of energy 

expenditure such as the number of calories or METs
1
 that have been expended (58). There are 

a number of methods that may be used to obtain an individual‘s energy expenditure for a 

period of activity, these are discussed in subsection 2.1.2. 

The concept of what constitutes an activity type varies depending on the particular motivation 

behind measuring the activities of individuals. For example, the activity of ―sitting reading a 

book‖ is a subcategory of ―sitting‖ which in turn may also be regarded as a subcategory of 

―sedentary behaviour‖. Within the context of measuring exercise behaviour the degree of 

detail required may allow ―sitting‖ to sufficiently describe the activity, whereas a 

neuroscientist may wish to distinguish between ―sitting reading a book‖ and ―sitting watching 

television‖. Duration also plays a part in defining an activity type. For example, an individual 

may take a few steps between products when shopping in a supermarket, but this may or may 

not be considered to be ―walking‖. Similarly, walking at different speeds may be considered 

as a single activity or may be broken down into categories such as ―brisk walking‖ and ―slow 

walking‖. 

2.1.1 Subjective methods of measuring PA 

With the absence of a gold standard for objective activity measurement under free-living 

conditions, subjective self-reporting methods have been necessary to obtain information on 

activity patterns. Activity diaries have been used (59), and questionnaires were devised to 

extract data on physical activity (60-61). The Compendium of Physical Activities (58) is a 

resource which can be used in conjunction with physical activity questionnaires to quantify 

                                                      
1
 One MET (metabolic equivalent) represents the energy used by an individual when at rest. 
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the recorded activities in terms of METs. Contained within the compendium are a wide 

variety of activities which have been described, categorised and coded, and each has been 

given a corresponding energy cost in METs.  

Due to their reliance on subjects accurately recalling their physical activities, questionnaires 

have been found to be unreliable in giving accurate measures of PA (50-52). Vigorous 

activities have been sometimes found to be more accurately measured by questionnaire than 

lower intensity activities (62), which are typically underestimated due to the questions being 

unable to capture certain types of activity (63).  In contrast, a study by Boon et al. (64) 

compared data from two PA questionnaires and concluded that both significantly 

overestimated activity levels. Similarly, activity diaries can also underestimate energy 

expenditure (65). 

In addition to the questionable reliability of activity diaries and questionnaires, they are also 

limited to broad descriptive categories of intensity. Walking speeds, for example, are reduced 

to categories such as ―slow‖, ―normal‖, ―brisk‖, and ―fast‖, and energy expenditure is limited 

to ―light‖, ―moderate‖ and ―vigorous‖. The ability to obtain more precise estimates of 

intensity would better inform studies investigating the effects of physical activity on health 

outcomes. 

2.1.2 Objective Measures of PA 

Objective approaches to measuring PA are traditionally limited to quantifying energy 

expenditure (EE). EE is commonly measured through indirect calorimetry, which is an 

approach that measures the amount of oxygen consumed and/or carbon dioxide produced by 

respiration and subsequently uses this data to estimate EE through standard models (66). The 

gold standard for EE estimation is the doubly labelled water (DLW) technique which is used 

to obtain the average EE for a given period of time. The efficacy of using DLW for EE 

estimation in human subjects was first demonstrated by Schoeller and Van Santen in 1982 

(57). For this technique, subjects ingest a quantity of an unnatural isotope of water such as 

deuterium oxide (D2
18

O). The human body‘s respiratory process uses the oxygen isotope 

from the ingested water when producing carbon dioxide, and the deuterium is primarily lost 

through urination. By periodically sampling urine, estimates of CO2 production can be 

calculated by considering the amount of the original water isotope remaining in samples. 

From this, oxygen consumption, and therefore energy expenditure may be obtained. 

However, although the DLW technique is accurate, it is expensive to implement, due to the 
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cost of the isotopes involved, and cannot breakdown energy expenditure for different 

activities.   

Breath-by-breath gas analysis techniques can also be used to quantify EE under laboratory 

conditions. With this approach experimental subjects wear a gas mask linked to an analysis 

system which measures oxygen consumption and CO2 production. Analysis of changes in gas 

concentrations enable the measurement of energy cost of individual activities provided a 

steady state can be reached, which takes around one to four minutes (67). Although effective, 

this approach is impractical under free living conditions as it requires the subject to be 

connected to cumbersome equipment, and the mask may be uncomfortable and limits daily 

activities such as eating and drinking. Room calorimetry (68) can be a better alternative to 

breath-by-breath analysis as the subject is not constrained by measuring equipment. Instead 

subjects spend time within a sealed room where the incoming air is managed and measured. 

Air samples are periodically taken and analysed to obtain EE estimates. This is also an 

effective approach to quantifying PA but is clearly unsuitable for use in studies incorporating 

free-living activities as subjects are constrained to the test environment. 

Body-worn activity monitors may provide a practical solution to objectively quantifying PA 

in a free-living environment. Over recent years, they have become small and unobtrusive 

enough to be worn by an individual for long periods of time. The widespread availability of 

these devices, their size, and their relatively low cost makes them well suited to measuring 

PA for clinical interventions and epidemiological research. Activity monitors record 

continuous data collected through on-board sensors such as accelerometers, gyroscopes, and 

magnetometers. Accelerometers record body acceleration data in up to three dimensions, 

gyroscopes measure changes in orientation and the angular velocity of body segments, and 

magnetometers measure absolute orientation in relation to the Earth‘s magnetic field. 

However, the latter two sensors have limited applications in activity monitoring and feature 

less frequently in the literature than accelerometers. Additionally, gyroscopes consume more 

power than accelerometers, which means that operational times are lower when running from 

battery. This thesis focuses on the use of accelerometers to measure physical activity. 

Compared with a device such as a pedometer, which merely keeps a running count of how 

many times a threshold has been exceeded, accelerometers return rich data. Tacitly contained 

within these data is information relating to the different characteristics of PA, and through 

analysis of these data, estimates may be made for measures of PA.  
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An accelerometer is an electronic device which measures accelerations in relation to a single 

axis. A triaxial accelerometer combines three orthogonally placed accelerometers to enable 

measurement of acceleration in three dimensions. Accelerometers may be attached to a 

particular body site of an individual. The accelerations measured are those undergone by the 

body segment to which the accelerometer is affixed. Most accelerometers used in activity 

monitoring utilise a piezoelectric sensor to measure acceleration (69). Deformation in a 

piezoelectric element generates a voltage in proportion to the magnitude of the force (70). 

This voltage is sampled at discrete intervals and stored onboard as a digital signal. 

Accelerometry has been applied to measuring many aspects of human activity. A common 

application is to estimate energy expenditure from the accelerometer signal (71-78). Another 

is to identify postures (79-81) and the types of physical activity that are being performed (82-

89). Accelerometry has also been applied to identifying gait parameters (90-94) such as 

cadence, speed and step length. Other applications include falls detection (95-98) and 

assessing balance (99-100). This thesis is concerned with activity classification, walking 

speed estimation, and energy expenditure prediction, and methods of measuring these though 

accelerometry are explored in the following chapters. 

2.1.2.1 The Actigraph GT3X+ 

The Actigraph GT3X+ activity monitor (Actigraph LLC, Pensacola, FL, USA) (Figure 1) was 

chosen for use in the studies described in this thesis. Actigraph accelerometers have featured 

in many studies involving quantifying physical activity (101-104). At the time of writing, the 

GT3X+ is the current model in a range of Actigraph activity monitors that have been used in 

research for the past several years, and has been validated by several studies (105-108). A 

number of alternative activity monitors were considered for use, such as PAL Technologies 

ActivPAL, the Philips Actical, and the Tri-Trac RT3. However, the overall specification of 

the GT3X+ was superior to these alternatives – in terms of sample rate, onboard memory 

size, acceleration range, and battery life – and this, coupled with the popularity of the 

Actigraph devices in previous literature made it suitable for the studies described below. 
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Figure 1: The Actigraph GT3X+ 

The GT3X+ is able to sample accelerations of ± 6G at between 30Hz and 100Hz. It has 

sufficient battery life to collect data for a maximum of around one month on a single charge, 

and has enough internal memory for a maximum of around 42 days. When sampling at 50Hz 

estimated battery life and memory capacity converge at around 24 days. The GT3X+ 

specification describes accelerometer data being available in ―raw‖ form. However, 

consultation with Actigraph revealed that there is some proprietary pre-processing of the 

acceleration signal that occurs on-board the device, for which they were unwilling to give 

details. This is likely to be an anti-aliasing filter, which aims to remove signal frequencies 

that are beyond that of the sampling frequency. For the purposes of the studies below, the 

signals were regarded as raw. 

2.1.3 Terminology for the Accelerometer Coordinate System 

The studies in this thesis each utilise one or more Actigraph GT3X+ activity monitors affixed 

to the waist and/or the hip of the study participant. When the devices are fitted the participant 

is standing, and the three axes on the devices are aligned as closely as possible with the 

vertical, anteroposterior and mediolateral directions in relation to the individual. Throughout 

the thesis, this original alignment is used as a naming convention when referring to an 

accelerometer axis or signal. For example, the accelerometer axis that was initially aligned to 

the vertical in relation to an individual will still be referred to as such if the individual is lying 

down, but now the vertical accelerometer axis would be horizontal in relation to the absolute 

vertical as determined by gravity. In chapters 4 and 5 the vertical, anteroposterior and 

mediolateral accelerometer axes are also labelled X, Y and Z respectively. Where the term 

‗vertical‘ is used without reference to the accelerometer signal or accelerometer axis, then 

this refers to the absolute vertical. 
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2.1.4 Activity Monitor Placement 

It was intended that a single activity monitor should be placed at an appropriate body site in 

order to measure the different aspects of physical activity under consideration in the three 

studies presented in the thesis. That is, activity type, energy expenditure and walking speed 

should be obtained from accelerometer data collected at a single site, which allows the 

potential of producing measurements in each area using the same dataset. There were a 

number of candidate body sites such as the ankle, wrist, hip/waist, and chest. The chosen site 

was a compromise between the level of burden to the wearer, and its utility in being applied 

to measuring these aspects. The hip was considered a lesser burden than the chest and ankle, 

and there was an abundance of literature in these areas for hip and waist which exceeded that 

found for chest and ankle. The wrist would be preferable in terms of burden, but based on the 

literature this placement did not appear best suited for measuring all the aspects of physical 

activity under consideration in the thesis, this is discussed further below. 

In recent years large scale epidemiological research has shifted focus to collecting data 

through wrist-mounted accelerometers, as in the case of UK Biobank and NHANES, and for 

the general public there has been increased interest in commercial activity monitoring 

systems using wrist-mounted devices. The primary reason that the wrist has been chosen for 

such studies has been to increase compliance, as the wrist is already a familiar placement site 

for watches and bracelets, and places little burden on the wearer. However, the characteristics 

of data collected at the wrist are significantly different from those collected at the hip, as the 

arm is able to move independently to the torso and, therefore, the wrist-mounted 

accelerometer may be subject to two kinds of body movement simultaneously. This may 

mean that certain aspects of physical activity may not easily be inferred from a wrist-mounted 

accelerometer signal. For example, when considering estimation of walking speed from 

accelerometer output, there are established speed-prediction algorithms in the literature based 

on the movement of the centre of mass (CoM). Such algorithms may utilise hip-mounted 

accelerometer data due to the proximity of the hip to the CoM. However, it is not likely that 

CoM movement may be estimated from the wrist – particularly if the wearer were to use a 

mobile phone or to eat while walking. This is not to say an alternative approach may not be 

applicable for wrist data. Additionally, wrist accelerometers may not be suitable to accurately 

estimate energy expenditure, as shown in a study by van Hees et al. who found that 

acceleration explained only 24% of the variation in physical activity EE at best (109). For the 

studies in this thesis, the hip was chosen as the primary accelerometer site as a compromise 
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between the burden to the wearer and its use in previous research relevant to the three studies 

described in this thesis.  

 

2.2 Effects of Obesity on Accelerometer Output 

The ability to classify physical activities using accelerometry relies on the premise that 

accelerometer signals exhibit common characteristics for like activities, and that different 

activities generate their own distinctive signals. Similarly, in order to estimate energy 

expenditure from accelerometer output, the signal magnitude must increase with the intensity 

of an activity. Given that these premises are true for an individual, there is still the question 

as to whether a single approach to PA measurement can be applied to a wider population due 

to differences between individuals. Specifically, it is not known if signals generated by obese 

and normal BMI groups are sufficiently similar to allow such an approach. 

There are two main reasons to postulate that the same approaches to PA measurement using 

accelerometry may not apply across BMI groups. First, the movements of obese individuals 

differ from their normal BMI counterparts, and this may result in significant differences 

between accelerometer signal characteristics obtained from obese and normal groups. 

Second, an accelerometer may experience unwanted movement due to excess adipose tissue 

at the body site where it is placed, which may introduce noise to the signal. If the 

accelerometer signal characteristics diverge significantly between BMI groups, then an 

alternative approach to PA measurement may be required depending on BMI. 

Previous studies have shown that PA measurement such as activity classification (83, 110-

113) and energy expenditure estimation (71, 104, 114-115) is possible using accelerometry. 

However, very few of these studies take into account the effects by obesity on approaches to 

PA measurement. Most studies are based on either BMI groups in the accepted normal range 

(85, 116-117), or mixed BMI groups that are considered as a whole with relatively small 

numbers of obese participants (84, 101, 118), and there is little or no comparison made 

between BMI subgroups.  

2.2.1 Obese Movement 

Previous research into obese movement is principally concerned with spatiotemporal 

parameters and biomechanical aspects of gait. Several studies note that the preferred walking 

speed of obese individuals is slower than non-obese individuals (119-121). Many studies 
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found that obese individuals exhibited shorter stride lengths (119-121), and cadence was also 

observed to be lower (121-122). Step widths were found to be greater in obese individuals 

(119) resulting in greater mediolateral sway of the centre of mass (123). The stance phase and 

double support phase was longer for obese individuals (120-121). Also, a recent  study found 

that obese individuals walked with a straighter leg (124). Many biomechanical differences in 

gait have been observed between obese and normal groups.  Hip abduction/adduction angles 

differ between BMI groups (119-120). Obese participants have a higher toe-out angle (121, 

125) and greater eversion at the ankle (120, 125).  

There is little research comparing BMI groups for movements other than gait. One study 

considered differences between obese and normal BMI groups when performing whole body 

reaching tasks, and found there was a greater centre of mass displacement in the obese group 

(126). Studies investigating sit to stand movements have found that there is greater hip 

flexion in the non-obese group (127-128) and that foot placement differed between groups for 

the task (128). Differences between BMI groups for simple tasks such as these imply that 

there may also be differences for other types of movement. A systematic review by Runhaar 

et al. (129) focussed on differences in lower extremity joint biomechanics between obese and 

non-obese – within the context of the effects of obesity on osteoarthritis – and showed that 

obese individuals exhibited altered biomechanics for everyday tasks.  

In some cases it is apparent that the different movement styles will have an effect on the 

accelerometer signal. Increased mediolateral sway of the centre of mass will certainly cause 

greater accelerations to be recorded by a hip-mounted accelerometer. For other differences 

the effect on accelerometer output is not as apparent. For example, the several altered gait 

parameters observed in obese individuals may result in an accelerometer signal which is 

different to those generated by non-obese individuals, yet these signals may retain key 

characteristics, common to both groups, that distinguish them as walking.  

2.2.2 Excess Adipose Tissue 

There is no previous research on how excess adipose tissue affects accelerometer output. 

Though, it is evident that some common accelerometer sites, such as the waist/hip, may have 

a thick layer of adipose tissue which, when performing activities, could move independently 

to the movement of the body segment to which the accelerometer is attached, and which 

would in turn cause unwanted movement of the accelerometer. The accelerometer would 
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subsequently be subject to two sources of movement – the body segment movement and the 

movement of the adipose tissue – and the accelerometer signal would reflect this. 

2.2.3 Summary 

It is clear from previous research that there are distinct differences between obese and non-

obese movements. When measuring PA using accelerometers in a mixed BMI group, these 

differences in movement may result in inconsistent accelerometer signal characteristics 

between the two BMI groups. The signal may be further influenced by unwanted 

accelerometer movement due to excess adipose tissue at accelerometer sites. When 

algorithms designed to estimate measures of PA from accelerometer signals are applied to 

mixed BMI groups, these differences in signal characteristics have the potential to affect the 

accuracy of estimated PA. 

2.3 Classification of Activities from Accelerometer Output 

In order to gain a greater understanding of how physical activities affect individuals, it is 

necessary to be able to quantify several aspects of those activities. Many studies choose to 

evaluate physical activity in terms of energy expenditure, as this is a good measure against 

which outcomes such as weight loss may be assessed. However, energy expenditure 

measurements alone give a limited insight into the wider aspects of PA. The ability to 

identify the type of activities a person undertakes would help assess the role that each activity 

plays in affecting outcome measures in clinical studies. Additionally, the mode of activity is 

an important element in understanding individuals‘ activity patterns, and a practical tool able 

to provide this information under free-living conditions would be of use in epidemiological 

research. 

As discussed previously, exercise interventions have included several varied activities 

including overground walking (21, 35, 38-40), treadmill walking (20, 25), jogging (30, 41), 

stationary cycling (20, 24, 39, 42), rowing (43), stair stepping (20, 24), stretching (37), 

resistance training (23, 26-27, 45-46), step aerobics (26, 47) and calisthenics (48). A 

prescribed exercise program may contain a single (42, 130-132) or multiple activities (20, 24, 

43). These activities may be performed at light (39), moderate (40, 133) and vigorous (40, 

134) intensities. An activity classification algorithm for use in exercise interventions would, 

therefore, need to be able to recognise many different activity modes. 
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It is envisaged that an activity monitor may be used to generate a periodic profile of the 

activities performed by obese individuals participating in an intervention such as a weight-

loss programme. The activity profile would show how well an individual had adhered to the 

prescribed programme of activities, and this then may be compared with the amount of 

weight lost. Each activity could be assessed for its effectiveness in weight loss, and how well 

it is adopted by participants. In addition to prescribed exercise, an activity profile could also 

return detailed lifestyle activity which may not otherwise be accounted for. With information 

such as this, a large scale weight loss intervention could be better assessed on its overall 

effectiveness. Detailed activity profiles obtained using an activity monitor may also be of use 

in epidemiological research aiming to identify which behaviours are risk factors associated 

with obesity. 

As will be discussed in section 2.5, EE estimation equations based on accelerometer output 

are less effective for multiple activity types than for single activities in isolation. Therefore, 

separate EE estimation algorithms are recommended for each activity type. A classification 

stage is thus required in order to decide which of the EE estimation equations is appropriate 

to the accelerometer output. 

2.3.1 Activity Classification 

Signals generated by body-worn accelerometers vary according to the type of activity being 

undertaken by the wearer. The movements of a body, and the accelerations it undergoes, are 

clearly similar for a single activity type, but vary across different activities; for example, 

jumping always involves a significant vertical acceleration, whereas using a rowing machine 

entails very little vertical movement. Consequently, body-worn accelerometer signals for the 

same activity type share signal characteristics that may not be common to other activity 

types. By exploiting the distinguishing characteristics of accelerometer signals, machine-

learning techniques are able to identify which activities have taken place in the accelerometer 

record, and can assign to each an activity label accordingly. This process is known as 

classification. Figure 2 illustrates how different physical activities generate distinctive 

accelerometer signals; the cross-trainer can be seen to have significantly higher changes in 

vertical acceleration than cycling and rowing, and, similarly, rowing shows greater 

anteroposterior accelerations than both cross-trainer and cycling. However, the differences in 

the accelerometer signals between different activities are not always so pronounced, and the 

effectiveness of the machine-learning algorithms to classify activity from accelerometer 

signals relies on which signal characteristics can best distinguish activities. 
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Figure 2: Example accelerometer signals for selected activities. Signals shown in units of g x 1000 against time in 0.02s 

increments. Accelerometer axes: Red = vertical axis, Green = anteroposterior axis, Blue = mediolateral axis. (This data 

was collected as part of the study described in section 3.) 

2.3.2 Overview of Classification Process 

There are a number of stages involved in the process of classifying physical activity from 

body-worn accelerometer data. The main stages, shown in Figure 3, are as follows: 1) data 

collected using accelerometers is used as input to the classifier; 2) input data is segmented 

into manageable and meaningful parts; 3) signal characteristics, known as features, are 

extracted from each data segment; 4) a classification algorithm is applied to the feature data; 

5) estimates of activity type are produced for each data segment. Segmentation, feature 

extraction and classification are described in more detail in sections 2.3.3, 2.3.4 and 2.3.5. 

 

A classification scheme may employ either a supervised (135-136) or an unsupervised (137-

138) machine-learning approach to identifying activities from an accelerometer signal. 

Supervised machine-learning algorithms first require training by a dataset of example 

accelerometer signals for different activities in order to learn how to associate accelerometer 

signal characteristics with activity types (111, 139-140). Once trained, these algorithms may 

then produce estimates (also known as predictions) for which activities are represented within 

a new set of activity data. Unsupervised machine-learning attempts to distinguish between 

different activity types and group together like activity types without the use of training data 

(141-143). The main disadvantage of supervised machine-learning is that physical activities 

which are not trained for will necessarily be misclassified as one of the possible activities 

contained within the training set, whereas unsupervised machine-learning is not limited by a 

Figure 3: The classification process 

input  segmentation  feature extraction  classification  output 
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predetermined activity set. However, the majority of previous activity monitoring research 

has used the supervised-learning approach to test whether a specific set of activities may be 

identified. Unsupervised learning is beyond the scope of the thesis, and all future references 

to and descriptions of classification techniques will be in the context of supervised machine-

learning. 

Classification may be applied on an inter- or intra-subject basis. For intra-subject 

classification (144), a single subject provides training data for the classifier, which is 

subsequently applied to test data for the same subject. Inter-subject classification (84) uses a 

group of several subjects to train the classifier, which is then applied to a subject that does not 

belong to the training group. Intra-subject classification usually leads to higher prediction 

accuracy, as there are no variations in accelerometer output that are due to subject 

differences. However, in a real world application such as a clinical intervention, or a study 

where many subjects may be taking part, it is not practical to train for every subject 

individually, and, therefore, inter-subject classification is necessary. 

2.3.3 Segmentation  

A dataset collected from a body-worn accelerometer over a period of time will typically 

contain a number of different activities. The aim of an activity classification scheme is to 

provide estimates for the types of activity that have been performed over this time period. In 

order to achieve this, the accelerometer data must first be divided into manageable segments 

known as windows. Classification then takes place on a window-by-window basis. Windows 

generally contain a fixed number of acceleration samples, and thus represent a fixed duration. 

This duration ranges between 0.2s (145) and 12.4s (85). As far as possible, each window 

should contain representative accelerometer data for a single activity type, though windows 

containing transitions between activities are inevitable. If the chosen window length is too 

long, however, then it may cover two or more activities. This will cause misclassifications in 

situations where smaller windows may have been sufficient to correctly identify each 

activity. Conversely, a window that is too short may not have adequate data within it to 

distinguish the activity.  

2.3.4 Feature Extraction 

The feature extraction process reduces each data window to a number of characteristics; these 

are usually statistical in nature and are chosen with the aim to best distinguish differences 

between activities. Features may be time-domain, such as mean and standard deviation (110-
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111, 144), or frequency-domain such as spectral energy (111, 139, 146), and fast Fourier 

components (FFT) (147). Additionally, a heuristic approach may be employed, where insight 

into the problem domain informs feature choice – for example, the angle of the sensor with 

respect to the vertical (in relation to gravity) may be used to distinguish body orientation and 

thus infer types of posture (148). Also, wavelet analysis (149-151) has been applied to feature 

extraction (152-154); this method combines both frequency and time information by 

subdividing the signal using a sequence of high and low pass filters .  

It can be seen that for the three activities in Figure 2 the vertical signal variation, shown in 

red, is much greater for the cross-trainer than the other two activities, and the green 

anteroposterior signal varies more for rowing than the other two activities. A two-

dimensional feature set produced by calculating the variance of the vertical and 

anteroposterior would sufficiently distinguish the three activities. By applying a set of rules 

based on thresholds between high and low variances, estimations of activity type could be 

returned. However, when considering a greater number of activities, the differences between 

signals are not so apparent, and a more complex feature set would be required to allow for 

this.  

If a feature set is not able to adequately characterise the accelerometer signals for different 

activities, then the classifier accuracy will be limited regardless of which algorithm is chosen. 

Too few features may contain insufficient information for the classifier to perform 

satisfactorily, whereas too many features can confound the classifier and reduce classification 

accuracy (155-156). Some studies may initially select a large number of features then apply 

feature reduction techniques such as Principal Component Analysis (PCA) (157) which 

transforms a number of potentially correlated features into a smaller number of uncorrelated 

features. Also, a feature selection algorithm (158) may be applied to reduce the number of 

features by identifying and eliminating redundant features.  

2.3.4.1 Feature Space  

Feature values extracted from a window of data can be considered as representing a point 

within a multi-dimensional feature space. Taking the mean and standard deviation of a 

window, for example, would place it within a two dimensional feature space. Well chosen 

features would allow windows of like activities to form groups within the feature space, and 

would result in more distinct groupings between different activities. In the example in Figure 

4, it can be seen that the three activities have formed clear groups in the feature space, which 
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suggests that this feature set may be effective in distinguishing those activities. A greater 

number of features can help mitigate overlap between groups, and consequently lead to 

higher classification accuracy. However, if too many features are selected, then this can lead 

to a phenomenon known as the curse of dimensionality, where ―the demand for a large 

number of samples grows exponentially with the dimensionality of the feature space‖ (135). 

This means that the feature space becomes more sparsely populated with training data as 

dimensionality increases with every feature added, thus necessitating a greater amount of 

training data. If there is insufficient training data, then this will detrimentally affect the ability 

of the classifier to produce accurate predictions. 

 

Figure 4: Feature space example. Windows of three different activities (red, green, and blue) projected into a three 

dimensional feature space. (Mock data to illustrate feature space.) 

 

2.3.5 Classification Algorithms 

The classification algorithm is the engine that processes the training and test data, and 

produces predictions of which activities are present in the test dataset, as shown in Figure 5. 
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The classifier must first be trained to recognise activities before the test data can be 

processed. The training data that is supplied to the classification algorithm is a collection of 

features extracted from each data window, and labelled according to which activity the 

window represents. The test data contains accelerometer signals which represent an unknown 

set of activities for which predictions are to be made. The test data is divided into windows, 

and features are extracted before being passed to the classifier. The classifier generates an 

activity type prediction for each window in the test dataset based on the training data it has 

received. 

 

Figure 5: Supervised machine learning 

There are several machine-learning algorithms that have been used effectively in the field of 

activity monitoring. A brief description of some relevant algorithms follows. The reader is 

directed to Preece et al. (159) for a more comprehensive summary.  
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Decision trees (84, 111) are structures built to model a particular decision making process. 

The tree consists of a number of nodes following a parent-child hierarchy. Parent nodes 

represent decisions, each of which have child nodes which may either be further decisions or 

terminate at a conclusion to the decision process. The structure is traversed from the top, 

following the sequence of decisions, until a terminal node is reached. In the context of 

activity classification each decision is based on features from a window of monitor output 

and the terminal node is used as the prediction for the class. Figure 6 shows a decision tree 

based on the example accelerometer output in Figure 2: first the variance of the vertical signal 

is compared with a threshold which has been established through the analysis of training data, 

if the threshold is exceeded, then the decision tree returns ―cross-trainer‖ as its prediction, 

otherwise a comparison is made between the anteroposterior variance and a similarly 

obtained threshold, and ―rowing‖ or ―cycling‖ is returned accordingly. Decision trees may be 

defined manually but there are also algorithms, such as the C4.5 algorithm, able to 

automatically construct optimal decision trees from a set of data 

 

Figure 6: A simple decision tree. The circular nodes represent decisions, and the square terminal nodes represent an 

activity classification which depends on the truth of the criteria in the decision nodes. In this example, activity type is 

decided first on whether the variance of the vertical accelerometer signal exceeds a predetermined threshold, and, if 

not, whether the anteroposterior (A-P) signal variance exceeds the threshold. 
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Another common machine-learning algorithm is k-Nearest Neighbours (kNN) (135). For this 

approach, features are first extracted from labelled training data and these are used to 

populate an n-dimensional feature space, such as the example in Figure 4. A window from an 

unknown dataset is mapped to the feature space and its distance from each labelled point in 

the training set is determined. A classification is arrived at by taking the first k nearest points, 

or neighbours, in the training set and choosing the most frequently occurring class (as 

labelled). The value of k varies; a small value for k can mean that the classifier is more 

susceptible to noise in the data, but a larger value will increase computational time. The kNN 

algorithm was first applied to activity recognition by Foerster et al. (160) who were able to 

classify nine activities, and a number of subsequent studies have successfully built on this 

approach (161-162). 

Quadratic Discriminant Analysis and Linear Discriminant Analysis (QDA and LDA) have 

been applied to activity classification (140). Probabilities for each class of activity are defined 

by multivariate Gaussian distributions (163), and a discriminant function (which is a 

simplification of the distribution), when applied to a window of unknown activity, provides a 

likelihood value for each possible activity (164). The activity with the maximum likelihood is 

chosen as the activity prediction for the window. LDA is a special case of QDA where the 

covariances of each activity distribution are assumed to be equal, resulting in linear decision 

boundaries between activity classes (165).  

Other common algorithms include the following: threshold-based classification (154, 166), 

which is a simple classification scheme that compares feature values with predefined 

thresholds to determine which activity is chosen; Naïve Bayes classification and Gaussian 

Mixture Model (GMM) (80, 111, 167), which are probabilistic schemes based on Bayes 

theorem; artificial neural networks (aNN) (84, 117), which return predictions using a 

mathematical model designed to process information in a similar way to the human brain; 

Support Vector Machine (SVM) (144, 168), which aims to differentiate between two 

activities by finding a hyperplane that separates the two with the greatest margin; fuzzy logic 

(169-170), which is a type of logic which assigns a measure of truth ranging between 0 and 1, 

allowing input data to have partial membership of fuzzy sets, and returns predictions from 

rules based on set membership; and Hidden Markov Models (HMM) (140, 146, 171), which 

return predictions based on the likelihood of transitions between states. 
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2.3.6 Assessing Classifier Accuracy 

Before a classifier is ready to be applied to activity data obtained in the field, as part of a 

clinical intervention or a study involving measurement of physical activity, its effectiveness 

at identifying physical activity must first be evaluated. To achieve this, the classifier is 

trained and then applied to a set of test data where the activities being performed are already 

known, and by comparing the classification results with the known activity labels, measures 

of prediction accuracy may be calculated. 

The accuracy of a classification algorithm is assessed using a confusion matrix, the format of 

which is shown in Table 1. This method compares the labelled data with the classifications 

generated by the algorithm and presents the results in a grid with columns representing 

predictions and rows representing the actual activities or ―Ground Truth‖. The intersection of 

row and column contains the total value for the prediction/ground truth pair. In Table 1, P 

represents a prediction, the first part of the subscript represents the ground truth activity, and 

the second part of subscript represents the predicted activity – for example, PAC represents an 

incorrect prediction of Activity C for the actual Activity A. The diagonal (PAA, PBB, PCC) 

represents totals where the predictions have successfully matched the ground truth, other 

totals in the grid represent misclassifications. 

Ground Truth\Prediction Activity A Activity B Activity C 

Activity A PAA PAB PAC 

Activity B PBA PBB PBC 

Activity C PCA PCB PCC 
Table 1: The format of a confusion matrix. 

Overall classification accuracy is calculated by dividing the total number of correct 

classifications by the total number of predictions made. Further to this, measures of classifier 

accuracy known as precision, specificity, sensitivity (or recall) and F-score may be 

calculated. These measures are calculated from the total number of true positive (tp), false 

positive (fp), true negative (tn) and false negative (fn) results. How results are placed within 

these four categories can be illustrated using the example confusion matrix in Table 1. True 

positive values, where the prediction matches the ground truth, are PAA, PBB, and PCC. False 

positives are predictions that have incorrectly been predicted as being a particular activity; for 

example, PBA and PCA are false positives for Activity A. False negative values are where a 

specific activity has incorrect predictions; for Activity A these are PAB and PAC where 

Activity A has been incorrectly predicted as Activity B and Activity C respectively. True 
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negative values are where the predictions do not contain true positives, false positives or false 

negatives; for activity A these are PBB, PBC, PCB, PCC. Precision, specificity and sensitivity, 

and F-score are calculated in the following way: 

Precision = tp/(tp + fp) Specificity = tn/(tn + fp) Sensitivity = tp/(tp + fn)  

F-score = 2 x (Precision x Sensitivity) / (Precision + Sensitivity) 

A classification algorithm is validated for inter-subject capability using a cross-validation 

technique. One such technique is n-fold cross-validation where data are divided into equal 

segments, known as folds, and all but one fold is used as training data to test the remaining 

fold. This is repeated until each fold is tested. Similarly, for leave-one-out cross-validation 

(Figure 7), training data are obtained from all but one dataset and the algorithm is applied to 

the remaining dataset. This is repeated systematically so that each dataset is classified in this 

way. The results may be compiled for all subjects then assessed for accuracy using a 

confusion matrix and measures, such as sensitivity and precision, as appropriate.  

 

Figure 7: Leave-one-out cross-validation. In the example there are four participants to be tested. For each of the four 

tests the classifier is trained by data from all but one of the participants and the classifier is applied to the excluded 

participant’s dataset. The results of the four tests are collected to obtain an overall assessment of the classifier’s 

performance. 
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2.3.7 Related Work 

Previous activity classification research has tested different approaches to classification, with 

the general aim of improving classification accuracy. Studies have often compared the 

performance of different classification algorithms, and occasionally the effects of different 

feature sets. However, the findings of this research depend on not only the classification 

scheme employed, but also on the number and placement of accelerometers, the number of 

participants, the physical characteristics of the participants( such as BMI), and the types of 

activity studied.  

The sections below present a review of previous activity classification research with respect 

to the following: the different activity types considered (2.3.7.1), the number and positioning 

of accelerometers (2.3.7.2), the number of participants in the obese and non-obese BMI 

ranges (2.3.7.3), and the types of features that have been employed (2.3.7.4). In addition, 

these areas are considered in relation to their implications for identifying the activities of 

obese individuals undertaking a weight-loss intervention under free-living conditions. 

2.3.7.1 Activity Types 

When developing an activity classification scheme there should be sufficient activities to test 

its capability; the fewer the activities in the chosen activity set, and the more varied the 

movement characteristics are between activities, the more the classification accuracy will 

increase, but the classifier will be of limited use – distinguishing between two dissimilar 

activities such as running and sitting, for example, would certainly give rise to high 

accuracies without gaining much insight into the general effectiveness of the classification 

scheme. The activity set is generally aimed at a particular application or domain, such as that 

of free-living. Many studies have incorporated the core free-living activities of standing, 

sitting, walking (172), and lying (80, 84). Some studies have additionally included stair 

walking (111, 117, 144, 171) . More vigorous activities such as bicycling (111, 117), 

jogging/running (84, 111, 117, 144, 171) and Nordic walking (84, 117)  are also common. 

Household chores such as vacuuming (111, 144) and folding laundry (111) have sometimes 

been considered. Occasionally gymnasium activities such as strength training (111) and 

rowing (84, 117) are included in the activity set. Certain other activities studied are a specific 

case of a more general activity, as in the case of sitting talking (160) and watching TV (111) 

which may both be considered examples of sitting.  
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Previous research has generally been arbitrary in its choice of activities, having no aim 

beyond testing the algorithms with a set of common activities found in everyday life. 

Specifically, no study has selected an activity set expressly chosen to represent a weight-loss 

programme suitable for overweight and obese participants. A weight-loss programme may be 

performed unsupervised at home and in the gym, and accelerometry has the potential to 

measure adherence to such a program, and to objectively quantify time spent in each activity 

in order to assess the effectiveness of the weight-loss program. It is, therefore, important to 

ascertain whether such an activity set can be effectively classified from accelerometer output. 

Activity types may be divided into two categories: static activities, such as sitting, standing 

and lying; and dynamic activities, such as walking, running and cycling. The accelerometer 

signals produced by dynamic activities can be complex, and a feature set able to capture their 

distinguishing characteristics is required in order to generate accurate predictions. 

Conversely, the static activities of sitting, standing and lying produce simple accelerometer 

signals which are dominated by the constant acceleration due to gravity. These signals show 

little variance for the same type of static activities, but clear distinctions between different 

static activity types may be observed; for example, for upper body mounted accelerometers 

the magnitude of the vertical acceleration signal is significantly greater in sitting than in 

lying. The goal of classifying static activities such as these is, therefore, relatively easily 

achieved: static activity is indicated if the signal magnitude area is lower than a predefined 

threshold (80), and once identified can be further classified using a simple decision tree based 

on the angle of the accelerometer (80), or through a secondary set of pre-established 

thresholds between standing, sitting and lying (82).  

In order to measure health outcomes based on physical activity patterns, in addition to 

measuring the level and type of exercise being performed by individuals, it is important to 

determine the amount of time spent in sedentary activity. A comprehensive activity 

classification system intended for practical use under free-living conditions would, therefore, 

need to be able to identify both static and dynamic activities. To achieve this would require 

the implementation of a two-phase approach to activity classification. The first phase would 

be to calculate the magnitude of the accelerometer signal. This would be compared to a 

predetermined threshold representing the boundary between static and dynamic activity. In 

the second phase, a dynamic classifier algorithm or static classifier algorithm would be 

employed accordingly (see also Appendix C for further details). 
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2.3.7.2 Number and Positioning of Accelerometers 

The number and positioning of sensors on the body significantly affects how well the activity 

classification algorithm performs, and also the types of activities that can be identified. Body 

site sensor placements that have been considered in previous research include the hip (101, 

111, 117, 140, 173), waist (80, 110, 142, 146), thigh (111, 160, 174), chest (84, 175), ankle 

(101, 111), wrist (84, 111, 117, 146, 160, 173), arm (111), head (160), and back (82, 85), and 

combinations thereof. Additionally, some studies have affixed accelerometers to body-worn 

items such as a backpack (147), shirt and trouser pockets (167), a bag (167) and a necklace 

(167, 176). The number of sensors under consideration in previous research ranges between 

one (80, 140, 144) and thirty (177), though most studies have fewer than six. Having a greater 

number of sensors placed at different body sites yields a richer dataset, which generally 

improves classifier accuracy (177-178), but there is a point where improvement is small (111) 

compared to the monetary cost of each additional sensor and the additional computational 

resources required.  Activities involving distinctive upper body movements are more easily 

detected with wrist- or arm-mounted sensors, and, similarly, lower body-mounted sensors 

better identify locomotive activities. For this reason, classifier accuracy differs depending on 

the combination of accelerometer site and activity set (101). A corollary to this is that there is 

no single best accelerometer site for optimum classifier accuracy across all possible activities. 

However, a major goal of activity monitoring is to be able to record activity patterns under 

free-living conditions in a manner that is as unobtrusive as possible to the person being 

monitored. For this reason a single sensor placed at an appropriate body site would be 

desirable.  

2.3.7.3  Activity Classification and Obesity 

Many activity classification studies have demonstrated high levels of accuracy when testing 

participant groups with BMIs predominantly in the normal range (18.5-25 kg/m
2
). For 

example, Parkka et al. (84) tested sixteen participants with BMIs of 24.1 ± 3.0 kg/m
2
, Ermes 

et al. (117) tested twelve subjects with BMIs of 23.8 ± 1.9 kg/m
2
, and Bonomi et al. (85) 

tested twenty participants with BMIs of 23.6 ± 3.2 kg/m
2
. Each of these studies reported an 

overall accuracy of between 86% and 93%. However, as these studies have included few 

obese participants, it is not clear whether the same approaches to activity classification would 

yield similar results when applied to an obese group.  

Another limitation of activity classification research is the small number of participants used 

to develop and test the algorithms. Studies have been conducted with as few as eight (174), 
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six (80, 140), two (144) and one participant (89). Having very few participants in these 

studies makes it less likely that these approaches will generalise to the wider population 

(179), and they either include insufficient numbers to allow a comparison between normal 

and obese groups, or they have no obese participants. There are, however, some activity 

classification studies which have taken participant weight and height or BMI into 

consideration; these are discussed below. 

A recent study by Oudre et al. (180) included twenty-four participants, eight of which were 

overweight, and four were obese. The study reported high accuracies for detection of four 

activities: walking, biking, running and ―other‖ which included non-periodic and static 

activities. The overweight group scored the highest accuracies overall, followed by the 

normal BMI group. The obese group scored highest for running but lowest for biking, making 

their overall score the lowest. The authors concluded that the variances between BMI groups 

were reasonable, and that their classification method was still justifiable for mixed BMI 

groups. However, it is arguable that there was an insufficient number of obese participants to 

allow any meaningful conclusions to be drawn. Additionally, the study reported that a visual 

representation of the frequencies of the accelerometer signal (spectrogram) for dynamic 

activities were visibly different between the obese group and the normal weight group. This 

may imply that a more pronounced difference between classification results for obese and 

non-obese groups may become apparent with greater numbers of obese participants, but this 

was not one of the conclusions of the study. 

One study by Zhang et al. (181) included seventy-six participants with BMIs averaging 24.7 

± 4.4kg/m
2
 (ranging from 18.4kg/m

2
 to 41.0kg/m

2
). Sixty-nine of the participants performed 

five dynamic activities: walking, running, climbing stairs, descending stairs, and jumping. 

Classification accuracy was compared between the over 25 BMI group and the under 25 BMI 

group. The authors reported that although there was a significant effect of BMI on 

classification (p = 0.045) it was only correlated with the ―running‖ detection rate (r = -0.25, p 

= 0.031) and none of the other activities; as detection rates for running were still high (>99%) 

they concluded that accuracy was not greatly affected by BMI. However, because the 

overweight group included the obese participants, no distinction could be made between the 

separate effects of the overweight and obese groups on classifier accuracy, or how the normal 

group results differed to the obese group alone.  
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A study by De Vries et al. (101) considered the effects of accelerometer position on the 

classification accuracy of an artificial neural network, and also tested the effect of including 

demographic information such as height and weight. Forty-nine individuals participated with 

BMI values averaging 23.8 ± 3.4 kg/m
2
. Two sets of activities were used: one consisted of 

five activities comprising general activity types such as walking and using the stairs, the other 

totalled nine activities which included more specific activity types such as brisk or regular 

walking and ascending and descending stairs. Using three ANN models based on which 

accelerometers were to be used – 1) hip alone, 2) ankle alone, and 3) hip and ankle combined 

– they returned accuracies of 80.4%, 77.7%  and 83.0% for models 1), 2) and 3) respectively 

against the five activities, and 60.3%, 64.2%, 69.1% for models 1), 2) and 3) respectively 

against the nine activity set. For the nine activities the models were unable to satisfactorily 

differentiate between activities of the same general type but of different speeds, and also 

standing still was frequently mistaken for sitting, and stair ascent was confused with stair 

descent.  To investigate whether classification accuracy was improved by including 

demographic variables, the researchers included body height and weight, gender, and age as 

additional inputs to the ANN. Surprisingly, they found that classifier accuracy actually 

decreased slightly for all three models. However, that demographic variables do not improve 

classifier accuracy cannot be regarded as conclusive in light of some fundamental issues. 

Within the five component activity set, two of the activities were static (standing and sitting), 

and therefore easier to detect (as discussed in 2.3.7.1), leaving only three dynamic activities 

(walking, stair walking, and cycling), and for this varied combination a high overall accuracy 

might be expected. Under these circumstances, the prediction accuracies for the five activities 

of 77%-83% may possibly be regarded as lower than expected. This result, and the relatively 

low reported accuracy for the nine component activity set (60%-69%), may be due to the 

accelerometer data being sampled at only 1Hz; as human activity may involve movements of 

up to 20Hz. This low sample rate may not be sufficient to capture the subtlety of movement 

involved within the activities, the extracted features are consequently less characteristic of the 

activity types in question, and thus the ANN‘s prediction accuracy is compromised. 

There is reason to hypothesise that classification systems developed from principally non-

obese groups may not perform as expected when applied to the obese. Obese gait and 

movement characteristics differ from those of their lower BMI counterparts, as discussed in 

2.2.1. Additionally, an excess of adipose tissue at sensor placement sites may allow 

extraneous movement of the accelerometer, which in turn may add noise to the accelerometer 
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signal that could affect the classification process. Previous research has not sufficiently 

investigated the effect of obesity on activity classification accuracy, and, therefore, more 

research is needed to compare obese and normal BMI groups. 

2.3.7.4 Features Considered by Previous Research 

As was discussed briefly in 2.3.4, activity classification studies employ statistical features to 

characterise each window of activity data. Also, several studies have sought to exploit the 

periodic nature of some activities, such as walking and cycling, by transforming the 

accelerometer data to the frequency domain. A selection of features that have been used in 

activity monitoring studies is described below. 

Two of the most popular choices of feature are the mean of the signal (111, 117, 140, 146, 

160), and the standard deviation or variance (84, 89, 140, 142, 146) . Bao and Intille‘s 2004 

study (111) became the most comprehensive in terms of the number of participants and 

activities involved; the features they employed were mean, energy, frequency-domain 

entropy, and also a measure of correlation between accelerometer axes. Energy was 

calculated as the sum of the squared magnitudes of the discrete FFT components of the 

signal, excluding the DC component (which is effectively the mean of the signal), and was 

normalised by dividing by the window length. Similarly, frequency-domain entropy was 

calculated as the normalised entropy of the FFT components of the signal, again excluding 

the DC component. The features used by Bao and Intille (111) have subsequently been used, 

either alone or as a subset of a larger feature set, in studies such as Ravi et al. (144), Mannini 

et al. (88), Bonomi et al. (85), Huynh and Schiele (147) and Lester et al. (146). A number of 

studies have used skewness and kurtosis (84, 110, 117), and eccentricity (110) of the signal. 

Percentile values have been used as features (84, 101, 117) – these features are typically 

comprised of two or more of the following: 5
th

, 10
th

, 25
th

, 75
th

, 90
th

 and 95
th 

percentiles. The 

signal magnitude area (SMA), which is the sum of the high-pass filtered rectified signal, and 

is more commonly used in estimating energy expenditure as described in section 2.5.1, has 

also been considered as a feature in activity classification (80, 142). The Fast Fourier 

transform (FFT) has been used to extract features based on Fourier coefficients (85, 87, 146-

147) – these may be used as individual features, placed into frequency bands, or used to 

compute measures such as entropy and energy. Similarly, discrete cosine transformation 

(DCT) (112) and Cepstral analysis (146) have also been used to generate frequency domain 

features for application to activity recognition – a cepstrum of a signal is defined as the 

inverse Fourier transform of the log of the Fourier transform of the original signal. 
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Although there are several studies that compare the capabilities of different classification 

algorithms, there are few which compare different feature sets. Maurer et al. (167) compared 

eight feature sets for six activities and six sensor sites for six participants. The results showed 

a range of accuracies for each permutation of feature set and sensor site, but the researchers 

had deliberately optimised the feature sets for use with a watch-based sensor worn at the 

wrist. In addition, there were only four dynamic activities (running, walking, ascending and 

descending stairs) all of which were locomotive in nature, and the classifier returned poor 

accuracies for ascending and descending stairs for all feature sets. There was, therefore, no 

conclusion to be drawn as to which feature set performed best. Huynh and Schiele (147) 

compared thirty-two features and concluded that no single feature performed best for the six 

activities under consideration; although FFT coefficients consistently ranked highly, the 

particular coefficients responsible for the highest precision differed across activities. Preece 

et al. (182) also found that FFT components yielded the highest prediction accuracies for 

eight different dynamic activities. These results were obtained using ten  feature sets, 

including that proposed by Bao and Intille (111), and combinations of three sensor placement 

sites (ankle, waist and thigh) with the highest accuracy resulting from the ankle sensor data. 

In section 2.2 it was hypothesised that the movement characteristics of obese individuals, and 

excess adipose tissue at sensor placement sites, may give rise to accelerometer signals that 

differ from those observed in normal weight subjects. As a consequence, this may result in a 

disparity in feature values between the different BMI groups for like activities, which would 

lead to potential misclassifications. As discussed above, there have been few studies that have 

considered the effect of BMI on classification, and there are none which have compared the 

performance of feature sets between obese and non-obese groups. 

2.3.8 Research Questions  

Previous research has not adequately addressed the effect of obesity on activity classification, 

nor has it considered an activity set developed specifically for weight-loss purposes. 

Furthermore, there are no studies which have compared classifier accuracy between obese 

and normal BMI participants, or compared the performance of different feature sets for these 

groups. A single, unobtrusive accelerometer site is desirable for free-living applications such 

as monitoring an obese person‘s adherence to a prescribed set of activities designed for 

weight loss purposes. However, it is not known how a classification scheme will perform 

with a single accelerometer against a weight-loss oriented activity set. Given the limitations 

of previous studies, the following research questions are proposed: 
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1) Can a set of aerobic exercises and free-living activities be identified from data 

collected by a single accelerometer mounted at the hip or at the ankle? 

2) Does activity classification accuracy differ between obese and normal BMI groups? 

3) Do the same accelerometer features apply to obese and normal BMI groups, or do 

they require different accelerometer features to characterise their physical 

activities?  

2.4 Walking Speed Estimation from Accelerometer Output 

Walking is a key activity in maintaining health (183) and can help reduce excess weight 

(184-185). NICE guidelines recommend at least five days of moderate intensity exercise, 

such as brisk walking, for at least thirty minutes per day (18), and walking is a preferred 

activity among sedentary individuals wishing to increase their activity levels (186). Walking 

is an easily performed aerobic exercise which can be incorporated into daily life. It does not 

require special equipment or professional oversight. It can be performed at low speeds to suit 

the ability of the individual, and can be increased in intensity and duration over time as 

fitness improves. Walking has been described as a the ―nearest activity to perfect exercise‖, 

having multiple benefits and minimal adverse affects (187), and is recommended by public 

health bodies for maintaining and losing weight (183). Walking is, therefore, an area of 

special interest in activity monitoring research, particularly in the context of obesity 

management. 

Walking speed is a measure of intensity which may be considered as an alternative or 

complement to measures of energy expenditure. Ainsworth et al. (188) assert that speed is a 

key factor in categorising an activity such as walking into light, moderate or vigorous 

intensity. A clinician implementing an intervention which recommends brisk walking would 

benefit from the ability to identify when bouts of walking are occurring, their frequency and 

duration, and what speeds are being achieved. From this information it would be possible to 

measure adherence and evaluate the effectiveness of the intervention. Also, these measures 

may be useful to a participant in such in an intervention, as it would provide motivational 

feedback and a cumulative record of how well they were meeting exercise targets. 

Various techniques exist for objectively estimating walking speed. Global positioning 

systems (GPS), for example, have demonstrated this ability. Schutz and Chambaz found a 

high correlation between GPS-measured and actual walking speed (189), though they 

concluded that the level of error they experienced made it unsuitable for intervention studies.  
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La Faucher et al. (190) applied processing techniques to GPS signals and achieved a very 

high correlation between estimated and actual speed (R
2
=0.987). However, although GPS 

may be accurate – and also a common technology available through smart phones – it is 

limited to outdoor areas within the line of sight of four satellites, which is problematic in 

heavily developed areas such as cities. It also is not possible to assess walking speeds of 

individuals exercising on a treadmill by means of GPS. 

Gyroscopes and inertial measurement units (IMUs), which combine gyroscopes and 

accelerometers, have previously been applied to estimating walking speed (191-194). 

Gyroscopes are first discussed, and accelerometry is considered separately below. The 

gyroscope approach to walking speed estimation first obtains angular rotation of the leg about 

the hip from leg-mounted gyroscopes. Using this value, in conjunction with the length of the 

leg, the stride length is calculated through trigonometry. This can then be divided by the 

duration of the gait cycle to obtain walking speed. Studies differ in their approaches to 

gyroscope placement, how the angle of rotation is obtained, the model used to estimate stride 

length, and how the length of the gait cycle is calculated.  

Miyazaki (195) took the maximum and minimum angles recorded by a thigh-mounted 

gyroscope to obtain the angle through which the leg has moved. Using these angles and the 

length of the subject‘s leg, the stride length was approximated through trigonometry.  The 

gait cycle duration was the time elapsed between the points at which the leg was oriented at 

these maximum and minimum angles. From the stride length and duration, an estimate for 

walking speed was obtained.  Aminian et al. (196) used three gyroscopes –  one attached to 

each shank and one on the right thigh – to measure the angular rate of rotation parallel to the 

mediolateral axis. Heel strike and toe off were obtained through identifying negative peaks in 

the angular velocity signal, and the duration of the gait cycle was calculated as the time 

between consecutive toe-off events for the right leg. The angular velocity of shank and thigh 

was integrated to obtain estimates of the angular rotation of shank and thigh, and a double 

pendulum model was applied to these angles, along with thigh length and shank length, to 

obtain stride length. Velocity was then calculated as the derived stride length divided by the 

estimated gait cycle duration. The RMSE for speed estimation returned by the study was 

0.06m/s, which represents good accuracy.  

Although gyroscopes have been shown to accurately measure walking speed in the 

laboratory, they use a relatively high level of power for their operation, which limits the 
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amount of time they can be used before their power source requires recharging. This may be 

a problem for studies in the field. Gyroscopes can also be subject to drift over time, which 

can lead to inaccuracies when computing angular velocities (197) and, consequently, affect 

speed estimates. For these reasons, gyroscopes may not be ideal tools for measuring walking 

speed under free-living conditions and over prolonged periods. 

Body-worn accelerometers have been shown to be capable of estimating walking speeds in 

various studies (91, 198-201). Accelerometers consume less power than gyroscopes, and 

therefore have longer operational times in the field, and their use is not limited by 

geographical location as in the case of GPS. An additional advantage of using accelerometers 

is that, when analysing data collected under free-living, an activity classification phase (as 

described in section 2.3) may precede walking speed estimation to help ensure that the data 

has indeed been generated by walking. This phase would not require additional data or 

sensors, and would mean that periods of activity other than walking were not estimated for 

speed. Previous research in estimating walking speed using accelerometry is discussed below.  

2.4.1 Related Work 

Several studies have investigated the potential for accelerometry to be used to estimate 

walking speed. These studies fall into two main categories: those based on a biomechanical 

model, and those modelling the relationship between accelerometer signals and walking 

speed by using abstracted models such as machine-learning algorithms. The biomechanical 

approach first attempts to estimate one or more gait parameters from the accelerometer 

output, such as vertical displacement, then utilises an established biomechanical walking 

model to calculate speed from these parameters (90). Abstracted approaches attempt to model 

a relationship between the accelerometer signals and walking speed. This approach usually 

involves an initial phase where example accelerometer data is collected at different walking 

speeds. From this, a multi-linear speed prediction model may be derived though linear 

regression (200). Alternatively, a machine learning algorithm, such as an artificial neural 

network, is trained to associate characteristics of the accelerometer signal with the measured 

speeds (198). A selection of walking speed estimation studies are discussed in more detail 

below. 

Human walking can be considered as adhering to an inverted pendulum model (202-203). For 

each leg in stance phase the centre of mass moves through an arc in relation to the foot 

(pivot) as shown in Figure 8.If suitable parameters can be obtained from an accelerometer 
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signal, then spatiotemporal gait parameters may be calculated using the model. Walking 

speed estimation methods employing a biomechanical model are generally split into two 

phases. First, the gait cycle duration is calculated from the accelerometer signal by 

identifying the times of gait events through techniques such as heel strike detection (90, 204). 

Second, stride length is obtained from the model by applying integration and geometry, as 

will be discussed below. From these values walking speed may be subsequently obtained. In 

a study by Zijlstra and Hof (90), an accelerometer was affixed to the lower back, and the 

vertical accelerometer signal was double integrated to obtain vertical displacement of the 

centre of mass (see Figure 8). From the vertical displacement and the subject‘s leg length the 

step length was calculated using the inverted pendulum model according to the formula: 

                     (where h is the vertical displacement and l is the leg length). 

This result was divided by the gait cycle duration to obtain walking speed.  

 

Figure 8: Inverted pendulum model of gait, showing the trajectory of the centre of mass (CoM) through stages of the gait 
cycle (205) 

A recent study by Bishop and Li (206) also exploited the pendulum-like movement which 

characterises walking . Subjects wore two biaxial accelerometers laterally mounted on their 

right shank. Throughout each stride cycle the angle of the vertical accelerometer axis changes 

in relation to the global vertical, relative to the direction of gravity. Bishop and  Li (206) used 
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this angle to transform the accelerations experienced by the accelerometers into the global 

coordinate system. Double integrating these accelerations gave global vertical and horizontal 

displacements. From these, stride length was calculated. Stride cycles were identified as 

occurring between consecutive time points where the shank was parallel with the direction of 

gravity, and this allowed the gait cycle duration to be determined.  

There are a number of studies which have applied correlation and line fitting techniques to 

accelerometer signals to obtain walking speed prediction models. These studies have 

generally first extracted one or more features (as described in 2.3.4 and 2.3.7.4) from the 

accelerometer signals, and the relationship between the set of features and walking speed has 

then been analysed using methods such as regression (85, 200). Schutz et al. (200) were the 

first to use features of an accelerometer signal to estimate speed through regression, in this 

case a single feature (root mean square) was used. Bonomi et al. (85) extracted the average, 

standard deviation, peak-to-peak distance, and cross-correlations between axes as features of 

the signal and employed multiple linear regression to estimate walking speed. Panagiota et al. 

(199) developed a linear model based on ten features. In this study, features obtained from 

the accelerometer signal included step cycle duration and the mean magnitude of the signal, 

and additional features were based on subject attributes such as height, weight and BMI. In 

contrast, the model used by Barnett and Cerin (207) was obtained by simply correlating 

accelerometer counts with walking speed
2
. An alternative approach by Yeoh et al. (208) took 

the sum of the net acceleration values of two thigh-mounted accelerometers for a number of 

walking speeds and applied the method of least squares to fit a third order polynomial model 

for speed estimation. 

An artificial neural network (aNN), which is a form of non-linear regression, was first applied 

to walking speed prediction from accelerometer output by Aminian et al. (198). This 

approach uses accelerometer signal features as input parameters to the aNN. Parameters are 

usually obtained after segmenting the accelerometer signal, commonly into gait cycles (198), 

and are then calculated segment by segment. Parameters taken from the signal are usually 

statistical, such as the root mean square (209) or median (198). Subject demographics such as 

height (204, 209) and weight (204) may also be included within the parameters. The 

parameters and their corresponding speed values are used to train the neural network. 

Predictions for speed may then be generated by the aNN from a given set of input parameters.  

                                                      
2
 Accelerometer counts are the sum of the filtered and rectified accelerometer signal over a fixed period, and 

are frequently used in energy expenditure estimation equations. Counts are described in more detail in 2.5.1. 
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Previous research has considered treadmill walking and overground walking when 

developing and testing speed prediction algorithms. Many studies have considered only 

overground walking (85, 94, 199, 207, 209), while several studies have used treadmill data 

alone to both train and test an algorithm (204, 206, 210). Various other studies have trained 

algorithms with treadmill data, and applied this to overground test data (118, 198). The 

advantage of using a treadmill is that a constant speed may be imposed and maintained, and 

therefore reliable walking data is easy collected for each speed dictated by the study protocol. 

Overground walking is more naturalistic and allows the subject to set the walking pace.   

2.4.2 Limitations of current approaches  

In 2.2.1 it was discussed that obese gait differs from that of lower BMI individuals. However, 

most previous research into estimating walking speed from accelerometry has not considered 

the effect of obesity on the outcomes. It is possible, for example, that the vertical 

displacement of the centre of mass in obese individuals is lessened due to wider strides and 

greater mediolateral sway when walking (119-121). It is not clear, therefore, whether a speed 

estimation algorithm which uses this displacement, such as that employed by Zijlstra and Hof 

(90), would generalise across BMI groups. Again, the study by Bishop and Li (206) focussed 

on developing a novel method to predict walking speed from accelerometry based on a 

biomechanical model, but did not consider the effects of altered gait patterns observed in 

obese individuals. It is, therefore, unclear whether speed estimates would be equally accurate 

for obese individuals as for non-obese individuals when employing these techniques. 

Approaches using artificial neural networks may be able to compensate for differences in 

gait, as the accelerometer signals contain tacit information pertaining to gait characteristics, 

which may be recognised by an aNN. The aNN would, however, need sufficient training with 

data from a heterogeneous group of walkers, and this has not previously been investigated.  

Studies or clinical interventions which require measurements of walking speed may involve 

many participants. For this reason, the measurement procedure needs to be practical and cost 

effective. A limitation of certain previous walking speed studies involving accelerometry is 

that prediction algorithms have been developed on an intra-subject basis (198, 200). This 

approach requires an initial calibration phase where the participant provides sample 

accelerometer data by walking at a number of speeds in the laboratory. The speed estimation 

algorithm can subsequently make predictions for that particular individual based on this 

calibration data. This approach is useful in tailoring the prediction algorithm to the subject, 

resulting in higher accuracy rates, and as a result it may neutralise the problem posed by 
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obese gait. However, performing this initial phase adds cost in terms of calibration time and 

data processing time, and also requires the participant to attend a laboratory appointment. It is 

therefore not practical in larger studies. Conversely, inter-subject speed prediction models 

aim to be applied to the wider population without an individual calibration phase. In order to 

achieve this, the algorithms need to be adequately pre-trained with a suitable heterogeneous 

subject group, and the prediction models must account for inter-subject differences in gait. 

One study was identified which involved many obese participants. Schutz et al. (200) 

conducted a number of experiments in order to develop and test their speed prediction model, 

which correlated the RMS of a belt-worn uniaxial accelerometer signal with speed. In one of 

these experiments, a significant number of obese participants (n=50 females, BMI: 31.4 ± 5.1 

kg/m
2
) took part. However, the aim of this experiment was to demonstrate that speed 

prediction models require individual calibration due to inter-subject differences. This was 

successfully demonstrated for the model in question as, although correlations between RMS 

and speed were high for each individual in isolation, there was a large amount of variability 

observed across the subject group. Consequently, they chose to employ individual calibrated 

algorithms in their model. A subsequent experiment validated their speed prediction model 

against six non-obese male subjects (BMI: 23.6 ± 2.5 kg/m
2
). The final experiment applied 

the model in a free living environment to a group containing a number of obese members 

(n=28 females, BMI: 30.0 ± 3.8 kg/m
2
). This experiment aimed to demonstrate how the 

model could be applied to both normal and obese women. However, there was nothing in 

place to measure actual walking speed in the period of testing, which means that it is 

uncertain whether the results returned were accurate. Although this study involved several 

participants with high BMIs, it did not validate the speed prediction model for obese 

individuals. Also, individual calibration was required by the model, which, as discussed, is 

impractical in large scale studies or interventions. 

Many approaches to walking speed estimation require accelerometers to be placed at specific 

body sites, and these may not be practical in a free-living environment. The lower back close 

to the centre of mass is a common placement (85, 91, 94, 198). However, this may prove 

uncomfortable for individuals when sitting. The method employed by Bishop and Li (206) 

produced accurate speed predictions, but the two accelerometers need to be carefully placed 

so that both align with gravity when the shank is vertical, and the algorithm accuracy was 

also affected by the distance between the two devices.  In a study or intervention employing 

this approach the perceived burden to a participant of having to carefully affix two 
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accelerometers to the shank may result in reduced compliance. Another study investigated the 

use of a chest-mounted accelerometer  (204), but again this is not an optimum site for long 

term studies outside the laboratory.  The hip is an ideal accelerometer placement site for 

walking speed estimation in the field due to its proximity to the centre of mass and relative 

unobtrusiveness, but there are few studies which have investigated whether accelerometer 

data collected at this site can be used to accurately predict walking speed.. 

A study by Panagiota et al. (199) used hip-mounted accelerometers and applied a multi-linear 

model to predict walking speed. The study also acknowledged that height and weight can 

affect gait. For this reason the prediction model incorporated height, weight and BMI in 

addition to accelerometer features. However, there was not sufficient diversity in the subject 

group to test for the effects of BMI on the model, and a comparison of results between BMI 

groups was not made. A previous study by Vathsangam et al. (118) also used a hip-mounted 

accelerometer and tested three linear regression approaches to walking speed estimation. 

Subjects were selected for this study with varying BMIs; values ranged from 22kg/m
2 

to 

34.5kg/m
2
 with a mean of 26.4 ± 5.3 kg/m

2
. However, there were only eight participants in 

total, which means that there were insufficient obese participants to test the effects of BMI on 

the algorithms. Additionally, the analysis was performed on an intra-subject basis, and, 

therefore, may not generalise for applications where this training phase is not practical. 

2.4.3 Research question 

There are several approaches that may be applied to estimating walking speed in individuals. 

GPS can be accurate but is limited to outdoor areas within the line of sight of four satellites. 

Gyroscopes consume more power than accelerometers, and therefore have lower operational 

times in the field. Accelerometry presents a low cost, practical solution to these problems. 

However, there are two main limitations to current approaches of estimating walking speed 

using accelerometry that are relevant to this thesis. First, no study has considered how obese 

gait characteristics may affect the accuracy of speed estimation algorithms. Second, 

accelerometer placement in previous research may be impractical or potentially intrusive in 

free-living conditions. 

The research question is asked: can a hip-mounted accelerometer be used to accurately 

estimate walking speed for an obese group? 
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2.5 Energy Expenditure Estimation (from Accelerometer) 

Energy expenditure (EE) is a quantifiable aspect of PA against which health outcomes may 

be measured. EE may characterise PA more suitably than other measures – such as step 

counts or walking speeds – for a purpose such as a weight loss intervention. Also, for 

interventions combining diet and exercise, a comparison between calorific intake and energy 

expenditure would provide useful information on the energy deficit or surplus associated with 

changes in weight. It is important, therefore, to have tools able to provide objective and 

accurate measurements of EE. This is particularly the case for overweight and obese groups 

who are most likely to take part in weight-loss interventions. Accelerometry may be a tool 

suitable for this purpose. 

Accelerometers are used to measure accelerations of body segments. As the intensity of an 

activity increases, augmented body movements impose greater accelerations upon the 

accelerometer, resulting in an increase in amplitudes and a change in frequencies within the 

accelerometer signal. The accelerometer signal characteristics, therefore, relate to activity 

intensity and, consequently, energy expenditure (115), which is a quantification of intensity. 

Studies which have used accelerometers to measure energy expenditure in a free-living 

environment have often employed only simple algorithms to place activities into categories of 

intensity (211) such as light, moderate, and vigorous. However, it is possible to obtain more 

precise estimates of EE in terms of units of EE such as calories, and these may be more 

appropriate for applications. 

2.5.1 Current Models for Predicting Energy Expenditure from Accelerometer 

Output 

For the purposes of predicting energy expenditure, accelerometer output is typically 

quantified in units known as ―counts‖, which are calculated over an arbitrarily chosen period 

known as an ―epoch‖. Various ways of computing a count have been applied, such as the 

zero-crossing method where counts represent the number of times the accelerometer signal 

passes through zero within the epoch (212), or the vector magnitude method (213) where 

counts are calculated as the square root of the sum of the squared accelerations for each 

accelerometer axis. However, the most common method is to find the area under the rectified 

curve across the epoch, and then to convert this value to counts per minute by dividing by the 

sample rate multiplied by sixty. To calculate the area under the rectified curve the signal is 

first high-pass filtered to remove the offset from zero caused by gravity. The filtered signal is 
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then rectified – that is, all negative values are converted to positives – and finally the sum of 

the rectified filtered signal is taken over the epoch. An example of this process is illustrated 

in Figure 9. Epoch length can vary, but is typically around one minute (212).  

 

Figure 9: Obtaining accelerometer counts from the raw signal. First, the raw signal is subject to a high pass filter to 
remove the offset from zero caused by gravity. The filtered signal is rectified to allow the summation of values across 
the epoch to obtain the area under the curve. In this example a 10s epoch is shown (500 samples at 50Hz). (The figure 
shows data collected as part of the study described in section 5.) 

The potential to estimate energy expenditure from accelerometer output was first investigated 

by Montoye et al.  (115) using a simple linear prediction model. Many subsequent studies 

have examined the relationship between accelerometer counts and a criterion measure of EE 

(71, 76, 116, 214-218). During these experiments participants are asked to perform activities 

at various intensities while both energy expenditure data and accelerometer data are 

collected. Previous studies have used a range of different placement sites for the 

accelerometer, such as the waist/hip (71), ankle (219), wrist (73), or lower back (69). The 

most common activities used to derive EE prediction equations are walking (76, 216), or both 

walking and running (71, 214-215), though lifestyle activities have also been considered (73, 

217).  
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Indirect calorimetry is the most commonly used method for quantifying energy expenditure 

(212). With this technique, oxygen consumption and CO2 production are obtained either by 

measuring breath-by-breath gas exchange (214), or by room calorimetry (114). Due to the 

specialised equipment involved in room calorimetry, or the need to wear a face mask or 

mouthpiece throughout testing during breath-by-breath analysis, these techniques are limited 

to laboratory conditions. Longer term studies in the field may employ the doubly labelled 

water (DLW) technique (described in 2.1.2) (220), which is considered the gold standard for 

energy expenditure measurement under free-living conditions (221). The DLW technique 

provides the cumulative energy expenditure over the testing period. It is, however, unable to 

return fine-grained information regarding the energy cost of specific activities.  

Oxygen consumption (VO2) is a proxy measure of energy expenditure, and can be used to 

examine the correlation between EE and accelerometer counts (71). Most studies, however, 

elect to convert VO2 to kilocalories (using                    (222) or Weir‘s 

equation(223)                                         ) or METs (      

            

                      
) (222). The MET (metabolic equivalent) value returned by the calculation 

is representative of the amount of energy used relative to the resting metabolic rate (RMR). 

The RMR is assumed to be 3.5mLkg
-1

min
-1

 (224), though an actual measure of an 

individual‘s RMR may be substituted for this value. METs are used to quantify EE levels in 

terms of sedentary (1.0-1.5 METs), light (1.6-2.9 METs), moderate (3.0-5.9 METs) and 

vigorous levels (>=6 METs) (58). NICE guidelines suggest forty-five to sixty minutes per 

day of moderate-intensity activity for at least five days per week to prevent obesity (18). With 

accurate predictions of MET values from accelerometer output under free living, individual 

activity levels may be compared with guidelines such as these. This may be particularly of 

use in epidemiological studies which aim to assess the effects of PA on health outcomes 

(225). Alternatively, kilocalories represent absolute EE. Estimates of kilocalories may be 

useful as an alternative to METs in cases where the specific energy cost of activities is of 

interest to the researcher; for example, when a comparison between calorie intake and energy 

expenditure is made (226-227).  

With both accelerometer data and a criterion measure of EE for physical activities performed 

by subjects at a number of intensities, it is possible to model the relationship between 

accelerometer counts and EE. Several studies have explored this relationship and have 

reported encouraging correlation coefficients in excess of r=0.85 (71, 116, 217-218). 
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Although more recent research has investigated non-linear approaches to predict EE from 

accelerometer output, these high linear correlations have led to linear prediction equations 

being the most widely developed. In order to formulate these equations, the measured energy 

expenditure and accelerometer data for all subjects are collated and linear regression is 

applied. These basic linear models can be developed to predict METs or kilocalories (with 

the addition of subject weight as an independent variable). 

The linear model for predicting METs from accelerometer counts can be expressed 

mathematically as follows:    

METs = a + bK      [1] 

Where a and b are constants, and K represents accelerometer counts per minute. The 

constants a and b are obtained through a linear regression between accelerometer counts and 

a measure of EE expressed in METs.  

Similarly, the linear model for prediction kilocalories from accelerometer counts is as 

follows:  

kcal/min = a + bK +cW    [2] 

Where a,b and c are constants, K represents accelerometer counts per minute and W 

represents body weight. The constants a,b and c are obtained through multiple linear 

regression. Equations of this form are widely used by commercial systems to provide 

estimates for energy expenditure under free-living conditions. For example, at the time of 

writing, the proprietary Actilife software for use with the Actigraph accelerometer has the 

option to use twelve MET and five kilocalorie prediction equations, all of which are based on 

linear regressions from previously published research. 

2.5.2 Factors which may Explain More of the Variance in the Linear EE Prediction 

Model 

The basic linear prediction models described by equations [1] and [2] above express simple 

relationships between accelerometer counts, body weight and energy expenditure. Inherent in 

these models is the assumption that the variance in energy expenditure between individuals is 

described by accelerometer counts and weight alone. This assumption would appear at first to 

be supported by the high correlation coefficients discussed above. However, these 

correlations were obtained from small homogeneous subject groups with BMI levels 

predominantly in the normal range (71, 116). Physiological differences between obese 
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individuals and those of normal BMI may lead to differences in EE which cannot be 

explained by differences in body weight and accelerometer counts alone. These differences 

and the impact they may have on the prediction models is discussed in the following 

paragraphs. 

There are three main components of energy expenditure in individuals which combine to give 

total energy expenditure, these are as follows (228): resting energy expenditure (REE), or 

basal metabolic rate (BMR); the thermic effect of food (TEF), which is the energy cost of 

digesting and processing food; and the energy expenditure due to physical activity. BMR is 

the minimum amount of energy the body requires to sustain vital functions when at rest under 

comfortable and warm conditions and more than twelve hours after eating (229). In practice 

accurate values for BMR may not be easily obtainable, therefore resting metabolic rate 

(RMR) or sleeping metabolic rate (SMR) may be measured for use as an approximation for 

BMR.  It has been shown by previous research that the magnitudes of body-worn 

accelerometer signals increase as exercise becomes more vigorous. However, when 

considering total energy expenditure, accelerometry alone does not bear any relationship with 

BMR or TEF, as these remain constant for an individual regardless of how the accelerometer 

signal changes with physical activity; accelerometer output alone is only able to estimate 

energy expenditure due to physical activity. A first step in improving EE prediction from 

accelerometry would be to account for BMR in the model.  

BMR can account for up to 70% of total energy expenditure (230), and because BMR varies 

between individuals the total energy expenditure measured for a specific activity will also 

differ. This will, therefore, affect the relationship between total energy expenditure and 

accelerometer counts. Because accelerometer counts alone are not able to predict BMR, this 

supports the need for additional physiological measurements to be incorporated into the EE 

prediction model to account for individual BMR levels. For example, fat-free mass is the 

primary determinant of BMR followed by fat mass (FM) (231). The MET and kilocalorie 

prediction equations [1] and [2], as used in previous prediction models, both presume that 

BMR is a constant between individuals. For METs this constant is incorporated into the unit 

when converting from VO2. The kilocalorie model does not distinguish how much of the 

total EE being estimated is due to BMR and how much is due to physical activity. Some 

previous research studies (232-233) have chosen to remove subjects‘ BMR values (or the 

similar but more easily measured RMR values) from the energy expenditure measurements in 

order to obtain the actual energy cost of the activity before formulating prediction equations. 
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This approach is acceptable for research studies, but it may not be practical to obtain 

individual RMR measurements in large scale implementations of EE estimation algorithms.  

Other physiological factors which have the potential to influence energy expenditure during 

physical activity include age (234-237), gender (235, 237), and ethnicity (235, 237). Children 

have a higher metabolism than adults due to high cellular activity and growth (229). Fat free 

mass is known to reduce with age (234), and older adults have been found to have lower 

BMR levels (236). Men oxidise food more quickly than women which contributes to a higher 

BMR (229). A recent study comparing accelerometer-based energy estimation equations 

between Black and Caucasian concluded that ethnic-specific formulae are required due to 

lower accuracies being returned from the Black group (238). 

Rising et al. (239) aimed to investigate the relationship between obesity and total energy 

expenditure in a small population of Pima Indian men. The study found the major 

determinant of total daily energy expenditure is fat free mass. Subsequently, Weyer et al. 

(237) considered a large group of Caucasians (n=416) and Pima Indians (n=500). One of the 

aims of the study was to provide equations for predicting 24 hour total EE, and for this 

purpose several demographic, anthropometric and physiological measurements were 

considered. The study found that age, gender, ethnicity, fat free mass, fat mass, and the ratio 

between waist and thigh circumferences were significant determinants of total energy 

expenditure.  

For obese individuals the increased energy cost of physical activity resulting from carrying 

extra body weight is accounted for in the basic linear model. However, there are aspects of 

obesity which may otherwise increase energy expenditure. Obese gait characteristics, such as 

shorter strides and wider steps (see 2.2.1), may negatively affect walking economy. The 

distribution of fat over the body may contribute to greater energy being spent by obese 

individuals over those with lower BMIs. For example, there is research to suggest that the 

energy cost of walking in the obese may be increased due to greater weight of the legs (240).  

A number of demographic, anthropometric and physiological factors were highlighted above 

which have the potential to influence EE for physical activities and could therefore give rise 

to between-subject differences in EE. Such differences are likely to be more pronounced 

between groups of obese individuals and those with normal BMI. If such differences do, in 

fact, impact significantly on EE in obese groups, then lower correlations between EE and 

accelerometer counts might be expected for cohorts with a large range of BMI. A preliminary 
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study by Preece et al. (241) appears to support this argument. The study compared the 

correlations between accelerometer counts and oxygen consumption for an obese group with 

a normal BMI group and found a lower correlation in the obese group (r=0.76 compared with 

r=0.89 for the normal BMI group), though subject groups were relatively small, having ten 

participants in each. Brookes et al. (76) tested a group of seventy-two middle-aged 

participants with mean BMI of 26.0 ± 4kgm
-2

 and reported R
2
=0.61 for overground walking 

activities, which is lower than the R
2
=0.82 (71) and above reported by those using small 

homogeneous groups discussed above.  

The participant group (n=70) in the study by Swartz et al. (73) was relatively varied in terms 

of age (41 ± 15 years) and BMI (26.0 ± 5.4kgm
-2

), and this study returned an R
2
 value of only 

0.343. However, EE prediction models derived from experimental protocols involving 

multiple activities have returned significantly lower correlation coefficients (217) than those 

based on walking and running, and when linear prediction models are applied to multiple 

activities they tend to overestimate EE for certain activities while underestimating EE for 

others (242). The low R
2
 value returned by Swartz et al. can be largely attributed to the 

number and variety of activities in the experimental protocol (the study considered twenty-

eight varied activities including cooking, tennis, softball, and gardening activities). It is not 

clear, therefore, how the variance in the linear model was affected by more varied subject 

attributes.  Crouter et al. (77) tested the validity of fourteen linear EE prediction equations 

using a subject group of forty-eight individuals with varied BMI (25.8 ± 5.2 kgm
-2

). The 

study concluded that all equations underestimated vigorous physical activity, though once 

again multiple activities were considered and the effect of BMI on the results is therefore 

unclear.  

When considering a heterogeneous population of individuals, the physical and physiological 

factors described above may explain more of the variance observed in the model relating 

accelerometer counts to EE. Prediction accuracy may consequently be improved by 

incorporating additional subject attributes in the EE prediction model. This would have 

positive implications for studies involving obese or mixed BMI groups, such as weight loss 

interventions. In order to identify which additional factors improve the EE prediction model, 

a diverse subject group is required, and a single activity must be considered in isolation, as 

multiple activities are a confounding factor in assessing the model‘s performance. 



47 
 

2.5.3 Attempts to Improve on the Basic Linear Model for Predicting Energy 

Expenditure 

Nonlinear approaches to improving EE prediction have been investigated. Crouter et al. (243) 

used two separate nonlinear regression equations: one for lifestyle activities (including 

computer work, lawn mowing, washing dishes, basketball, and so on) and a separate 

nonlinear regression for locomotive activities (comprising walking and running). The 

algorithm used the coefficient of variation of the accelerometer signal to decide which 

equation to use. Considering eighteen activities in the experimental protocol, the study found 

improved accuracy over three linear models (these being  the Freedson (71), Swartz (73) and 

Hendelman (217) linear equations). However, this improvement in accuracy may be due to 

the prediction equations being well suited to the chosen configuration of activity types and 

durations in the testing protocol. If the times spent in each activity mode were changed, it is 

not clear that there would still be an improvement over the linear models. Also, it is not clear 

whether the apparent improvements were due to the two-phase approach, or the nonlinear 

model innovation. 

Su et al. (233) applied support vector regression techniques to accelerometer output and EE 

collected from treadmill walking. Using this approach they achieved an improvement in EE 

estimation over linear models. However, the subject group was small (n=11) and all subjects 

were below the threshold for obesity, so this model has not been sufficiently tested against a 

diverse subject group. Chen and Sun (114) applied linear and nonlinear models to 

accelerometer data collected over two days for a mixed protocol of sedentary and lifestyle 

activities (walking, stepping, static cycling, and everyday routine activities). The study also 

incorporated four parameters based on subject attributes, and used the novel approach of 

combining the horizontal accelerometer axes. They found improved energy expenditure 

estimates over the proprietary algorithms used by their accelerometer software. However, the 

extent to which each of their three innovations (nonlinear equation, subject attributes in the 

prediction model, and combined horizontal axes) was individually responsible for this 

improvement is not clear. 

Rothney et al. (103) were the first to apply an artificial neural network to energy expenditure 

estimation. The study considered ten parameters from which the neural network made 

predictions, five of which were based on subject attributes, the other five were accelerometer 

signal features used as an alternative to accelerometer counts. The study reported improved 

accuracies over two linear prediction models. Staudenmayer et al. (104) also developed an 
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artificial neural network to estimate MET energy expenditure for a programme of mixed 

intensity activities and achieved an RMSE of 1.22 METs. The study employed statistical 

accelerometer features as inputs to the ANN instead of accelerometer counts, and the model 

was subsequently validated against a larger (n=277) diverse subject group and mixed activity 

set by Freedson et al. (244), this time achieving an RMSE of 1.9 METs. Although these two 

studies show the promise of using an ANN to estimate EE, the RMSE values returned suggest 

that the level of accuracy is not currently adequate for field applications involving diverse 

participants. 

There have been certain studies that have incorporated demographic, anthropometric and 

physiological attributes of individuals in addition to accelerometer counts and body mass. 

Heil (214) incorporated age, gender, height and weight in regression models, while Rothney 

et al. (103) included gender, age, height, body mass, and ethnicity as parameters to their 

neural network EE prediction model. The study by Chen and Sun (114) considered age, 

gender, height, body mass, body fat percentage, fat mass, fat-free mass, and residual lung 

volume; although, as a result of stepwise linear regression analysis, only the first four of these 

variables were included in their model. The additional parameters examined in these studies 

have been limited in number and variety, and many of the factors discussed in 2.5.2 have 

been neglected. In addition, the effect of these parameters is not clear as they are used in 

conjunction with other innovations, such as an ANN or a nonlinear equation.  

Each of the studies described in the paragraphs above has tested prediction algorithms against 

a programme of multiple activities. However, the relationship between accelerometer counts 

and EE differs across modes of activity, which, for linear models, suggests that a separate 

regression equation should be applied to each individual activity mode (245). This also 

implies that a classification phase should first be employed to decide which prediction 

equation is chosen. The studies involving ANNs did not attempt to first identify activity type 

before applying an appropriate activity-specific EE prediction algorithm. However, because 

the accelerometer features may contain characteristic information pertaining to activity type, 

they may be implicitly accounting for activity type and consequently mitigate the problem of 

many activities, and this may to some extent explain any improvement in EE estimation 

reported. However, this effect is limited by the ability of the chosen features to both 

distinguish different activities and estimate energy expenditure. 
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Other attempts to improve EE prediction models have involved combining accelerometers 

with additional sensors. In particular, heart rate combined with accelerometer output has been 

shown to improve EE estimation over accelerometry alone (246-247). However, reliable 

heart rate monitoring requires electrodes to be fitted to the chest, which increases the burden 

to individuals being monitored. Heart rate is a dynamic physiological attribute requiring 

constant monitoring to be of use in EE estimation. Consequently, using combined 

accelerometer and heart rate data to estimate EE increases the complexity of the data analysis 

(248). In contrast, the physiological and anthropometric attributes discussed above remain 

static, or change gradually over prolonged periods, and therefore do not greatly increase the 

complexity of the prediction model. Additionally, there is no requirement for extra sensors in 

the field. 

2.5.4 Research Question 

There have been a number of attempts to improve on the basic linear model for estimating 

energy expenditure from accelerometer output, as described above. These studies have 

applied nonlinear equations and neural networks to this purpose. Where these studies have 

addressed the need for additional parameters based on demographic, physical and 

physiological attributes of individuals, they have not included a sufficient number of 

appropriate subject attributes in the prediction model to fully test their effect on prediction 

accuracy. Also, the effect of these additional parameters is often not distinguishable from the 

other innovations that each study has implemented in parallel, or is confounded by the issue 

of multiple activities. Further research is needed, therefore, to investigate whether the 

addition of anthropometric and physiological parameters to the prediction equations can 

improve the capacity of the basic linear model to estimate EE.  

The research question is asked: can EE estimation accuracy be improved by the addition of 

anthropometric and physiological attributes to the prediction model? 

In order to clearly assess the effects of subject attributes on the relationship between EE and 

accelerometer counts, a single activity needs to be considered in isolation. Walking is of 

primary interest as it is the most common physical activity, and is practical for obese 

participants to undertake in both experimental and free living settings. If physiological and 

anthropometric attributes are identified which improve EE prediction for walking, then it is 

likely that EE prediction models for other activities would benefit from the addition of such 

attributes, though the relevant attributes may differ between activities.  
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3 Classification of Aerobic and Gym-Based Exercises from 

Accelerometer Output 

As discussed in detail in section 2.3.7, classification accuracy varies according to which 

activities are being tested (section 2.3.7.1), the types of accelerometer feature being used 

(section 2.3.7.4), and the number and placement of sensors (section 2.3.7.2). The study 

described in this chapter aimed to establish whether good classification accuracy could be 

obtained from hip- and ankle-mounted accelerometer data, for both obese and non-obese 

participants performing a set of activities suitable for an obesity management programme. 

The study also investigated whether a different approach to feature selection is needed for 

obese populations when compared to non-obese populations. The research questions were 

posed as follows:  

Research question 1: can a set of aerobic exercises and free-living activities be identified 

from data collected by a single accelerometer mounted at the hip or at the ankle? 

Different activity sets return varying classification accuracies, and this is the case even if the 

feature set and classification algorithm remain unchanged (160, 249). It is not clear, 

therefore, whether it is possible to accurately classify a particular set of activities. The study 

described in this chapter aimed to evaluate classification accuracy for an activity set 

comprising a variety of lifestyle activities and aerobic/gym exercises. The activity set is 

intended to be suitable for inclusion in a weight management programme aimed at obese 

participants. With this in mind, activities were chosen that should not be too difficult for an 

obese person to perform, that may be performed at low intensities and built up over time, and 

include common exercises that are used in the gym to lose weight. The activities are 

described in more detail in section 3.2.2.2. 

Although the wearing of multiple sensors and cumbersome equipment may be acceptable in 

the laboratory, in a field setting activity monitoring equipment should be as unobtrusive as 

possible. For those taking part in a weight management programme, a single accelerometer 

placed at an unobtrusive site would minimise the burden experienced by the wearer, and thus 

aid compliance to the measurement regime. The study, therefore, examined classification 

accuracy for single-site mounted accelerometers. As discussed in 2.3.7.2, previous research 

does not provide consensus as to which single accelerometer placement site will provide the 

best overall accuracy for activity classification.  However, hip and lower limb sites have 

proved effective for identifying activity sets involving whole-body dynamic activities (89, 
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110, 180). Currently, activity monitors are around the size of a matchbox and are worn using 

belts and straps, or in some cases affixed directly to skin through adhesives (250). The hip is 

an unobtrusive body site for use under free-living conditions, as the accelerometer may be 

attached to a belt and worn as an item of clothing. Lower limb mounted accelerometers may 

be more obtrusive than those worn at the hip, but still may be acceptable in free-living 

conditions. Continuing advances in technology mean increased miniaturisation of sensors, 

and thus reduced obtrusiveness of wearing these devices. However, the subject may perceive 

affixing multiple sensors as a greater burden than a single sensor, and this may affect 

compliance. Additionally, data from more sensors contributes to the computational cost of 

analysing the data, which supports the rationale for a single body site. For this study, two 

accelerometer sites were chosen for comparison: one accelerometer was affixed to a belt 

worn around the waist over the right hip, and the other accelerometer was worn at the ankle.  

The present study addresses the research question by comparing the classification accuracies 

achieved for the two body sites from an activity set containing free-living activities, and 

aerobic and gym-based exercises. 

Research question 2: Does activity classification accuracy differ between obese and 

normal BMI groups? 

As discussed in 2.2, accelerometer signals produced by obese individuals performing 

physical activity may differ from signals generated by their non-obese counterparts. There are 

two main factors to consider: a surfeit of adipose tissue at accelerometer sites may influence 

the measured accelerometer signals; and body movements, such as gait, differ between obese 

individuals and those with lower BMIs. The waist, for example, exhibits higher adipose tissue 

levels for obese groups, which may affect accelerometer movement and introduce noise to the 

signal. Similarly, signals taken from ankle -mounted accelerometers may exhibit different 

characteristics which reflect the differences in how obese and non-obese persons move (119-

123), as discussed in 2.2.1. To answer the research question, the study compared 

classification accuracy across BMI groups for the two accelerometer sites. 

Research question 3: do the same accelerometer features apply to obese and normal 

BMI groups, or do they require different accelerometer features to characterise their 

physical activities? 
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For the purposes of activity classification, a feature set is chosen with the aim of exploiting 

the characteristic differences in the accelerometer output between activities. The prediction 

accuracy of the classification algorithm greatly depends on how well the feature set captures 

those characteristics. However, there may also be characteristic differences between obese 

and normal groups within single activities (as discussed in 2.2.1), and an alternative feature 

set may be required to effectively distinguish activities depending on BMI group. It is not 

clear, therefore, whether a particular set of features will apply equally to both obese and non-

obese groups. To answer the research question, the study compared the effectiveness of a 

number of feature sets when applied to obese and normal BMI groups in order to determine 

whether different sets of features are better suited to one BMI group over the other. 

3.1 Research Design 

Hip- and ankle-mounted accelerometer data was collected for fifty subjects performing a 

range of aerobic and gym-based exercises and free-living activities. To answer research 

question one, classification techniques were applied to the processed accelerometer output to 

obtain estimates for activity type, and overall classification accuracy was tested for each 

accelerometer site. To address research question two, the subject group was split into 

subgroups according to BMI so that classification accuracy could be compared between 

obese (BMI>30), and normal (18.5<BMI<25) subgroups. Several features were selected, and 

machine learning techniques were applied. The classification accuracy was ranked for each 

feature set, and the rankings were compared between obese and normal BMI groups in order 

to answer research question three. 

3.2 Methods 

3.2.1 Recruitment and Subject Statistics 

The study was given approval by the University of Salford ethics committee. Participants 

were recruited via a number of avenues: staff and students of the university were approached 

through email; an approved recruitment message was posted on several online forums and 

social media sites; local weight loss groups were contacted and were given details of the 

study. Interested parties were asked to complete the physical activity readiness questionnaire 

(PAR-Q. See appendix A.) to ascertain their eligibility to take part. It was necessary that 

physical exercise did not pose any risk to participants‘ health, and they should not suffer from 

any pathological conditions which may affect natural movement. Those eligible were asked 

to attend the university on one occasion for testing to take place. 
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Overall, the success rate in gaining interest for the study was low. For example, the online 

forums that were used to post the recruitment message had a total subscription population in 

the order of five figures, yet responses were to be counted in dozens, and only a fraction of 

these converted to a completed participant in the study due to either ineligibility or 

withdrawal. Another factor was that although some areas of pursuit garnered several potential 

volunteers, these tended to cluster into a number of mainly female groups with similar ages 

and BMIs in the 25 to 30 kg/m
2
 range. This meant that some would need to be rejected to 

prevent the subject group becoming homogeneous. 

Obese persons in particular were difficult to recruit. This was possibly due in part to a tactful 

approach in the recruitment messages, which merely asked for recruits interested in losing 

weight rather than those who were obese, but also, obese people, having a general 

predisposition for sedentary activity, may be less likely to volunteer for a study involving 

several exercises. Weight loss groups were targeted as they were likely to contain overweight 

and obese subjects who were motivated to perform physical activity. Attempts to contact 

several weight loss organisations and their franchises were made, including Weight 

Watchers, Lighter Life, Slimmer‘s World, and Rosemary Conley. Of these, a single 

Rosemary Conley franchise allowed access to their membership.  

Other avenues for recruitment were pursued without success. Salford Weight Management 

Services advised that recruitment through them would require NHS approval, which would 

not be easy to obtain. Also, ABL Health, a private organisation subcontracted by the NHS to 

provide weight management services across the Northwest, denied a request for access to 

their clients. 

Though the recruitment process was fraught with difficulty, through perseverance the target 

number of fifty participants was successfully achieved, with obese, overweight and normal 

BMI groups being well represented.   

Fifty subjects (21 male, 29 female) completed the study. Average (mean ± SD) age was 34.6 

± 11.2 yrs, height was 168.6 ± 8.7 cm, body mass was 81.3 ± 16.7 kg, and BMI was 28.7 ± 

6.2 kg/m
2
. The subjects were considered as being in three groups: normal (BMI<25), 

overweight (BMI>=25 and BMI<30) and obese (BMI>30). The distribution of subjects 

across the groups were as follows: 17 normal subjects (9 male, 8 female), 14 overweight 

subjects (4 male, 10 female), and 19 obese subjects (8 male, 11 female). The difference in 

numbers between these groups should not have any great impact on accuracy statistics. 
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It should be noted that subjects who took part in this study were also participants in the 

studies described in chapters 4 and 5. Data collection for all three studies was carried out 

simultaneously or as part of the same laboratory visit. Further details regarding this are 

included in the relevant chapters. 

3.2.2 Data Collection 

3.2.2.1 Activity Monitors 

 

Figure 10: Accelerometer placement at the ankle and at the waist above the hip. 

The Actigraph GT3X+ Accelerometers (as described in 2.1.2.1) were charged and initialised 

using Actilife5, the Actigraph companion software provided by the manufacturer. The 

accelerometers initialised by ActiLife obtain their date and time settings. Two GT3X+ 

activity monitors were fitted to the participant (Figure 10): one at the waist above the right 

hip using an elasticated belt; the other at the lateral side of the lower leg, immediately above 

the ankle, using an elasticated strap, and further secured with a length of bandage. The 

Nyquist Sampling Theorem (251) states that is necessary that the sample rate be twice the 

maximum frequency occurring within the signal being sampled in order to fully capture the 

signal information and avoid issues such as aliasing. As the frequency of both trunk and ankle 
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movement in humans lies below 25Hz, each GT3X+ was, therefore, initialised to sample at 

the rate of 50Hz. This frequency of 50Hz is considered sufficient to capture human 

movement (252).  

3.2.2.2 Activity Set 

A selection of common aerobic and gym activities were chosen according to their suitability 

for obese persons to perform. Aerobic activities have proved effective in weight loss (30, 35, 

40) and may be performed at a range of intensities; therefore, the activities chosen for the 

study were predominantly of this type. To evaluate the effectiveness of a weight loss 

programme being undertaken in free-living conditions, a comprehensive picture of all 

participant activity is required over the period of the assessment. For this reason, a number of 

free-living activities were included in the activity set, so that both exercise and daily activity 

were represented when evaluating the classifier. The activities are described below. 

Walking is the most common dynamic physical activity and consequently features in 

numerous previous activity classification studies (80, 84, 89, 113, 117, 140, 144, 146). An 

individual undertaking a weight-loss programme may perform walking as both a means of 

transportation and also as a gym exercise using a treadmill. Both overground walking and 

treadmill walking data were collected from participants in the present study. It was intended 

that the classification algorithm should identify walking regardless of whether it was 

performed on a treadmill or overground and irrespective of speed.  

Treadmill walking was performed using the Ergo ELG55 treadmill (WOODWAY GmbH of 

Weil am Rheine, Germany). Each participant was required to walk at four different speeds, 

ranging from slow to fast (approximately between 1.0 ms
-1

 and 1.7 ms
-1

), for five minutes 

each. These speeds were determined according to the participant‘s abilities, and based upon a 

timed walk to ascertain normal walking speed. Participants were not permitted to use the 

hand rail. Participants were also asked to walk a designated route through the university 

campus at a self-selected speed. The duration of the walk was approximately three minutes, 

depending on their walking speed. The walking surface was paved, and in some places 

uneven or sloped.  

It should be noted that the same treadmill walking data were used for both the present study 

and the studies described in chapters 4 and 5. Also, for the purposes of the study described in 

chapter 5, a mask was worn to measure respiration while the treadmill walking data was 

collected.  
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Jogging, as considered by previous activity classification research (87, 147) and used in 

exercise interventions (30, 41), was performed at a self-selected speed for one minute on the 

treadmill. Subjects were allowed to alter the treadmill speed themselves until comfortable. 

Again, it is important that the classifier should identify jogging regardless of speed. In 

previous activity monitoring research jogging and running are often performed on a track 

(87). However, the treadmill was chosen for the following reasons: it was convenient that 

jogging should take place on the treadmill after the treadmill walking; a suitable track was 

not readily available; obese participants may have felt embarrassment while jogging in an 

open area instead of the private confines of the laboratory; also, individuals taking part in an 

obesity management programme involving gym exercises would be likely to use a treadmill 

for jogging. 

Three common gym exercises that have been used previously in activity classification 

research were chosen: cross-trainer (otherwise known as elliptical trainer) (253-255), rowing 

machine (84, 117), and static cycle (84, 117, 256). These were selected as they are easily 

accessible at any gym, and can be performed at a range of intensities, making them ideal 

activities for obese people to perform. These exercise machines were set at low to moderate 

resistances according the participant‘s preference, and each exercise was performed at a self-

selected intensity for one minute each.  

Step aerobics (stepping up and down on a step), as used in previous exercise interventions 

(26, 47), was performed for one minute at a regular pace set by the participant. The step can 

be adjusted to be one of two heights; the lower of the two heights was chosen in order to 

reduce the effort required, so that the heavier subjects were able to complete the activity. The 

activity was first demonstrated to the participant, but they were free to choose which foot to 

begin the activity with.  

Stair climbing is a common free-living activity which has been considered by several 

previous activity classification studies (110, 144, 146, 160). Participants were asked to climb 

and descend stairs between four and six times (laps) depending on their fatigue level – after 

the four laps the participant was asked whether they felt able to perform two more laps – but 

all participants completed a minimum of four. They were asked to ascend a single flight of 

stairs, to turn around on reaching the top, to descend the same flight of stairs, then turn 

around again to repeat. The start time and end time of the stair walking activity as a whole 

was noted, but it was considered more practical to determine the start and end times for each 
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individual ascent and descent by later examining the accelerometer record, rather than 

attempt to note them manually as they were performed. Participants were, therefore, asked to 

pause briefly between each transition to make it easier to isolate each instance of stair 

walking.  

Two aerobic exercises were performed for one minute each: sidestepping, and side stretching. 

Sidestepping involves initially standing with legs apart, then moving one foot to meet the 

other before returning to its initial position. This is repeated for alternate feet so that the body 

performs a regular side to side movement. Side stretching begins with the participant standing 

with legs apart. An arm is raised and the body bends sideways towards the opposite side of 

the raised arm. The un-raised arm stretches towards the ground and the toe on the opposite 

leg becomes pointed. The movement is repeated with alternate arms. Each aerobic exercise 

was demonstrated to the participants.  

Except for treadmill walking the intensity of all activities was set by the participant, though 

they were instructed to maintain a consistent level of intensity – treadmill walking intensity 

was determined by the four speeds, which varied between participants according to their 

fitness levels. Activity intensity was not predetermined because the aim was to develop a 

classifier able to identify activities irrespective of their intensity. This is important as 

individuals undertaking an exercise-based weight loss programme would not all exercise at 

the same intensity, and may increase exercise intensity as their fitness improved. 

Static activities, specifically sitting, standing and lying, were not included as part of the 

activity set to be tested by the classifier. These activities do not contribute to weight loss, and 

an alternative approach to classification is more suitable to detect these activities, as 

discussed in 2.3.7.1. 

3.2.2.3 Annotations 

Throughout the programme of activities, start and end times were recorded for each activity 

using a wristwatch. Before testing, each Actigraph GT3X+ was initialised so that it was 

synchronised with the computer, and therefore the Actilife5 software. Any offset between the 

wristwatch time and the computer time was noted when initialising the accelerometer so that 

hand-annotated labels could be later synchronised with accelerometer output. 
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3.2.3 Data Analysis 

3.2.3.1 Data Pre-processing 

Accelerometer data was downloaded from each unit using Actilife5 software provided by 

Actigraph. The software converts the proprietary data format to comma separated values 

(CSV) so that it may be imported into MATLAB through standard file reading techniques.  

Ankle and hip output for each subject was stored as three vectors of acceleration values (in 

units of g) for the vertical, anteroposterior, and mediolateral accelerometer axes. Alongside 

these accelerometer data, the sample interval in seconds (being the inverse of the sample rate 

in Hertz) and the date and time of the first sample were stored; from these, each three-

dimensional sample could be located in time and synchronised with other time-stamped data.  

3.2.3.2 Labelling 

From the paper-based record taken at the time of testing, a list of activity labels was manually 

compiled for each participant using an electronic spreadsheet application; this records the 

activity descriptions and timestamps for the start and end of each activity, and adjusts these 

timestamps according to the previously noted offset in time between the wristwatch and the 

accelerometer time, so that both synchronise.  The spreadsheet information was imported to 

MATLAB and stored in a data structure which records the description of each activity and its 

start and end times.  

Representative data samples of each activity were extracted on a subject-by-subject basis. To 

achieve this, the accelerometer output for a subject was plotted in MATLAB, and the activity 

labels were visually indicated on the graph according to the label file. A selection of each 

labelled activity was manually identified using on-screen clicks, and based on these 

selections, accelerometer output and corresponding label values were extracted.  

3.2.3.3 Segmentation into Windows 

A study by Bonomi et al. (85) compared the results of using six window sizes (0.4s, 0.8s, 

1.6s, 3.2s, 6.4s, 12.8s)  and found that classification accuracies tended to increase with 

window size, and the best accuracies were obtained from 6.4s and 12.8s windows. However, 

the lowest and highest accuracies were not greatly different, ranging from 90.4% for 0.4s 

windows to 93.1% for 6.4s windows. Alternatively, Huynh and Schiele (147) compared five 

window sizes (0.25s, 0.5s, 1s, 2s and 4s), and although marginally better classification results 

were obtained from one and two second windows, they found that precisions varied by 

individual activity depending on window length, and for the six activities under consideration 
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they concluded that there was not ―a single window length that would perform best across all 

activities‖. For the present study, a window length of two seconds was chosen, as has been 

used in previous research (182, 257-258). This window length was considered to be enough 

time to capture a representative sample of an activity, and lies in the mid-range compared 

with most previous studies.  

The dataset for each accelerometer axis was segmented into contiguous windows of two 

seconds in length. For each subject, the number of windows of activity data was limited to a 

maximum of thirty windows per activity; these windows were selected at random using 

MATLAB functions. The threshold of thirty windows was chosen as most activities had 

around one minute of data per subject, with the exception of walking and stair walking. The 

number of windows was limited in this way to avoid biasing the classifier towards an activity 

that has many windows of data. For example, there are many windows of walking data, 

whereas stair climbing has much fewer windows as this is an activity where participants 

fatigued quickly. A second consequence of limiting the number of windows is that the bias 

toward subjects with greater numbers of windows of activity is also mitigated. 

Accelerometer data for each subject were stored in a MATLAB data structure suitable for 

processing by the classification algorithm. For each of the three accelerometer axes the data 

was stored as an n x 100 matrix, where n was the total number of windows of activity, and 

100 was the number of acceleration samples per window –that is, 100 samples in a two 

second window of data sampled at 50Hz. For each window of 100 samples, a corresponding 

activity class label was stored. The labels served as ground truth against which the activity 

class estimates were compared to obtain measures of classification accuracy. 

3.2.3.4 Feature Generation 

A number of feature sets were chosen for the present study in order to compare classification 

accuracies returned for each. Many different combinations of feature choices have been used 

in previous studies, a selection of which is described in 2.3.7.4. For the present study, it was 

necessary that the chosen feature sets be sufficiently varied in order to investigate how 

different features affect classifier accuracy according to which BMI group is under 

consideration. Ten feature sets were considered for the study; these are shown in Table 2.  
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Feature Set   Details Total No 
of 
Features 

F1 Mean and SD Mean and standard deviation 6 

F2 Bao and Intille Mean, energy, frequency-domain entropy, 
and correlation of acceleration data 

12 

F3 Baek et al. Mean, standard deviation, kurtosis, 
skewness, and eccentricity 

15 

F4 Huynh and Schiele  Mean, variance, energy, entropy, pairwise 
addition of 20 FFT coefficients 

34 

F5 Fast Fourier Transform (FFT) The first 25 FFT coefficients 75 

F6 Discrete Cosine Transform (DCT) The first 25 DCT coefficients 75 

F7 Custom Feature Set 1 Interquartile range, signal magnitude area. 
10th, 25th, 75th, and 90th percentiles, The 
first 5 DCT coefficients, mean, standard 
deviation 

37 

F8 Custom Feature Set 2 5th, 10th, 25th, 75th, 90th, and 95th 
percentiles, the first 5 FFT coefficients, the 
number of signal peaks, zero-crossing rate 

39 

F9 Custom Feature Set 3 Mean and standard deviation, the first five 
cepstrum coefficients, root mean square. 

24 

F10 Custom Feature Set 4 Eccentricity, kurtosis, skewness. 10th, 25th, 
75th, and 90th percentiles. The first 5 DCT 
coefficients, mean, standard deviation, zero-
crossing rate, signal magnitude area. 

46 

Table 2: Feature sets used to test the classifier on the activity set. Note that the features were applied to three 
accelerometer axes. 

 

The features chosen in the custom features sets were based on those used in previous 

research. Mean (111, 117, 140, 146, 160) and standard deviation (84, 89, 140, 142, 146) 

(feature set F1) were chosen due to being two of the most frequently used features in previous 

research. The Bao and Intille feature set (111) used for feature set F2 was a clear choice due 

to its popularity in previous research (142, 144). Huynh and Schiele (147) considered some of 

the features used by Bao and Intille (111) (mean, energy and entropy) with the addition of 

variance and several values obtained from the FFT of the accelerometer signal. The majority 

of the features found in Huynh and Schiele (147) were used for feature set F4. Feature set F3 

was taken from Baek et al.: in addition to mean and standard deviation, skewness, kurtosis 

and eccentricity were selected.  

Fast Fourier transform (FFT) coefficients were selected to capture frequency characteristics 

of the accelerometer signals. Although FFT coefficients are commonly used to compute 
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features such as entropy and energy (as discussed in 2.3.7.4) in the case of F5 each 

component is used as a separate feature. A study by Preece et al. (182) used the first five FFT 

coefficients per accelerometer signal as features and found this feature set returned the 

highest accuracy when compared with six other feature sets. This agreed with the previous 

study by Huynh and Schiele (147) who found that FFT coefficients consistently ranked 

among the best discriminating features, although they concluded that the highest performing 

FFT coefficient was different depending on activity. Preece et al. also investigated the effect 

on accuracy of increasing the number of FFT components, and concluded that optimal 

classification accuracy was obtained from six components, with little increase in accuracy to 

be gained by adding additional components. However, contrary to this, preliminary results 

from a pilot study achieved significantly higher accuracies when the number of components 

was increased from five to twenty-five; beyond twenty-five coefficients, increases in 

accuracy were not justified by the additional computational cost incurred. For this reason, 

feature set F5 comprised twenty-five FFT components per accelerometer axis.  

Discrete cosine transformation (DCT) coefficients were also considered as an alternative 

frequency-domain feature to the FFT. An activity classification study by He and Jin (112) 

used the DCT to generate features and found that for sixteen, twenty-four, thirty-two, and 

forty-eight coefficients per accelerometer axis activity recognition accuracy increased as the 

number of coefficients increased. At sixty-four coefficients there was a slight decrease in 

accuracy compared to forty-eight, and they concluded that more coefficients would not 

necessarily mean better accuracies as higher frequency DCT components are closely related 

to signal noise. For feature set F6, twenty-five DCT coefficients were chosen to keep 

computational cost within acceptable levels and to match the number of components in the 

FFT feature set, thus allowing a more valid comparison between the two feature sets. 

When devising the custom feature sets it was decided that they should incorporate both 

frequency-domain and time-domain features. The application of frequency-based features to 

the activity protocol is appropriate as many of the activities are cyclic in nature such as 

walking, rowing, cycling, and so on. Also, it was clear from a visual representation of the 

accelerometer output that statistics such as the mean and standard deviation would be useful 

in distinguishing activities. Further features used in the custom feature sets were taken from 

previous studies, and the four custom feature sets used combinations of these. 
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Custom feature set F7 incorporated several common statistical measures (mean, standard 

deviation, interquartile range, and percentile values). Also, for frequency-domain features 

DCT coefficients were chosen. These coefficients were limited to five in number so that they 

did not overwhelm the feature set, and also so that the feature set did not contain too many 

elements – each additional frequency coefficient would add three features as there are three 

accelerometer axes. The signal magnitude area (SMA), which is the sum of the absolute 

values of the accelerometer signal, has been used as a feature in activity classification (80, 

142). The SMA was selected as the final feature in feature set F7, making thirty-seven 

features in total across the three accelerometer axes.  

Custom feature set F8 also contained five frequency coefficients, though these were obtained 

from an FFT of the accelerometer signals. Again, percentile values were included. The 

remaining features were the number of peaks in the signal, and the zero crossing rate (172), 

giving a total of thirty-nine features across three accelerometer axes. 

Custom feature set F9 used the first five cepstrum coefficients for frequency domain features. 

A cepstrum is the inverse Fourier transform of the log of the Fourier transform of the original 

signal. Cepstral analysis has been previously applied to activity classification by Lester et al. 

(146). Mean and standard deviation were again chosen.  Also, the root mean square (167) of 

each accelerometer signal was selected. 

Feature set F10 used the feature set selected by Baek et al. (110) as a basis (mean, standard 

deviation, eccentricity, kurtosis, and skewness ) then added five DCT components to capture 

frequency characteristic, zero-crossing rate, signal magnitude area, and percentile values to 

extend the statistical information, with the aim of improving classification over the original 

feature set. 

3.2.3.5 Classification  

Linear Discriminant Analysis (LDA) was selected as the classification algorithm, as it had 

given high accuracies in previous pilot testing. As discussed 2.3.5, LDA defines a probability 

distribution for each possible class of activity. A window of activity data is classified by 

applying a discriminant function which returns the likelihoods of the window belonging to 

each activity distribution. The activity that is chosen by the classifier is the one returning the 

highest likelihood value from the discriminant function. The prior probabilities of each 

activity can be set to allow weighting of one activity over another, and thus make the 

classifier more likely to choose certain activities. For example, under free-living conditions, 
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walking is more likely to occur than rowing, and this can be accounted for in the prior 

probabilities. For the present study, all activities were presumed to have equal prior 

probabilities as the number of windows of each activity was made as equal as possible, and 

the activity protocol was not designed to weight the times spent on each activity to reflect 

everyday life. 

Classification was performed independently for the ankle and hip sites, and for each site the 

ten feature sets were evaluated separately. The results were obtained using leave-one-out 

cross-validation (see 2.3.6); each subject was tested individually using a training dataset 

comprising data from the remaining normal BMI, overweight, and obese subjects. From the 

results, a confusion matrix was constructed for the entire subject group. The sensitivity for 

each activity (as discussed in 2.3.6) was calculated in order to give an indication of which 

activities were better recognised by the classifier/feature set combination.  

A table of results was constructed for each accelerometer site to show classification 

accuracies by BMI group, and by feature set. From these tables, overall classification 

accuracy was compared between hip and ankle sites in order to answer research question 1. 

The separate classification accuracies for each BMI group, as provided by these tables, were 

compared in order to answer research question 2. To ascertain whether the same feature sets 

apply equally to obese and normal BMI groups (according to research question 3), accuracy 

rankings for the ten feature sets were compared, and Kendall‘s Tau statistic was applied to 

obtain a measure of correlation between feature rankings for each BMI group. A good 

correlation between rankings would suggest that the same features may be applied across 

BMI groups. 

 



 
 

3.3 Results 

Table 3 below shows a matrix of results grouped by accelerometer site. The results are divided by the BMI group against which each feature set 

was tested. Table 4 shows the rankings of the feature set in terms of highest accuracy. 

Accelerometer Site: Test dataset: F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 

Hip Entire Group (n=50) 63.0% 64.2% 73.2% 76.7% 78.3% 83.6% 81.8% 81.8% 66.6% 85.0% 

  Normal (n=17) 64.4% 66.8% 72.9% 77.2% 75.7% 82.3% 81.3% 80.7% 66.9% 84.5% 

  Obese (n=19) 61.0% 61.1% 70.3% 73.7% 76.7% 80.9% 78.6% 79.6% 64.9% 81.9% 

  Overweight (n=14) 64.2% 65.1% 77.4% 80.2% 83.4% 88.8% 86.8% 86.3% 68.4% 90.0% 

Ankle Entire Group (n=50) 82.1% 84.5% 88.1% 93.0% 92.0% 92.3% 93.4% 94.1% 86.3% 93.9% 

  Normal (n=17) 81.8% 83.3% 86.4% 90.9% 90.3% 90.5% 91.0% 91.4% 86.3% 91.6% 

  Obese (n=19) 83.1% 84.2% 88.0% 93.8% 92.3% 93.3% 94.6% 95.7% 86.1% 95.0% 

  Overweight (n=14) 81.2% 86.3% 90.3% 94.3% 93.7% 93.2% 94.5% 95.1% 86.8% 95.2% 

Table 3: Accuracy % values for each feature set by placement, by test dataset group 

Accelerometer  Site: Test dataset: F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 

Hip Entire Group (n=50) 10 9 7 6 5 2 4 3 8 1 

  Normal (n=17) 10 9 7 5 6 2 3 4 8 1 

  Obese (n=19) 10 9 7 6 5 2 4 3 8 1 

  Overweight (n=14) 10 9 7 6 5 2 3 4 8 1 

Ankle Entire Group (n=50) 10 9 7 4 6 5 3 1 8 2 

  Normal (n=17) 10 9 7 4 6 5 3 2 8 1 

  Obese (n=19) 10 9 7 4 6 5 3 1 8 2 

  Overweight (n=14) 10 9 7 4 5 6 3 2 8 1 

Table 4: accuracy ranked by feature set for combinations of accelerometer placement and test dataset 
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Table 5 and Table 6 below show confusion matrices for the two best performing features sets at the hip and ankle (F10 and F8 respectively). 

 F10 Hip Walk DownStairs UpStairs Cycling Rowing Cross-trainer Jog Stepping Sidestepping Sidestretching Sensitivity 

Walk 1309 71 72 19 0 0 3 4 7 15 87.3% 

DownStairs 93 694 68 0 0 2 10 6 0 12 78.4% 

UpStairs 56 42 741 1 0 14 10 43 9 15 79.6% 

Cycling 9 0 22 1419 0 4 0 0 8 35 94.8% 

Rowing 0 0 1 39 1419 0 0 4 0 35 94.7% 

Cross-trainer 1 6 70 39 0 1249 10 0 79 41 83.5% 

Jog 59 19 0 0 0 0 1386 0 0 30 92.8% 

Stepping 18 34 105 9 0 0 0 1245 41 39 83.5% 

Sidestepping 1 17 26 46 0 5 0 26 1190 189 79.3% 

Sidestretching 0 0 2 213 0 0 0 36 173 1073 71.7% 

Table 5: Confusion Matrix for Hip, for F10 feature set, for all subjects 

 F8 Ankle Walk DownStairs UpStairs Cycling Rowing Cross-trainer Jog Stepping Sidestepping Sidestretching Sensitivity 

Walk 1435 3 3 1 0 0 11 40 0 7 95.7% 

DownStairs 0 852 12 0 0 0 0 18 0 0 96.6% 

UpStairs 0 19 798 6 0 0 0 154 1 0 81.6% 

Cycling 0 0 31 1355 0 104 0 0 0 2 90.8% 

Rowing 0 0 0 0 1496 0 0 0 0 0 100.0% 

Cross-trainer 0 0 0 5 30 1463 0 0 0 0 97.7% 

Jog 4 0 0 0 0 0 1491 0 0 0 99.7% 

Stepping 0 17 118 0 0 0 0 1356 0 9 90.4% 

Sidestepping 0 0 0 0 0 0 0 4 1327 169 88.5% 

Sidestretching 0 1 0 0 0 16 0 0 31 1435 96.8% 

Table 6: Confusion Matrix for Ankle, for F8 feature set, for all subjects 
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Hip All Obese Normal Overweight 

All 1.0000 1.0000 0.9111 0.9556 

Obese 

 

1.0000 0.9111 0.9556 

Normal 

 

1.0000 0.9556 

Overweight 
 

1.0000 
Table 7: Kendall’s Tau: hip accelerometer, trained on all subjects, correlation of rankings is shown between test groups  

Ankle All Obese Normal Overweight 

All 1.0000 1.0000 0.9556 0.9111 

Obese 

 

1.0000 0.9556 0.9111 

Normal 

 

1.0000 0.9556 

Overweight 
 

1.0000 
Table 8: Kendall’s Tau: ankle accelerometer, trained on all subjects, correlation of rankings is shown between test 

groups  

Table 7 and Table 8 above show the Kendall‘s Tau statistic which measures the amount of 

correlation for the  ranks of the ten feature sets between BMI groups. Each group can be seen 

to be well correlated in terms of feature ranks, and this is the case for both Ankle and Hip 

accelerometer sites. 

3.4 Discussion 

The study aimed to address the following research questions: 

 Research question 1 (RQ1): can a set of aerobic exercises and free-living activities be 

identified from data collected by a single accelerometer mounted at the hip or at the 

ankle? 

 Research question 2 (RQ2): Does activity classification accuracy differ between obese 

and normal BMI groups? 

 Research question 3 (RQ3): do the same accelerometer features apply to obese and 

normal BMI groups, or do they require different accelerometer features to 

characterise their physical activities? 

In order to answer the research questions, fifty subjects performed ten dynamic activities 

while accelerometer data was collected at the ankle and hip. Using the LDA classifier, ten 

sets of features were tested for classification accuracy across the following subject groups: all 

subjects (n=50); obese subjects (n=19); normal BMI subjects (n=17); overweight subjects 

(n=14). The results are shown in Table 3. Prediction accuracies of over 80% and over 90% 

were achieved for the hip and ankle accelerometer sites respectively, which suggest that it is 
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possible to accurately identify an activity set such as this using a single accelerometer at 

either the ankle or the hip (RQ1). Overall accuracy did not differ greatly between BMI groups 

(RQ2), and the feature sets ranked similarly for each group when trained on mixed BMI 

groups, suggesting that a single feature set is sufficient across BMIs (RQ3). 

3.4.1 Research Question 1 

Can a set of aerobic exercises and free-living activities be identified from data collected 

by a single accelerometer mounted at the hip or at the ankle? 

The entire subject group comprising the three BMI groups (normal, overweight, and obese) 

was used as training data, as the test subjects were also of mixed BMI. Ankle-mounted 

accelerometer data returned the best results returning an overall prediction accuracy of 94%. 

The recognition accuracy obtained from hip-mounted accelerometer data was lower, but still 

achieved 85% accuracy. As can be seen from Table 9, these results compare favourably with 

previous research. Direct comparison of accuracies between studies is difficult, however, due 

to the combined effects of several factors on the outcomes of an activity classification study. 

In order to consider the results of the present study in the context of the literature, it is 

necessary to discuss these factors. 

3.4.1.1 Factors Affecting Accuracy Comparisons Between Studies 

Classification accuracy varies depending on the number and types of activity being tested. In 

the present study, the activity set itself was intended to be novel, having been chosen with 

obesity management in mind, and therefore cannot be compared directly with previous 

research. Recognition accuracies for single activities that are common between studies, such 

as walking, still may not be compared, as individual accuracies are also dependent on the 

activity set as a whole. For example, if an activity set comprised only the two diverse 

activities of walking and sitting, then a high detection accuracy for walking would be 

expected, whereas given the three similar activities of walking, stair ascent, and stair descent, 

walking may not be distinguished as accurately. A between study comparison of the detection 

accuracies for walking (when considered in isolation from a mixed activity set) would, in 

fact, reveal little about the relative abilities of either classification scheme to detect walking.  

Another particular issue when considering classifier accuracy is that the inclusion of static 

activities in the activity set can improve overall accuracy figures. As discussed in 2.3.7.1, 

static activities are more easily distinguished as they can be identified using simple 

thresholds, and do not require sophisticated classification approaches or complex 
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accelerometer features to characterise them. Consequently, higher overall classification 

accuracies are likely to be reported for activity sets which include static activities. There are 

no static activities in the present study, so the activity set may be considered more 

challenging to classify with high accuracy. 

The number and location of body-worn accelerometers also affects classification accuracy. 

The combined output from multiple accelerometers at different sites improves classification 

accuracy results over a single accelerometer site (177-178). Also, classification accuracy due 

to placement is closely connected to the activity set being tested. For example, a distinction 

between ―sitting reading‖ and ―sitting watching television‖ (111) would not be possible with 

a single hip-mounted accelerometer; a differentiating factor for these activities is the 

movement of the arm, thus requiring an arm-mounted sensor. The potential difficulty in 

classifying activities to this level of detail is, therefore, mitigated by the increased number 

and appropriate positioning of the sensors used. The present study considers classification 

accuracy for a single accelerometer site, and is consequently at a disadvantage in this area.  

Prediction accuracy is affected by the number of subjects used to train and test the 

classification algorithm. Generally, classification accuracy improves when a greater number 

of subjects – and, therefore, more data – is used in the training dataset. In contrast, intra-

subject classification, where the same subjects are used to both train and test a classification 

algorithm, results in higher accuracies because there are no inter-subject differences that the 

classifier must account for; consequently, an algorithm generated through this approach may 

not generalise to an inter-subject classification scheme. The high overall classification 

accuracy of 97.5% reported by Baek et al. (110) is greatly due to using a single subject to 

train and test the algorithm. Similarly, Ravi et al. (144) obtain accuracies between 90% and 

99% for variations of intra-subject classification on two subjects, but this reduces to 73% 

when the algorithm is trained by one subject and tested on another. As the present study 

employed leave-one-out cross-validation of the classifier, it ensured that data for a subject 

was never tested using training data from the same subject. Also, a subject group of fifty was 

appropriate to test the algorithm as an inter-subject classifier. 

The type of classification algorithm employed has a significant influence on recognition 

accuracy. However, as discussed, classification accuracy is greatly affected by the particular 

activity set under consideration, the selected feature set, the chosen configuration of sensors, 

among other factors. This means that it is not valid to compare classifiers between studies 
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where these factors vary. To illustrate this, where Bao and Intille (111) achieved 84% 

accuracy from a decision tree and 52% from a naive Bayes classifier, Ravi et al. (144) 

reported 64% from naive Bayes and only 57% from a decision tree. Similarly, for Parkka et 

al. (84) a decision tree (86% accuracy) outperformed a neural network (82% accuracy), but 

the converse was the case for Ermes et al. (117), with a neural network achieving 87% 

compared to 60% returned by a decision tree. The present study was not concerned with 

comparing different classifiers as this would not have any bearing on the research questions; 

there is little reason to suppose that different classifiers would perform differently depending 

on the BMI of the participant group. The classification algorithm, therefore, needed only to 

perform well enough to answer the research questions. The chosen LDA algorithm returned 

high classification accuracies from the activity data, and was, therefore, suitably adequate. 

The number and type of features selected greatly affects classification accuracy. As discussed 

in 2.3.4.1, classification accuracy can improve as the number of features increases provided 

that there is sufficient training data to avoid the ―curse of dimensionality‖ issue. However, 

although an insufficient number of features will be detrimental to classifier accuracy, a small 

number of well chosen features may result in better performance than a large selection of 

poorly selected features. Ultimately, the optimum number of features for use in classifiers 

cannot be satisfactorily ascertained, as this varies depending on the classification algorithm 

and type of features utilised.  

Additionally, the effect of the selected features on accuracy is connected with the number of 

axes per accelerometer. Studies have used one axis (uniaxial) (160, 259-260) and two axis 

(biaxial) accelerometers (261-262), but advances in the technology of activity monitors have 

meant that more recent research mainly utilises three axis (triaxial) accelerometers. Clearly, 

the effect of the number of accelerometer axes on accuracy depends on the number of 

accelerometers used, and also the number of features extracted from each. Bao and Intille 

(111) employed five biaxial accelerometers at key body sites and selected seven features 

from each, giving a rich dataset of thirty-five features. Ermes et al. (117), however, used two 

triaxial accelerometers and selected only six features in total from the six axes available. 

Between six and seventy-five features were extracted from a triaxial accelerometer in the 

present study. 

The sampling rate can also have an effect on classification accuracy.  The relatively low 

overall accuracy of 69% achieved by De Vries et al. (101), for example, is most likely 
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attributed to the 1Hz sample rate which will necessarily give rise to an accelerometer signal 

lacking the detail required to effectively distinguish activities. On the other hand, signals 

sampled above 50Hz are unlikely to yield any additional information about the activities they 

represent. In fact, Maurer et al. (167) found that recognition accuracy improved as sample 

rate increased until it stabilised between 15-20Hz with little gain in accuracy being observed 

for higher rates. Related to sample rate, the window size can also influence classification 

accuracy, as discussed in 2.3.3. Comparison of studies is further impeded by the different 

approaches to the calculation of measures of accuracy that are employed; some studies elect 

to use overall accuracy (82, 89), whereas others have considered other accuracy measures 

such as sensitivity (180). 

In some cases the reported recognition accuracy figures have a strong element of bias. As 

discussed in 2.3.6, overall accuracy is calculated by taking the total number of correctly 

predicted windows and dividing this by the sum of windows for all activities. This is a good 

measure of accuracy providing the number of windows for each activity is similar; otherwise 

the accuracy of the classifier is biased towards those activities that are represented the most. 

In the study by Bao and Intille  (111), the number of windows for each activity varies 

between 180 and 1,441. There are 1,047 windows of ―reading‖, which has a sensitivity of 

92%, whereas there are only 309 windows of ―stretching", which returns only 41% 

sensitivity. Applying the accuracy calculation to these two activities in isolation would return 

a combined accuracy of 89%, which when compared to their average sensitivity measure of 

67% illustrates how results can be biased towards the best represented activity. Similarly, 

scrutiny of the results obtained by Parkka et al. (84) revealed that the quoted figure of 86% 

accuracy was heavily biased by the large number of windows representing sit/stand, which 

made up around half of the total windows and individually returned over 95% sensitivity, 

whereas average sensitivity for the activities was closer to 80%. The study by Ermes et al. 

(117) which followed on from Parkka et al. also retained this heavy bias towards high 

performing static activities.  

3.4.1.2 Comparison of Classification Accuracy with Previous Research 

Having considered the factors affecting classification accuracy and the consequent problems 

in comparing studies, it may be useful to categorise these factors as either external or internal 

to the classifier; the external factors define the classification problem, and the internal factors 

define the approach to the problem solution. External factors include the number and 

placement of sensors, the activities under consideration, and the number of subjects. Internal 
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factors include the classification algorithm, sample rate, window size, the number and type of 

features. The classifier is composed of the internal factors and is applied to the data 

influenced by the external factors. For each study, the classifier is being tested against the 

external factors. Therefore, if the external factors are similar between studies then results may 

be compared; the internal factors need not be considered individually as it is the classifier as a 

whole that is being evaluated against the external factors.  

The present study had the disadvantage of a single accelerometer site, as opposed to five 

accelerometers at different body sites in the study by Bao and Intille (111) and four in the 

study by Foerster et al. (160). Both of these studies contained activity sets with several static 

activities, which would be expected to boost prediction accuracy. However, because these 

were categorised into subtypes such as ―sitting operating a computer‖ (160) and ―watching 

TV‖  (111) this effect may have been reduced to some extent. Foerster et al. achieved an 

overall accuracy of 67% for nine activities, though only four were dynamic, but this 

improved to 81% when selecting only instances of activity which exceeded forty seconds. 

The 85% and 94% accuracies returned by the present study, for hip and ankle respectively, 

may be considered superior to those obtained by Foerster et al., particularly when noting that, 

in addition to the four accelerometers, Foerster et al. used two more sensors to measure 

vertical movement of the head and also record speech. For a twenty component activity set, 

comprising detailed static and dynamic activities at various intensities, Bao and Intille (111) 

returned an overall accuracy of 84%. The present study included a similar number of 

dynamic activities to those of Bao and Intille, but given that their results were achieved using 

five sensors, then the results of the present study can be considered to compare favourably.  

The activity set chosen in the study by Parkka et al. (84) contains several activities that may 

be comparable with the present study. There were seven activities, five of which were 

dynamic activities as follows: walking, Nordic walking, rowing on a rowing machine, cycling 

on an exercise bike, and running. The present study also included walking, rowing on a 

rowing machine and cycling on an exercise bike in the activity set. Additionally, jogging in 

the present study and running in Parkka et al. (84) may be comparable, as jogging can be 

considered as running at a lower intensity – the intensity threshold between these two 

activities is arbitrary, and the level of running intensity is not stated in Parkka et al. (84). The 

study by Ermes et al. (117) follows on from Parkka et al. (84) and considered nine activities, 

seven of which were identical to the previous study, with the addition of cycling on a bicycle 

(as opposed to an exercise bike) and playing football.  
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As the present study contains the majority of the dynamic activities in Parkka et al. (84), has 

additional dynamic activities, and does not include any static activities that contribute to 

higher prediction accuracy, it is arguable that this activity set presents a greater challenge to 

classification, and the two additional activities included by Ermes et al. (117) do not add 

sufficient complexity to change this. Additionally, Parkka et al. (84) used the combined 

output from accelerometers at the chest and wrist, and Ermes et al. used combined hip and 

wrist output, which puts both these studies at an advantage compared to the single 

accelerometer site in the present study.  Furthermore, Ermes et al. (117) utilised GPS to 

obtain speed. Having a measure of speed is a great advantage over having accelerometer data 

alone – clearly this feature would overcome the difficulty of discerning between static 

cycling and travelling on a bicycle, and would also aid in discriminating between walking 

and running. For a real-world application, use of GPS in conjunction with accelerometry 

would not be practical, as it would mean the increased burden of additional equipment, and 

would only be applicable to certain activities – in the context of a gym-based program of 

activity, no advantage would be gained.   

The activity prediction accuracies reported in Parkka et al. (84) and Ermes et al. (117) were 

enhanced due to the bias towards the sit/stand activity, as discussed. In the present study, a 

maximum of thirty windows was set per activity for each subject. Consequently, for eight out 

of the ten activities there were close to 1,500 windows, and only stair climbing and descent, 

where the data collection was limited by subject fatigue, contained less (between 880 and 980 

windows each). Stair walking, therefore, exercised less influence on the overall accuracy than 

the other activities. Nonetheless, overall accuracy and average measures of sensitivity and 

precision were within one percentage point of each other, which suggests that the bias 

introduced due to fewer windows of stair walking is not significant. 

There are more dynamic activities and fewer sensors in the present study than in Parkka et al. 

(84) and Ermes et al. (117), and there is no bias towards high performing static activities in 

the accuracy calculation. Considering these factors, the 85% hip and 94% ankle accuracies 

achieved by the present study compare well with the 86% accuracy reported by Parkka et al. 

and the 89% accuracy reported by Ermes et al. 

 

 



73 
 

Study No. Of 
Subjects 

No. Of 
Sensors 

No. Of Activities Placement Best 
Accuracy 

Allen et al. (80) 6 1 4 + 4 transitions Waist 91% 

Baek et al. (110) 1 1 8 Waist 98% 

Bao and Intille (111) 20 5 20 Wrist + arm + 
ankle + hip + 

thigh 

84% 

Bonomi et al. (85) 20 1 7 Lower back 93% 

De Vries et al. (101) 49 2 9 Hip + Ankle 69% 

Edgar et al. (89) 1 2 8 household* / 8 
athletic* 

Wrist + foot 90% / 93% 

Ermes et al. (117) 12 2 9 Hip + wrist 89% 

Foerster et al. (160) 24 4 9 Sternum + wrist + 
thigh + lower leg 

67% 

Gyllensten and Bonomi 
(139) 

52 / 20 1 5 Lower back 95% 

Huynh and Schiele (147) 2 1 6 Shoulder strap on 
backpack 

N/A 

Lee et al. (82) 12 1 9 Back 95% 

Maurer et al. (167) 6 6* 6 wrist/belt/neckla
ce/ 

trouser 
pocket/shirt 
pocket/bag 

73% - 87% 

Oudre et al. (180) 24 1 4 Shin 96%** 

Parkka et al. (84) 16 2 7 Chest + wrist 86% 

Pober et al. (140) 6 1 4 Hip 81% 

Ravi et al. (144) 2 1 8 Pelvis 73% 

The present study 50 2* 10 Hip / Ankle 85% / 94% 

Table 9: Accuracies achieved by selected previous research. * considered separately **average sensitivity 

Several previous studies exceeded 90% recognition accuracy (Table 9). However, the high 

accuracies reported in these studies were invariably due to factors such as the limited activity 

set being tested rather than the ability of the classification scheme. The activity set used by 

Allen et al. (80) contained only one dynamic activity (walking) along with three static 

activities (sitting, standing and lying). Similarly, Gyllensten and Bonomi (139) included only 

two dynamic activities (walking and cycling) and two static activities (combined sit/stand and 

lying). Although in both of these studies the transitions between activities were also 

considered, these activity sets present a significantly lesser challenge to classification than the 

present study.  Bonomi et al. (85) chose to analyse seven activities, three of which were static 

in nature, and three were included in the present study, giving the present study the 

disadvantage of having an additional six dynamic activities to recognise. Similarly, the 

activity set considered by Oudre et al. (180) was, again, a simpler classification problem, as it 
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contained only three ―periodic‖ activities (walking, running and cycling), and some ―non-

periodic‖ and static activities that were classed together as ―other‖.   

Of the nine activities considered by Lee et al. (82), five were variations of sitting, standing 

and lying, and the remaining four were ambulatory (walking, running, stair ascent and stair 

descent). Again, this activity set is not as varied as the present study with several static 

activities, thus making it a simpler classification problem which may be expected to yield 

higher accuracies. Additionally, it is likely that the approach by Lee et al. (82) would not be 

able to distinguish several different dynamic activities due to the simple hierarchical 

algorithm employed. The algorithm relies on finding distinctive thresholds between activities 

using the AC and DC components of the accelerometer signals, and it is probable that 

thresholds such as these will not be possible between many dynamic activities.  

It is not certain that those studies reporting over 90% accuracy would still return such high 

accuracies if the number of dynamic activities in their activity sets was greater. Additionally, 

in the case of both Baek et al. (110) and Edgar et al. (89), an intra-subject classification 

scheme was employed which, as discussed, greatly improves recognition accuracy but does 

not generalise to a wider population.  

3.4.1.3 The Effect of Sensor Placement on Classification Accuracy 

The best overall accuracy achieved by the present study for the hip-mounted accelerometer 

was 85% and for ankle-mounted accelerometer was 94%. The results show that overall the 

ankle-mounted accelerometer performs better than the hip-mounted accelerometer for this 

particular activity set, and this is true for all feature sets (Table 3). This agrees with a study by 

Preece et al. (263) which considered eight dynamic activities and found consistently higher 

accuracies from an ankle-mounted accelerometer compared to thigh and hip sites. The results 

of the present study, however, are contrary to findings by Bao and Intille, who found that hip 

alone performed better than ankle alone. De Vries et al. (101) also obtained marginally better 

overall accuracy from the hip-mounted accelerometer (80% accuracy) over an ankle-mounted 

sensor (78% accuracy) for five activities. However, when the activity set was increased to 

nine activities their accuracies decreased to 60% for the hip and 64% for the ankle. This may 

suggest that the ankle performs better with a greater number of activities, as in the present 

study, but it is more likely that the classification scheme devised by De Vries et al. did not 

perform well enough to allow a valid comparison of placement sites – several activities, for 

both accelerometer sites, reported results of less than 10% accuracy.  
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In the present study, ambulatory activities (walking, stair ascent and descent) are much better 

distinguished by the ankle accelerometer.  Recognition of rowing returned higher accuracy 

for the ankle, which is unexpected as the foot is secured whereas for the hip sensor there is a 

clear, repetitive anteroposterior oscillation of the torso that generates distinctive signals 

which are not observed in any other activity. Only cycling returned a higher sensitivity value 

for the hip-mounted accelerometer, which is again surprising as the ankle clearly displays a 

distinctly cyclic movement whereas the hip undergoes only a small amount of sway for the 

less vigorous participants. The explanation for these unexpected findings may be that the low 

intensity of the signal helps better distinguish the activities; if most activities other than 

cycling have relatively high intensity signals at the hip, then cycling is indicated because of 

the low intensity of the signal, and this may also be the case with the ankle signal for rowing. 

For the ankle-mounted accelerometer, there was confusion between stepping and stair ascent, 

and vice versa (Table 6). This might be expected due to the similarity of the two activities; 

both involve the climbing of a step, and for both the subject is facing the step being climbed 

or descended (as opposed to stair descent where the subject faces away from the step being 

descended). Under free living it is possible that the confusion between these two activities 

could be reduced by setting the prior probabilities to the LDA algorithm to favour stair ascent 

over stepping, as stair usage is likely to occur more frequently than the stepping exercise. 

Results for the hip-mounted accelerometer show that the classifier confuses ambulatory 

activities (walking, stair ascent and stair descent) for this body placement. Stepping is also 

confused with stair climbing, as in the case of the ankle-mounted accelerometer, and again 

this is likely to be due to the similarities between the two activities. Side-stretching is 

confused with cycling, which is likely to be because of a similar hip sway movement for both 

– although, notably, cycling was not often mistaken for side-stretching, which suggests that a 

better distinction between these two activities may be possible by applying the appropriate 

features. Also, the side-stretching activity was interpreted quite differently between subjects, 

with some performing relatively vigorous movements involving shifting feet positions and 

others merely moving their arms above their heads. It may be that some individual 

interpretations of side-stretching generated accelerometer output which shared more 

characteristics with cycling than the overall group data for side-stretching. Additionally, 

some participants performed the cycling activity particularly slowly, showing barely 

perceptible movement in the torso, which could result in the accelerometer signals generated 
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by the hip more closely matching those generated by the less vigorous interpretations of side-

stretching. 

3.4.1.4 Limitations in Respect to Research Question 1 

A problem experienced by some activity classification studies has been that high recognition 

accuracies obtained in the laboratory have not been retained when the classifier has been 

applied to data obtained under free-living conditions. Foerster et al. (160) found that an 

accuracy of 95.8% for laboratory collected data dropped to 66.7% for data collected outside 

the laboratory. More recently, Gyllensten and Bonomi found that recognition accuracy 

dropped from 95.9% in the laboratory to 75.9% under free-living, although this figure was 

obtained using activity diaries to label accelerometer output, and self-reporting has been 

shown to be unreliable (50-52) which puts into question these results. Bao and Intille 

attempted to collect semi-naturalistic data by creating an ―obstacle course‖ containing 

―goals‖ which were not directly related to the collection of activity data to encourage 

participants to act more naturalistically. This approach may or may not be effective, but 

ultimately is still a laboratory-based data collection protocol. It is not clear how the 

classification scheme defined in the present study would perform under free-living 

conditions. However, the gym-based activities of treadmill walking, rowing, using the cross-

trainer, and static cycling are arguably less sensitive to laboratory influences because, to a 

certain extent, the machinery involved enforces adherence to particular motions. 

Nevertheless, the classification scheme would need to be tested under free-living conditions 

to ascertain to what extent classification performance was affected. 

Another important limitation the current study has, in terms of its direct application to free-

living, is that static activities have not been accounted for by the classification scheme. Static 

activities were omitted as preliminary pilot testing had shown near perfect accuracies for 

sitting, standing and lying using a hip-mounted accelerometer, and therefore inclusion of 

these would boost overall accuracy without adding any insight into the detection of the 

dynamic aerobic/gym activities that are of interest; the focus of the present study was to 

classify an activity set of less easily distinguished dynamic activities. However, it is possible 

that some of the aerobic/gym-based activities that were performed at very low intensities 

might not generate a signal with sufficient signal magnitude area to distinguish it from a 

static activity. For example, certain participants‘ slow cycling might be mistaken for sitting, 

and for some participants side-stretching might be seen as standing. Static activities would 

need to be included in the analysis to verify whether this was the case. Additionally, it is 
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likely to be more difficult to find a threshold between standing and sitting when considering 

the ankle-mounted accelerometer. Some studies have experienced problems such as this, and 

one solution has been to consider sitting and standing as a single activity (84, 117, 139).  

A fundamental issue with supervised machine-learning algorithms is that activities that have 

not been trained for are necessarily misclassified. For example, if the classifier for the present 

study was applied to data obtained from an individual performing skiing, then this would be 

incorrectly classified as one of the ten activities in the original training dataset. It is not 

practicable to train a classifier for all possible activities that might occur under free-living 

conditions. However, the focus of the present study has been aerobic/gym-based exercises 

and common free-living activities that might be undertaken by an obese person wishing to 

lose weight. Clearly, obese individuals are more limited in terms of which physical activities 

they may perform, so the pool of possible activities is somewhat diminished. The activity set 

chosen in the present study is still some way off being comprehensive – there are many gym-

based activities that could be part of an obesity management programme that do not feature 

here – but the activity set chosen demonstrates that it is possible to recognise a variety of 

dynamic activities. 

Another limitation of the present study is that activities that are predominantly defined by 

arm movements may not easily be identified. The present study focussed on locomotive and 

aerobic activities that could be part of an exercise programme, and the results showed that 

these types of activity can be recognised both from hip- and ankle-mounted accelerometer 

output. However, certain exercises eligible for a weight-loss programme primarily use arm 

movements. Weight-training, for example, can involve strenuous arm movement while the 

torso and legs remain relatively still. If exercises and activities such as these were to be 

undertaken, then it is not clear whether the hip- and ankle-mounted sensors would return 

adequate information to distinguish them.  

Several studies have looked at transitions between activities, whereas the present study has 

not used any data representing transitions and has instead isolated instances of each activity 

so that each window of activity data contains only a single activity. This means that if the 

present classification scheme were applied to real-world data, then there would be 

misclassifications where transitions occurred between activities. As the classifier uses two 

second windows it means that such misclassifications will be minimised  – that is, if a 

window were ten seconds long and contained a transition which lasted only one second, then 
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this may misclassify the whole ten seconds of accelerometer data as opposed to two seconds‘ 

worth of data in the present scheme. However, to fully account for transitions, the present 

classification scheme would need some modification. 

A self-imposed limitation of the study is that a single accelerometer site should be considered 

to minimise burden on the wearer. If this restriction was not in place, then it is likely that 

classifier accuracy would improve by using the combined output from the two accelerometer 

sites, as has been the case in previous research (178). 

Although some walking was measured outside the laboratory on a path which was not 

uniformly level, it is not certain how the classification algorithm would classify walking at 

steeper gradients and on different surfaces. As walking energy expenditure increases with 

gradient (when ascending a slope) it may be useful to identify not only that walking was 

taking place, but also that the walking surface was sloped. There has been previous research 

which has estimated walking gradients from accelerometer output with some success (264). 

Future research may consider integrating the classification process with a second separate 

algorithm to estimate the angle of incline which would be applied when instances of walking 

were identified.  

3.4.1.4.1 Application of the Classifier to Free-Living Data 

The present study has demonstrated that several dynamic physical activities and exercises 

may be accurately distinguished by a classification scheme applied to hip- and ankle-mounted 

accelerometer data collected in the laboratory. However, because no static activities are 

considered by the classification scheme, it is currently inadequate for real-world applications. 

Also, as mentioned above, it is common that high performing classification algorithms in the 

laboratory may not perform as well under free-living conditions, and this is compounded by 

the inability of a supervised-learning classifier, such as that used in the present study, to 

accurately classify activities that lie beyond the training set.  

To demonstrate these limitations, the classification scheme was applied to data made 

available from a previous pilot study which contained free-living hip-mounted accelerometer 

data and corresponding activity diaries maintained by the participants (see appendix B). The 

activity diaries were not sufficiently reliable to allow the The activity diaries did not report 

gym-based exercises such as rowing and cross-trainer, therefore these activities would not be 

expected in the results. Also, it would be expected that the most common dynamic activity 

would be that of walking.  
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To gain a more accurate picture of how the classifier would perform under free-living 

conditions, an initial step was added to the classification scheme which ascertained whether a 

window of activity was static or dynamic, based on a signal magnitude threshold (see 

Appendix C), before applying the dynamic classifier. This threshold was set as a value based 

on the distribution of SMA values aimed at ensuring dynamic activity was identified, rather 

than utilising the method described in appendix C. This was because the main study had not 

been designed to obtain an accurate value for the threshold. 

It was clear from the results that there were anomalies in activity classification. The first issue 

was that the classifier often reported a disproportionate amount of stair walking in 

comparison to walking. This suggests that walking was being misclassified as stair walking. 

The ratio between walking upstairs and walking downstairs was also not as expected – the 

time spent in each of these two modes might be expected to be the same, or to weigh in 

favour of stair descent (as the more strenuous activity of stair climbing might be purposely 

avoided through use of elevator or escalator). However, according to the classifier results, the 

time spent in stair ascent in many cases far exceeded that of stair descent, which further 

suggests that level walking and stair ascent were not adequately distinguished by the 

classifier.  

Cross-trainer and jogging were not reported by the classifier for any periods longer than four 

seconds in one day. This is in line with the participant diaries and is an encouraging result, 

particularly as using a cross-trainer is a cyclic activity which potentially shares a similar 

periodicity and intensity with walking. Rowing was reported by the classifier for all subjects, 

and for one dataset this activity totalled more than three minutes. It is unlikely that any of the 

participants performed rowing and, though three minutes is of small duration within a twenty-

four hour period, this level of error may prove misleading when assessing an individual‘s 

daily activity patterns within the context of an exercised-based weight loss programme. 

Cycling was erroneously reported for all subjects as being up to 5.1% of the total dynamic 

activity time. For the participant who recorded thirty minutes of cycling in their activity 

diary, the classification algorithm underestimated this by twenty minutes. This may be due to 

cycling being misclassified as another dynamic activity (possibly side-stepping given the 

high incidence of this activity for this subject), but may also be due to the chosen threshold 

between static activity and dynamic activity being set two high to regard more leisurely 

cycling as dynamic activity. Additionally, the cycling dataset used to train the classifier was 
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obtained from a static cycling machine as opposed to a moving bicycle, which may also have 

affected classification. 

The stepping activity is higher than expected and is likely to be greatly due to its similarity to 

stair walking, as observed in the main study, but also appears to be resulting from a 

misclassification of walking. As discussed in section 2.1, many dynamic real-world activities 

may defy classification – for example, shuffling between work surfaces when cooking, or 

moving between products on a shelf in a supermarket. It may be that some of these share 

characteristics with the aerobic activities of side-stepping and side-stretching, which may 

explain the incidence of these in the classification results where they were unreported in the 

activity diaries. 

The results of this initial test of the classifier against free-living data indicate that the study 

protocol in this chapter is not adequate to derive a robust classifier for use in real-world 

applications. This may be due to differences between how activities are performed under lab 

conditions versus free-living, and may also be as a result of issues such as terrain, but is also 

due to the limited number of activities that are represented in the classifier training set and the 

exclusion of static activities. In order to develop and test a reliable classifier suitable for free-

living applications, one approach might be to train a classifier using a large quantity of 

accurately labelled accelerometer data that are representative of a multitude of real-world 

activities performed by a mixed BMI group. This approach would provide a suitably varied 

dataset for use as training data to the classifier, and for use in validating the algorithm. 

However, such a large-scale undertaking presents problems for the researcher as, in the 

absence of an objective means of recording human physical activity, it would likely require 

the participants to record a diary of their own activities, which is inherently unreliable, as 

discussed previously.  

Other approaches to improving classification accuracy under free-living may be considered. 

To avoid the disproportionate incidence of less frequently performed activities (such as 

rowing) in the classifier output, it may be necessary to tailor algorithms to be weighted 

towards everyday activities (such as walking) rather than presuming that each activity has the 

same likelihood to occur. For example, in the case of the LDA algorithm used in the present 

study, it is possible to change prior probabilities to favour various activities over others. To 

account for activities that do not appear in the training set of activities, unsupervised-learning 

techniques may be required, such as clustering where activities are grouped together 
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according to features extracted from their corresponding accelerometer signals, but the type 

of activity each represents is not necessarily known.  

There are also other practical considerations which may impact classification accuracy when 

using accelerometry under free-living conditions. Accelerometers must be calibrated to 

account for local gravity (265), as gravity is not uniform in magnitude at each location on the 

Earth, otherwise classification accuracy may be impaired due to the quality of the 

accelerometer signal. Classifier algorithms may also need to be modified to account for this. 

Another consideration is that non-wear time should be distinguished from sedentary activity, 

as during this time the amount of physical activity being performed is unknown and should, 

therefore, be reported as such. This consideration should be accounted for when developing a 

classifier for static activity. Some activities may introduce noise to the accelerometer signal, 

such as riding a bus, which may be interpreted by a classification algorithm as dynamic 

physical activity. The classifier needs to account for activities such as these so that errors are 

not made.  

3.4.1.5 Summary RQ1 

Can a set of aerobic exercises and free-living activities be identified from data collected 

by a single accelerometer mounted at the hip or at the ankle? 

The present study has demonstrated that an activity set comprising aerobic exercises and free-

living activities can be classified using data from a single hip- or ankle-mounted 

accelerometer. Furthermore, both accelerometer sites have achieved a degree of accuracy that 

is comparable with or exceeds previous research. However, in its current form the 

classification scheme employed in the present study is not adequate for application to free-

living. 

3.4.2 Research Question 2 

Does activity classification accuracy differ between obese and normal BMI groups? 

The accuracies returned by the classifier for each of the ten feature sets were divided into four 

subject groups as follows: the entire subject group, obese subjects, overweight subjects, and 

normal BMI subjects. These are shown in Table 3. A comparison between classifier 

accuracies according to BMI group is made below. 
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3.4.2.1 Comparison of Classification Accuracies between BMI Groups 

Ankle and hip classification accuracies, for each BMI group and feature set, are summarised 

in Table 3. First, the normal BMI group is considered in comparison to the obese group, as 

these groups have the greatest difference in BMI. For the hip-mounted accelerometer the best 

performing feature set (F10) returned 84.5% and 81.9% accuracies for the normal BMI and 

obese groups respectively, which is a difference of 2.6% accuracy in favour of the normal 

group. F8 was the overall best performing feature set for the ankle placement returning 

accuracies of 95.7% and 91.4% for the obese and normal BMI group respectively. This was a 

difference of 4.3% in favour of the obese group, and this was also the largest difference 

shown between normal BMI and obese groups for any of the feature sets. All but one of the 

feature sets for the hip-mounted accelerometer returned marginally higher accuracies for the 

normal BMI group. Conversely, all but one of the ankle accuracies were slightly higher for 

the obese group. However, the differences in accuracy are not great enough to conclude that 

hip-mounted accelerometers perform better for normal BMI groups and ankle-mounted 

accelerometers perform better for obese groups. The average absolute difference in accuracy 

between the two BMI groups across feature sets was 2.6% and 2.3% for hip and ankle sites 

respectively, and for the best performing features the difference in accuracy was less than 5% 

for both placement sites. More than 80% prediction accuracy was achieved for the hip-

mounted accelerometer and over and 90% accuracy was achieved for the ankle-mounted 

accelerometer for both obese and normal BMI groups. These results suggest that a single 

classification scheme may be effectively applied across BMI groups for both ankle and hip 

placement sites.  

There has been very little research which has considered how activity classification may be 

affected by BMI. Zhang et al. (181) compared classification accuracy between two BMI 

groups (<25 kg/m
2 

and >=25 kg/m
2
) and concluded that although there was a statistically 

significant effect of BMI on detection, BMI did not greatly affect prediction accuracy for five 

activities, as this averaged at over 99% for both BMI groups. The high accuracies returned 

for the ankle data for both BMI groups in the present study apparently corroborate the 

conclusion made by Zhang et al., but the comparison is not entirely valid due to the different 

number of accelerometers and activities under consideration – had there been a greater range 

of activities in Zhang et al., then a more pronounced affect of BMI may or may not have been 

observed. Oudre et al. (180) investigated classification accuracy for three BMI groups – 

normal (n=12), overweight (n=8) and obese (n=4) – and, having returned accuracies between 
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85% and 100% for three activities for each BMI group, concluded that their classification 

approach was justified across BMI groups. The results of the present study agree with the 

conclusion made by Oudre et al. (180), but again the comparison may be weak because of the 

few activities in their study, and also the low number of obese participants (n=4 compared to 

n=19 in this study).  

In the present study it is notable that for the hip-mounted accelerometer the overweight group 

scores higher prediction accuracy over the entire group, the normal BMI group, and the obese 

group for all but two of the thirty accuracy comparisons for the ten feature sets, and in some 

cases this difference is greater than 5% in favour of the overweight group result. Similarly, 

the overweight group returned higher accuracies for all but six out of these thirty possible 

comparisons for the ankle-mounted sensor. These results match the findings in the study by 

Oudre et al. (180) where the overweight group also returned the highest accuracies. However, 

as there were only eight overweight participants in Oudre et al. and four obese subjects, it is 

not clear that the same findings would be repeated using a larger participant group. In the 

present study the small improvements in accuracy for the overweight group over the other 

groups may be natural fluctuations due to the difference in the BMI group sizes (n=17, n=19 

and n=14 for normal BMI, obese and overweight groups respectively) rather than because of 

intrinsic differences between groups.  

3.4.2.2 Limitations in Respect to Research Question 2 

A comparison between activity recognition accuracies for the obese and normal BMI groups 

has been made for the activity set defined in 3.2.2.2, and the results suggest that accuracy is 

not greatly affected by BMI. These results were obtained when the classifier was trained 

using a mixed BMI group. It is not clear, however, whether improved results may be 

achieved by using a BMI-specific classification scheme. This would involve training a 

classifier using data from a single BMI group for application to individuals of the same BMI 

range; that is, an obese individual would be tested by the obese-specific classifier, and a 

separate classifier would apply to a normal BMI individual. 

3.4.2.3 Summary RQ 2 

Does activity classification accuracy differ between obese and normal BMI groups? 

As far as the author is aware, the present study is the only one which compares classifier 

accuracy between obese and normal BMI groups that has sufficient numbers of obese 

subjects and activities. Overall, the results of the study show that accelerometer data collected 
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from both normal BMI and obese subjects can be identified with a similar degree of accuracy 

when trained using a mixed BMI group. This suggests that a classification scheme such as the 

one employed in the present study may be applied to both obese and non-obese subject 

groups participating in aerobic/gym-based and free-living activities. 

3.4.3 Research Question 3 

Do the same accelerometer features apply to obese and normal BMI groups, or do they 

require different accelerometer features to characterise their physical activities? 

To answer the research question, the rankings of the feature sets were compared between 

obese and normal BMI groups. If the feature sets are equally effective for obese groups as 

normal BMI groups, then the rankings of feature set accuracies should be similar for each 

BMI group. To determine how similar the ranks were between groups, the Kendall‘s Tau 

rank correlation coefficient was calculated. 

3.4.3.1 Comparison of Feature Sets  

From Table 4 it can be seen that the ranks for feature set accuracy remain largely the same 

within each test dataset, for both hip- and ankle-mounted accelerometer, where the classifier 

has been trained using the entire subject dataset. Kendall‘s Tau coefficients in Table 7 and 

Table 8 show high correlations to corroborate this for each subset of test data (the entire 

group dataset, and both normal and obese groups in isolation). The results obtained through 

this approach suggest that there is little difference between the types of feature which perform 

best against particular BMI groups, when the classifier is trained using mixed BMI data.  

The feature set F1 comprising the mean and standard showed the lowest accuracies for both 

accelerometer placement sites. This was expected as it was the simplest feature set. Yet, the 

accuracy figures returned by this feature set were much higher than expected with 63% and 

82.1% being returned from the hip and ankle respectively. The 82.1% accuracy at the ankle 

seemed abnormally high to the extent that it suggested an error may be occurring in the 

classification scheme. To check the algorithm, the classifier was tested with various 

combinations of data and input parameters. For example, the classifier was given spuriously 

labelled data which meant that the expected results should show around 10% accuracy for 

each of the ten activities based on probability. The results of the tests were as expected which 

suggested the classifier was functioning correctly. The high accuracies may be due to the 

effectiveness of the LDA classification algorithm when applied to this particular activity set, 
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or several other parameters of the study, such as the window size, which in combination 

result in particularly high accuracies.  

The Bao and Intille (111) feature set (F2) did not perform much better than the mean and 

standard deviation (F1), but this may be because in the present study there are only three 

accelerometer axes from which to derive features, giving a total of only twelve features for 

the F2 feature set, whereas in the study by Bao and Intille itself (111) there were ten 

accelerometer axes and a total feature set of thirty-five elements.  

The DCT feature set (F6) consistently performed better than the FFT feature set (F5) at the 

hip but returned similarly high accuracies at the ankle. The Baek et al. feature set (F3) 

performed averagely but the F10 custom feature set, which incorporated the F3 features in 

conjunction with five frequency components and additional statistical features, was the best 

performing feature set for the hip-mounted accelerometer and the second best for the ankle-

mounted accelerometer. The best performing feature set for the ankle placement was the F8 

custom feature set. The custom feature set F7 was consistently ranked 3
rd

 or 4
th

 across all 

combination of accelerometer placements, training datasets and test groups. The Huynh and 

Schiele (147) feature set (F4) performed averagely at the hip but performed better at the 

ankle. 

The feature sets returning the lowest accuracies tended to have fewer features. F1, F2 and F3 

are three of the four poorest performing feature sets for both placement sites and these have 

six, twelve and fifteen features respectively. The fourth poorest performing feature set (F9) 

had twenty-four features, but these were not well chosen for maximum classification – the 

cepstrum frequency components are not as effective as the FFT and DCT, and there were 

only a few additional statistical features. The DCT is an effective feature set, comprising 

seventy-five features. The best performing feature sets F10 and F8 incorporated both 

frequency and statistical features and numbered forty-six and thirty-nine components 

respectively. The DCT feature set (F6) had seventy-five features and rivalled the best 

accuracies without using any time-domain features. 

The success of the feature sets which included several frequency-based features may be due 

to the cyclic nature of the activities in activity set. Walking, jogging, stair climbing and 

descent all have cyclic patterns, and for the gym-based activities these patterns may be even 

more pronounced. The aerobic exercises, again, display regular repetitive patterns. Frequency 

domain features are, therefore, ideally suited to characterising each activity. Where there is 
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similarity in the cyclic patterns between activities – walking and stair climbing, for example – 

the additional time-domain features may help make the distinction, or in the case of the FFT 

and DCT feature sets, the number of frequency components may represent each activity more 

finely. 

3.4.3.2 Limitations in Respect to Research Question 3 

The custom feature sets selected in the present study were not chosen using any feature 

selection or feature reduction techniques aimed at maximising classification accuracy or 

optimising computational cost. This is because the feature sets were not all designed to return 

the best accuracies, as this was not the sole aim of the research. Instead they were intended to 

test how differently each performed between BMI groups. Feature set F9 was designed to be 

different to the other feature sets and was, in fact, expected to return lower accuracies. 

Feature sets F7, F8 and F10 shared several elements and performed similarly –  each 

returning high accuracies – but the relatively small differences between them helped test  if 

rankings were different between BMI groups (the rankings of a poor feature set and a good 

feature set may be the same regardless of which BMI group they are applied to, whereas two 

subtly different feature sets may switch ranking depending on the attributes of the group that 

produced the accelerometer data – although it is also possible that a feature set that performs 

poorly for one group may perform well in another). 

In the present study, features were tested for their ability to distinguish physical activities 

regardless of the physical attributes of the individuals performing them. Those feature sets 

which returned the best classification accuracies captured common accelerometer signal 

characteristics across individuals which did not vary greatly according to BMI. However, it is 

possible that the inclusion of certain BMI-related measurements may improve classification 

accuracy. For example, if higher BMI values correspond with greater mediolateral sway in 

individuals (as discussed in 2.2.1) then it is possible that activities involving mediolateral 

movement may be more easily distinguished if BMI values were to be included in the feature 

set, or used to normalise the mediolateral accelerometer signal. Future work may wish to 

investigate how a classification scheme may be improved by the inclusion of anthropometric 

measurements within the feature set when applied to a mixed BMI subject group. 

3.4.3.3 Summary RQ3 

The research question sought to ascertain whether the same features sets may effectively 

applied to obese and normal BMI groups, or whether different types of feature gave different 
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results depending on the BMI of the subject group. Ten feature sets were tested and these 

were found to rank similarly for different BMI groups. It was thus concluded that the same 

features may be applied equally to both BMI groups. 

3.4.4 Chapter Summary  

Activity monitoring research has shown that human physical activity modes may be 

recognised from accelerometer signals (84, 144, 146, 162, 266). This has been demonstrated 

for various activities, but no previous study has tested an activity set designed to incorporate 

exercises specifically aimed at combating obesity. Findings from the present study imply that 

it is possible to accurately determine activities such as these. Furthermore, the study limited 

the number of sensors to a single sensor. This was to test how well a single sensor might 

perform in the field where it is desirable to minimise the burden imposed upon the wearer. 

Classification accuracies returned for both hip- and ankle-mounted accelerometers (85% and 

94% overall accuracy respectively) were comparable with previous research, and in many 

cases exceeded the accuracies returned by studies which had used multiple sensors and less 

challenging activity sets. Also, previous research has not investigated how effectively activity 

classification can be applied to obese individuals compared to those who are not obese. The 

present study found that classification accuracy was comparable between obese and normal 

BMI groups with both returning high accuracies. A number of feature sets were compared to 

ascertain whether the same features are equally applicable to obese and normal BMI groups. 

It was found that these feature sets were similarly applicable across BMI groups. 

The implication of these results is that a classification scheme may be effectively applied to 

subjects across a range of BMIs without needing to make alterations to the feature set 

according to the BMI of the target population. The classification scheme has been shown to 

be effective using a single activity monitor, as opposed to several sensors, and thus may be 

applied in the field with a lesser burden to the individual and a lower financial cost of 

implementation. The ankle was found to be the best placement site, though the hip also 

returned high accuracy and may be preferable for practical implementations in order to 

minimise burden and improve compliance. The present study has shown that, in principle, 

accelerometry may be used to identify bouts of the type of activities that an individual might 

perform while taking part in an obesity management programme. The motivation for this 

research has been to work towards an activity monitoring system that would allow a clinician 

to evaluate the effectiveness of an activity programme in terms of weight loss, and also to 

determine participants‘ adherence to such a programme. A system incorporating 
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accelerometry to identify physical activity may also be used to provide motivational feedback 

to those taking part in an intervention aimed at weight loss; participants may be given regular 

access to their activity profiles, and this might provide motivation for further exercise. 

Additionally, this technology may be applied to epidemiological research aimed at 

determining which particular patterns of activity might influence obesity. However, the 

questions that have been answered by this research must be regarded only as a step towards 

such a system, and further research is required to improve classification accuracy under free-

living conditions before it is suitable for use in the field. 
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4 Walking Speed Estimation Using Accelerometry 

The ability to objectively measure physical activity would help evaluate weight loss 

programmes and provide motivational feedback to those trying to lose weight. It would also 

be of use in epidemiological research involving individuals‘ activity patterns. For 

implementation in large scale studies, a walking speed measurement tool should function 

effectively irrespective of the BMI of the participants and without requiring individual 

calibration. When considering walking in the context of weight management, the speed 

estimation algorithm should work for both overground and treadmill walking, the latter being 

an exercise which may be part of a weight loss programme. Additionally, when applied to a 

free-living environment, a body-worn sensor needs to be unobtrusive and should not interfere 

with the natural behaviour of the wearer. A single accelerometer worn on a belt above the hip 

would meet this criterion. 

The research question was asked: can a hip-mounted accelerometer be used to accurately 

estimate walking speed for an obese group? 

In order to answer the research question, the following objectives were set: 

 Objective 1: to produce a speed estimation model that is accurate across BMI groups 

and walking modes. 

 Objective 2: to investigate how walking speed estimation accuracy differs between 

obese and normal BMI groups. 

 Objective 3: to explore how walking speed estimation accuracy is affected by walking 

mode. 

4.1 Research Design 

To meet the objectives of the study, and to answer the research question, hip-mounted 

accelerometer data was collected for twenty-two subjects performing treadmill walking at 

five speeds, and overground walking at four speeds. Several accelerometer features were 

chosen to characterise elements of walking intensity and gait characteristics. An algorithm 

was applied to these features in order to identify which of these may best be used as 

parameters in linear models to accurately estimate walking speed across BMI groups. A 

number of models were identified, and each was evaluated separately using leave-one-out 

cross-validation. The results were compared between the obese and normal BMI groups for 

both overground and treadmill walking.  
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4.2 Methods 

4.2.1 Recruitment and Subject Statistics  

The recruitment procedure was the same as that described in section 3.2.1. Twenty-two 

subjects completed the study (Table 10). There were eleven subjects with BMIs in the normal 

range (under 25kg/m
2
) and a further eleven with BMIs in the obese range (greater than 

30kg/m
2
). The figure below (Figure 11 ) shows the relationship between height and leg length 

for the participants of the study. 

 All Subjects (n=22) Male (n=12) Female (n=10) 

Age (years) 31.5 ( 7.60) 32.5 ( 8.3) 30.4 ( 6.9) 

Height (cm) 169.4 ( 8.8) 173.7 ( 9.2) 164.3 ( 4.6) 

Weight (kg) 83.2 ( 21.3) 85.6 ( 18.9) 80.3 ( 24.5) 

BMI (kg/m
2
) 29.0 ( 7.2) 28.5 ( 6.2) 29.6 ( 8.6) 

Table 10: Subject statistics. Figures are mean (standard deviation). 

 

Figure 11: Height versus leg length for the participants of the study. The correlation was high (R
2
 = 0.7777). 

The majority of the subjects who took part in this study also participated in the studies 

described in chapters 3 and 5. These subjects include all eleven in the obese BMI range and 

R² = 0.7777
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five in the normal BMI range. Data collection for treadmill walking was taken simultaneously 

for all three studies. Overground walking data was measured part way through the 

programme of activities described in chapter 3. An additional six subjects in the normal BMI 

range performed treadmill and overground walking specifically for this study. 

4.2.2 Data Collection 

Data was collected at the Human Performance Laboratory, at the University of Salford. 

4.2.2.1 Participant Anthropometric Measurements 

Participants were weighed and their height was measured using a stadiometer. From these, 

BMI was calculated. Biomechanical models of walking rely on leg measurements. For this 

reason, the length of the participant‘s right leg was measured from the top of the greater 

trochanter to the floor. Shoes were worn for these measurements as the additional height they 

confer contributes to the pendulum length when considering walking as an inverted pendulum 

(202-203). 

4.2.2.2 Activity Monitor 

A single Actigraph GT3X+ monitor was affixed to the participant‘s right hip above the iliac 

crest (Figure 12). The device was set to sample at 50Hz in order to capture movements of up 

to 25Hz according to the Nyquist Sampling Theorem as discussed in subsection 3.2.2.1. This 

is sufficient for movement at the hip which is unlikely to produce acceleration signals 

approaching this frequency.  

 

Figure 12: Hip-mounted Actigraph GT3X+ accelerometer 

An additional Actigraph GT3X+ was affixed to the participant‘s right ankle for use in the 

study described in chapter 3, but this data was not used in the analysis for the present study. 

As discussed in section 2.1.4, the hip site presents a balance between burden to the 
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participant, when considering future real-life applications, and the range of aspects of PA that 

previous research has used waist/hip-mounted accelerometers to measure, such as energy 

expenditure and activity type; one of the overall aims of the thesis has been to consider 

measuring multiple aspects of PA from a single accelerometer site. The hip also has close 

proximity to the centre of mass (CoM), which means it may be used to derive walking speed 

from CoM displacement, as in Zijlstra and Hof (90). The ankle site does not have the same 

advantages as the hip in these two respects, and although it may be possible to apply 

alternative approaches to estimating walking speed using the ankle site, the aims of the thesis 

are more easily met by the hip-mounted accelerometer. 

4.2.2.3 Walking Protocol 

The walking phase of the protocol was divided into two parts: treadmill walking and 

overground walking.  

Overground walking took place on level ground on a twenty metre length track in the Human 

Performance Laboratory at the University of Salford. Optical timing gates were used to 

measure the overall time taken to walk twenty metres, and walking speed was later calculated 

from these. Participants were asked to walk at four speeds with the following descriptions: 

―slow‖, ―normal‖, ―brisk‖, and ―fast‖. Differing interpretations of these speeds by the 

participants, influenced by the physical differences between them and their naturally 

preferred speeds, allowed a variation of speeds to be measured. A prescribed set of speeds 

was not desirable as this would not test the ability of the algorithm to estimate a range of 

speeds with precision; the estimation algorithm would merely need to be able to distinguish 

between four specific speeds, which may lead to artificially high estimation accuracies, and 

would not be as applicable to a free-living environment. Participants were asked to pause 

after each walking speed test was completed. This would show in the accelerometer record as 

a period of low activity, and, when the accelerometer signal was plotted, would make each 

walking test visually distinguishable from the participant returning to the start position. 

Treadmill walking was performed using the Ergo ELG55 treadmill (WOODWAY GmbH of 

Weil am Rheine, Germany). Five speeds were selected and were performed for at least one 

minute to ensure sufficient data was collected. The treadmill speeds varied according to the 

participant and were based on their preferences and abilities. Participants were consulted as 

the testing took place, and speeds were adjusted accordingly. As far as possible, speed was 
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increased in even increments in order to obtain a representative sample of speeds across the 

range. Participants were not permitted to use the treadmill hand rail while walking. 

As mentioned previously, the same treadmill walking data were used for both the present 

study and the studies described in chapters 3 and 5. For the purposes of the study in chapter 5, 

the first four speeds were performed for five minutes each (see chapter 5) and a breath 

analysis mask was worn.  Walking at the fifth, and fastest, speed was performed for one 

minute without the mask.  

Five speeds were collected for treadmill walking, but only four were collected for overground 

walking. This was because a range of specific speeds can be easily imposed when using the 

treadmill, whereas individuals are not able to set their own speed levels so precisely when 

walking freely. It is difficult for the individual to grade their walking speed beyond four 

descriptive guidelines. 

4.2.2.4 Annotations of Walking Times 

Start times were recorded for each of the four over ground walking trials so that they could 

later be located in the accelerometer dataset. As each participant activated the timing gate 

placed at the zero metre mark, a wristwatch was used to record the start time of the trial. The 

elapsed time in seconds, as returned by the handset connected to the timing gates, was written 

down as the participant passed the timing gates at the 20m mark. For the five treadmill 

walking trials, the start and end times were handwritten, and the corresponding treadmill 

speed was recorded. When the Actigraph GT3X+ was initially synchronised with the 

computer, the offset between the wristwatch time and the computer time was noted so that 

hand written times could be later synchronised with accelerometer output. 

4.2.3 Preliminary Processing 

4.2.3.1 Data Labelling and Extraction 

The proprietary software provided by the accelerometer manufacturer was used to download 

the acceleration data for each set of walking trials. The three-dimensional accelerometer data 

was converted into MATLAB format as described in subsection 3.2.3.1. 

The hand written annotations for overground walking were transferred to a spreadsheet for 

each participant before being converted to MATLAB format. Timestamps were adjusted 

according to the previously noted offset between wristwatch and computer in order to obtain 

the absolute time. Accelerometer data was plotted and start and end times for each walking 



94 
 

trial were indicated against the plot to allow visual inspection of how well they align. 

Adjustments to the start and end time stamps for each walking trial were made where 

necessary. From these timestamps the walking speeds were calculated for each trial as the 

total distance (20m) divided by time. Additionally, the times recorded in the spreadsheet were 

used to extract the accelerometer data corresponding to each walking trial. Similarly, the start 

and end times for treadmill walking were input into a spreadsheet and read into MATLAB. 

From these the corresponding accelerometer data were extracted. Treadmill walking speeds 

that were noted at the time of testing were transferred to a separate spreadsheet and 

subsequently read into MATLAB. 

4.2.3.2 Computation of the Input Parameters for the Speed Estimation Models 

The main objective of the study was to produce a walking speed estimation model which is 

appropriate for both obese and non-obese groups and applicable to both overground and 

treadmill walking. The speed estimation model depends on suitable input parameters in order 

to achieve this objective. A set of candidate parameters were selected according to two main 

categories. The first category of parameters comprised accelerometer features that correspond 

with the biomechanical walking model or gait cycle. The second category included statistical 

features of the accelerometer signal that may correlate with walking speed. The parameters 

are listed in Table 11 and are described in detail below.  

Although the majority of the candidate parameters are accelerometer features, some are 

derived from a combination of accelerometer output and leg length, and others return gait 

cycle parameters from the signals based on a biomechanical model. For this reason the term 

―parameter‖ is favoured over the term ―feature‖ in the context of this study. 

Parameters MeanX, MeanY, MeanZ. These represent the mean of the vertical, 

anteroposterior and mediolateral signals respectively.  Mean was chosen as it is a 

fundamental statistic and was also employed in the speed estimation model by Bonomi et al. 

(85). However, it was expected that these parameters would not correlate well with speed, as 

at constant walking speed there is no net acceleration in any direction. 

Parameters STDx,STDy, STDz. These represent the standard deviation of the three 

accelerometer signals. Again, the standard deviation is a fundamental statistic and describes 

how much the signal varies from the mean. This was also employed in the speed estimation 

model by Bonomi et al. (85). It was expected that as speed increases there would be higher 
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standard deviation values of the acceleration signals due to the more vigorous movements 

involved. 

 

Type Parameter Description 

Statistical MeanX Mean of the vertical accelerometer signal. 

MeanY Mean of the anteroposterior accelerometer signal. 

MeanZ Mean of the mediolateral accelerometer signal. 

CPSx Sum of the absolute magnitude of the high-pass filtered vertical signal, 
divided by seconds. 

CPSy Sum of the absolute magnitude of the high-pass filtered anteroposterior 
signal, divided by seconds. 

CPSz Sum of the absolute magnitude of the high-pass filtered mediolateral signal, 
divided by seconds. 

RangeX Range of the vertical acceleration values. 

RangeY Range of the anteroposterior acceleration values. 

RangeZ Range of the mediolateral acceleration values. 

RMSx Root mean square of the vertical accelerometer signal. 

RMSy Root mean square of the anteroposterior accelerometer signal. 

RMSz Root mean square of the mediolateral accelerometer signal. 

STDx Standard deviation of the vertical accelerometer signal. 

STDy Standard deviation of the anteroposterior accelerometer signal. 

STDz Standard deviation of the mediolateral accelerometer signal. 

Biomechanical 
  
  
  
  
  
  

MST Mean step time. 

MSTn Mean step time, normalised by leg length. 

MVD Mean vertical displacement. 

MVDn Mean vertical displacement, normalised by leg length. 

ZH0 Parameter based on the pendulum model used by Zijlstra and Hof. 

ZH1 A simplication of the Zijlstra and Hof formula. 

ZH2 MVDn divided by mean step time.  

Table 11: Candidate parameters for the walking speed estimation model. 

Parameters RangeX, RangeY, Range Z. These represent the range of acceleration for the 

three accelerometer signals. Faster speeds might be expected to produce a higher range 

between maximum and minimum acceleration values, particularly in the case of vertical 

acceleration due to the vertical movement of the centre of mass according to the pendulum 

model. Acceleration data from one of the subjects contained a large spike which was not 

consistent with the rest of the signal for this particular speed. A measure such as range is 

sensitive to this kind of noise; a single spike significantly changes the range value, whereas 

such a spike would not significantly affect a measure such as the median of the signal. When 

using measures that are sensitive in this way, it may be better to implement an initial 
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smoothing function. For this reason the present study employed a median filter to the signal 

before calculating the range. 

Parameters RMSx, RMSy, RMSz. These are the root mean square (RMS) values of the 

signal and are calculated by according to the formula below: 

     
 

 
   

 

 

   

 

In this equation,   values represent acceleration samples, and   is the number of samples. 

The RMS of the signal was chosen as a candidate feature as it had been previously shown to 

correlate with speed by Shultz et al. (200). 

Parameter MST. This parameter is the mean step time based on the average number of 

samples between estimated heel strikes. The value returned is the number of seconds between 

steps. A heel strike detection algorithm was employed which is described in subsection 

4.2.3.3. Parameter MSTn was the mean step time normalised by leg length. 

Parameter CPSx. This parameter bears similarity with accelerometer ―counts‖ (described in 

2.5.1) used by Barnett et al. in their speed estimation model (207) except instead of returning 

total counts over a predefined fixed epoch, the results are in counts per second, and it is, 

therefore, independent of epoch. The parameter is calculated by first high-pass filtering the 

vertical acceleration signal, then finding the sum of the absolute magnitude of the filtered 

signal. This is then divided by the number of seconds the signal represents so that the result 

may be compared for signals of different sample lengths. Parameters CPSy, and CPSz are 

calculated in the same manner as CPSx for the anteroposterior and mediolateral 

accelerometer signals respectively. 

The remaining parameters rely on vertical displacement, which within the context of body 

movement implies a measure of the displacement of the centre of mass (CoM). Previous 

studies such as that by Zijlstra and Hof (90) have mounted an accelerometer on the lower 

back, close to the CoM; in which case the vertical accelerations relate to the CoM, and 

vertical displacement is obtained by double integrating the vertical accelerometer signal. An 

important element of the research question posed by the present study is whether speed 

estimation can accurately be made when the accelerometer is worn at the hip. A hip-mounted 

accelerometer is not able to measure accelerations of the CoM directly, as it is subject to the 
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rotation of the hip in the frontal plane (267). This movement means that the hip height is 

greater during the swing phase of the gait cycle than in the stance phase.  However, use of hip 

accelerations to measure vertical displacement may be justified if the calculated displacement 

is averaged over a number of strides in order to cancel the effect of these differences in hip 

height over the gait cycle. This is the procedure adopted by the present study. 

Parameter MVD. This is the mean vertical displacement of the hip over the period of 

walking. This parameter first requires the identification of gait cycles contained within the 

accelerometer signal. In order to identify each gait cycle, the heel strike detection algorithm 

was first employed. The vertical accelerometer signal was twice numerically integrated 

according to the trapezium rule in order to calculate vertical displacement. To account for 

integration drift, the study applied a fourth order high pass Butterworth filter to the data. 

Zijlstra and Hof  (90) used a cut off frequency of 0.1Hz, though the present study found that a 

higher correlation with speed could be achieved from higher cut off frequencies, as discussed 

in 4.2.3.4 below. Parameter MVDn is the mean vertical displacement normalised by leg 

length. 

Parameters ZH0, ZH1, and ZH2. These were influenced by the inverted pendulum model 

used by Zijlstra and Hof (90).  In their model the vertical displacement is first obtained, as 

described in the previous paragraph. The formula to obtain step length from the vertical 

displacement is          where   is the vertical displacement, and   is the leg length of 

the walker. The speed is then calculated from the step length and the step duration which can 

be obtained from the time difference between heel strikes. Parameter ZH0 has the formula: 

                     where   is leg length,    is the mean vertical displacement and    is 

the mean step time over the walking period. Both parameter ZH1 and parameter ZH2 were 

chosen to describe a simpler relationships between vertical displacement, leg length and step 

time than that represented by ZH0. Parameter ZH1 is based on the following formula: 

          .  Parameter ZH2 has the following formula:              which is effectively 

the MVDn divided by the mean step time.  

4.2.3.3 Heel Strike Detection 

A number of the biomechanical parameters derived for the speed estimation algorithm had to 

be calculated according to gait cycle. It was necessary, therefore, to develop an algorithm 

which could segment longer periods into individual gait cycles. Figure 13 shows the vertical 

accelerometer signal for a period of walking and illustrates the regular occurrence of heel 
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strikes, seen as troughs due to the alignment of the vertical accelerometer axis (gravity is in 

the negative direction). It was not possible to apply a simple threshold algorithm to find these 

troughs, as signals varied too much between individuals and speeds. Instead, the heel strike 

detection algorithm first determines the frequency of the signal troughs, then traverses the 

signal according to this frequency to find each trough.  

 

Figure 13: Example vertical acceleration data for walking at the preferred normal speed, taken from one of the 
participants of the study. The vertical dotted lines represent estimated right heel strikes. It can be seen that these align 
with troughs in the signal, as expected. 

Figure 14 shows the frequency spectrum of a period of walking. As can be seen, there are a 

number of frequency peaks at amplitudes much higher than the mean amplitude. The first of 

these, which is often found to have the greatest amplitude, has a frequency that corresponds 

with the frequency of heel strikes for both feet. To find the value of this frequency, the 

algorithm first applies a fast Fourier transform to the accelerometer signal to obtain the 

frequency spectrum. It then isolates those frequencies that have amplitudes that are four or 

more standard deviations greater than the mean amplitude. The first of these frequencies, 

corresponding to the heel strike frequency for both feet, is selected. This frequency value is 

divided by two to obtain the frequency of heel strikes for a single foot – in this case it is the 

right foot as the accelerometer is fixed to the right hip – and this corresponds to the frequency 

of a complete gait cycle. It can often be seen from a graph of the FFT signal that the gait 
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cycle frequency aligns with a peak in the frequency spectrum below approximately 1.25Hz 

(as illustrated by Figure 14). However, this frequency is not reliably obtainable directly from 

the FFT signal as it does not consistently have the highest amplitude within the range below 

1.25Hz, whereas the frequency of heel strikes for both feet (at approximately double the 

frequency for a single foot) has a consistently high amplitude and is, therefore, more reliably 

identified.  

From the computed gait cycle frequency value and the sample rate (in this case 50Hz), an 

approximation of the number of samples between heel strikes is obtained. The minimum 

value of the vertical accelerometer signal is considered to be a clear heel strike. From this 

starting point the signal is traversed in increments according to the number of samples 

between heel strikes previously calculated, and at each increment the minimum acceleration 

value within a predefined close range is designated as a heel strike (Figure 13).  

 

Figure 14: Example frequency spectrum for walking at preferred normal speed, taken from one of the participants of the 
study.  The dotted vertical line represents the estimated frequency of right heel strikes, and in this case it can be seen to 
align with a minor peak in the frequency spectrum. 

4.2.3.4 Optimisation of the Input Parameters 

As discussed, the speed estimation models require a number of input parameters from which 

to derive their predictions for speed, and these parameters need to be selected in order that the 

speed estimation models are effective across BMI groups and walking modes. Before 
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selecting the final parameters for the speed estimation models, some of these parameters were 

analysed to identify whether they could be optimised. To assist the optimisation procedure, 

individual correlations between each of the parameters and walking speed were calculated 

(Table 13).  

The first area considered for optimisation was the cut off frequency for the high-pass signal 

filter. Of the twenty-two features under consideration (Table 11), eight require a high-pass 

filter before further processing. Using the entire dataset (all BMI groups, all walking modes), 

correlation was measured between each filtered parameter and walking speed. This 

measurement was repeated using high-pass filter cut off values between 0.1Hz and 3.0Hz in 

steps of 0.1Hz. All eight features returned higher correlation coefficients at around 1.4Hz (see 

Figure 15). Frequencies of 1.35Hz and 1.45Hz did not improve the results over 1.4Hz. For 

this reason 1.4Hz was selected as the high-pass cut off frequency for the eight features. 

 

Figure 15: Correlation coefficients at different high-pass filter frequencies. 

The second area under consideration was whether certain parameters would benefit from 

being normalised by leg length. Leg length was a factor which could particularly relate to two 

of the accelerometer features: mean step time and mean vertical displacement. Those with 

shorter leg lengths would be expected to exhibit a lower mean step time (parameter MST) to 
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achieve the same speeds as those with longer legs. MST returned a high correlation with 

walking speed but it could be seen from a scatter plot (Figure 16) that, although individual 

correlations with speed were linear with similar gradient to the line of best fit for the group as 

a whole, there were outlying sets of walking speed trials for some individuals. The mean step 

time normalised by leg length (MSTn) barely improved the correlation coefficient but 

reduced the number of apparent outliers (see Figure 17). For this reason, the normalised MST 

value was selected for the analysis. Due to the geometry of the inverted pendulum, the mean 

vertical displacement (MVD) potentially will return greater values for those with longer leg 

lengths than those with shorter leg lengths, irrespective of walking speed. Therefore, it is 

arguable that MVD might be better normalised by leg length for the purposes of the speed 

estimation model. MVD returned a high correlation with walking speed, with r=0.916 (using 

the 1.4Hz limit for the high pass filter) for combined walking modes and combined BMI 

groups. The MVD normalised by leg length (MVDn) returned a similar correlation 

coefficient with r=0.92. Although there was little difference between the two correlation 

scores, the normalised version was chosen for analysis due to the initial motivations for the 

comparison. 

 

Figure 16: Mean Step Time versus walking speed. Each subject is represented by a different symbol. Each symbol 
appears nine times for the nine walking trials. Individual regression lines are shown in yellow. Overall line of best fit is 
green.  Although the correlation coefficient is high, walking trials for individuals, such as the subject indicated by ‘+’, 
were distanced from the line of best fit and added to the variance in the model. 
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Figure 17: Mean Step Time normalised by leg length versus walking speed. Each subject is represented by a different 
symbol. Each symbol appears nine times for the nine walking trials. Individual regression lines are shown in yellow. 
Overall line of best fit is green.   

 

4.2.4 Deriving the Linear Speed Estimation Models 

Once the candidate parameters had been defined and optimised, the next phase was to 

generate linear speed estimation models using combinations of these parameters. A brute-

force search
3

 was implemented, where all possible combinations of parameters were 

systematically evaluated to identify the best performing speed estimation model. This 

technique has been used similarly in previous activity monitoring research to identify an 

optimum set of accelerometer features (268-269). In the present study, the approach was 

applied to a dataset containing both treadmill and overground data, for both obese and normal 

BMI groups, in order to meet the objective of identifying a speed estimation model which 

applies across BMI groups and walking modes (objective 1). 

Twenty features were selected for the brute-force search algorithm. This number represents 

all the candidate parameters listed in Table 11 except the rejected non-normalised  versions of 

the mean step time (parameter MST) and the mean vertical displacement (parameter MVD), 

                                                      
3
 The term “brute-force search” is used in the field of computer science to describe an exhaustive problem 

solving approach which tests all possible candidate solutions in order to identify which provide an answer the 
problem.  
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the reason for which was discussed above. There were 1,048,575 different combinations of 

the twenty candidate parameters. Each of these combinations represented the parameters for a 

linear speed estimation model. Leave-one-out cross-validation was applied for each 

successive set of parameters as follows. Initially, a single subject was selected for testing. 

Using the remaining subjects, multiple regression was applied to the subject data 

corresponding to the current set of parameters, in order to obtain the coefficients of each 

parameter for the linear speed estimation model. These coefficients were used in the linear 

model to estimate walking speeds for the individual who was initially selected. Estimated 

speeds were stored for later analysis, and the process was repeated for each subject in 

isolation until a set of results was generated for the entire group. 

The estimated and actual speeds were collated for all subjects, and accuracy metrics were 

applied accordingly. The root mean square error (RMSE) was selected as the primary 

measure of accuracy. Additionally, the mean absolute percentage error (MAPE) was 

calculated. This measure is usually used to evaluate the accuracy of forecasting models. In 

this particular instance, MAPE would be able to give an indication of how far speed 

estimations were from actual speeds, and to help assess how this error would affect 

categorisation of walking into slow, normal, brisk, and fast modes. Maximum percentage 

error was also calculated. As each result was generated it was written to a comma separated 

values (CSV) text file. The results were transferred to a Microsoft SQL Server database 

system so that structured query language (SQL) queries could be executed to obtain specific 

sets of results from the more than one million records. In this way it allowed analysis of the 

models on a larger scale. 

The best performing linear models were identified according to three criteria: the model with 

the lowest RMSE, the model with the lowest MAPE, and the model with the lowest 

maximum percentage error. Subsequently, these models were applied to the treadmill data in 

isolation and the overground walking in isolation in order to understand how walking mode 

affects speed estimation (objective 3). The results for the three walking modes were 

subdivided by BMI group to allow comparisons to be made (objective 2).  

4.2.5 Further Analysis of the Speed Estimation Models 

To further investigate the differences in accuracy between BMI groups, and how walking 

mode affects speed estimation (objectives 2 and 3) the database of one million results was 

used to identify underlying trends in accuracies according to walking mode and BMI group. 
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Data were extracted from the database of model results using a number of SQL queries. The 

first one thousand best performing models (according to RMSE) were selected in each case. 

One thousand was deemed a sufficient number of results that would allow relationships to be 

observed between BMI groups. The models that were returned by the queries depended on 

the criterion of which walking mode is required, and the results were ordered according to the 

RMSE of the required BMI group. These datasets were visually represented in graph form so 

that data trends may be inspected. 

4.2.6 A Consideration of Repeated Measures 

There were nine speed measurements per person (four overground walking speeds and five 

treadmill walking speeds). This means that the results of applying the speed prediction 

algorithm were calculated from repeated measures per subject. The algorithm needs to be 

robust in spite of the differences between the individuals being tested. However, the 

correlations between speed and accelerometer features may be higher for within-subject 

measurements than between subjects. Testing all nine measured speeds could, therefore, 

lessen the effects of inter-subject differences on the results, and the algorithm may 

consequently return lower RMSE values than it would without repeated measures. This 

would artificially present a more accurate speed prediction algorithm than is merited.  

A secondary test of the algorithm was performed in order to ascertain the effect of the 

repeated measures on the results. This test was carried out in the same way as the main 

analysis, except when generating the test data for each subject a single speed was selected at 

random (using a standard random number generator within MATLAB). This was done 

separately for the treadmill and overground walking data combined, the treadmill data alone, 

and the overground walking data alone. Because the test speeds were selected at random, the 

results necessarily fluctuate according to which speeds have been chosen. The test was, 

therefore, performed ten times so that an average could be compared with the main results. 

Only one of the speed prediction models was tested in this way, as this is sufficient to 

highlight the differences in accuracy between the two approaches. The test was performed ten 

times for the treadmill and overground data combined, the treadmill alone, and the 

overground data alone, giving thirty rows of results. The number of iterations was limited by 

the time required to run the analysis, but this should be adequate to gain insight into the effect 

of repeated measures on the results. 
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4.2.7 Walking Speed Statistics 

Twenty-two participants each performed walking at various speeds on the treadmill and 

overground. Table 12 shows the speed statistics by BMI groups and walking modes. 

Group Walking 
Mode  

Mean Speed 
(m/s) 

Std Dev (m/s) Min Speed 
(m/s) 

Max Speed 
(m/s) 

All Participants TM+OG 1.47 0.35 0.76 2.46 

  Treadmill 1.41 0.27 1.00 2.00 

  Overground 1.53 0.42 0.76 2.46 

Obese Group TM+OG 1.42 0.34 0.76 2.35 

  Treadmill 1.38 0.25 1.00 1.90 

  Overground 1.46 0.42 0.76 2.35 

Normal BMI Group TM+OG 1.52 0.35 0.94 2.46 

  Treadmill 1.44 0.28 1.00 2.00 

  Overground 1.61 0.40 0.94 2.46 

Table 12: Walking speed statistics. 
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4.3 Results 

4.3.1 Coefficients of the Correlations between Individual Parameters and 

Walking Speed 

Correlation coefficients for the relationships between each individual parameter and walking 

speed are shown in Table 13.  

 

Parameter All Participants   Obese Group   Normal BMI Group  

 TM+OG TM OG TM+OG TM OG TM+OG TM OG 

ZH0 0.949 0.931 0.962 0.964 0.950 0.974 0.939 0.923 0.958 

CPSx 0.944 0.915 0.957 0.953 0.942 0.956 0.939 0.885 0.966 

ZH2 0.937 0.924 0.944 0.958 0.944 0.964 0.915 0.904 0.931 

STDx 0.933 0.895 0.950 0.950 0.946 0.950 0.922 0.851 0.957 

ZH1 0.932 0.921 0.939 0.943 0.929 0.950 0.928 0.922 0.942 

MVDn 0.920 0.924 0.926 0.943 0.940 0.948 0.894 0.905 0.909 

MVD 0.916 0.922 0.921 0.934 0.932 0.938 0.898 0.913 0.910 

STDy 0.882 0.845 0.902 0.903 0.890 0.913 0.856 0.785 0.887 

RangeY 0.879 0.811 0.915 0.883 0.827 0.923 0.872 0.787 0.906 

CPSy 0.877 0.834 0.899 0.890 0.865 0.904 0.860 0.792 0.892 

RMSy 0.859 0.816 0.884 0.863 0.844 0.869 0.850 0.780 0.895 

MSTn 0.850 0.775 0.904 0.883 0.838 0.918 0.852 0.755 0.914 

RMSx 0.844 0.803 0.855 0.848 0.812 0.861 0.860 0.812 0.878 

MST 0.823 0.733 0.884 0.856 0.781 0.910 0.803 0.700 0.865 

RangeX 0.803 0.699 0.859 0.884 0.891 0.875 0.747 0.582 0.852 

CPSz 0.644 0.531 0.699 0.836 0.923 0.802 0.668 0.533 0.743 

STDz 0.571 0.456 0.618 0.741 0.874 0.699 0.638 0.504 0.706 

RangeZ 0.443 0.361 0.494 0.752 0.792 0.716 0.503 0.384 0.583 

RMSz 0.406 0.262 0.481 0.424 0.293 0.457 0.489 0.351 0.577 

MeanY 0.252 0.204 0.329 0.232 0.273 0.183 0.291 0.174 0.505 

MeanX 0.200 0.064 0.306 0.113 0.048 0.145 0.285 0.093 0.433 

MeanZ 0.041 0.009 0.077 0.201 0.152 0.240 0.114 0.003 0.188 

Table 13: Pearson's r values for correlations between features and walking speeds, for nine combinations of BMI group 
and walking mode. 

 

4.3.2 Linear Models Identified by the Algorithm 

The best performing linear models generated by the brute-force search algorithm are shown 

in Table 14. There were two models with equal lowest RMSE. Both were selected as they 

contained notably different features. The model with the lowest MAPE was also selected.   
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Model 
No 

Feature Set Description of Model 

1 RangeY / MeanZ / RMSx / 
ZH0  

Equal minimum overall RMSE for combined BMI groups and combined 
walking modes 

2 MSTn / RangeY / CPSx / 
CPSz / ZH0  

Equal minimum overall RMSE for combined BMI groups and combined 
walking modes 

3 RangeY / STDz / RMSy / 
CPSz / ZH2 / ZH0  

Lowest overall mean absolute percentage error for combined BMI 
groups and combined walking modes 

Table 14: Linear models selected for further analysis. 

 

4.3.3 Results of  Applying the Linear Model 

Table 15 presents the accuracies returned by the linear models that were selected through the 

brute-force search process. Each model was applied to the walking data for both treadmill 

and overground combined (TM+OG), the treadmill data in isolation, and the overground data 

in isolation. The accuracy metrics were calculated for each dataset according to three 

combinations of BMI group: combined obese and normal BMI (ALL), obese only, and 

normal BMI only. The model numbers correspond with the models listed in Table 14. 

Walking Mode Model RMSE 
 (ALL) 

RMSE  
(Obese) 

RMSE 
(Normal) 

Mean PE MAPE MAX PE 

TM+OG 1 0.0849 0.0897 0.0797 0.37% 4.80% 28.03% 

Treadmill 1 0.0761 0.0804 0.0716 0.36% 4.49% 14.51% 

Overground 1 0.0914 0.0992 0.0826 0.68% 5.08% 29.66% 

TM+OG 2 0.0849 0.0894 0.0803 0.35% 4.82% 21.27% 

Treadmill 2 0.0781 0.0826 0.0736 0.28% 4.61% 17.47% 

Overground 2 0.0893 0.0925 0.0858 0.44% 4.75% 23.59% 

TM+OG 3 0.0855 0.0864 0.0846 0.36% 4.75% 18.43% 

Treadmill 3 0.0780 0.0796 0.0765 0.33% 4.56% 15.92% 

Overground 3 0.0886 0.0888 0.0884 0.46% 4.73% 20.42% 

Table 15: Accuracies returned by the linear models. RMSE values in ms
-1

. PE = percentage error. MAPE = mean absolute 
percentage error. 

The primary measure of accuracy adopted by the present study is RMSE. The following table 

provides addition accuracy metrics for comparison with other studies. These metrics are: 

standard error of the estimate (SEE) and coefficient of variation (CV). The results are 

reported for the three walking modes, and for each BMI group: all participants (ALL), the 

obese group (Obese), and the normal BMI group (Normal). 
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Walking Mode Model No SEE (ALL) SEE (Obese) SEE (Normal) CV (all) CV (obese) CV (normal) 

TM+OG 1 0.086 0.091 0.081 5.78% 6.33% 5.25% 

Treadmill 1 0.077 0.081 0.073 5.38% 5.81% 4.96% 

Overground 1 0.093 0.100 0.084 5.96% 6.80% 5.14% 

TM+OG 2 0.086 0.091 0.082 5.79% 6.30% 5.29% 

Treadmill 2 0.079 0.084 0.075 5.53% 5.97% 5.10% 

Overground 2 0.091 0.094 0.087 5.83% 6.34% 5.34% 

TM+OG 3 0.087 0.088 0.086 5.82% 6.09% 5.57% 

Treadmill 3 0.079 0.081 0.078 5.52% 5.75% 5.30% 

Overground 3 0.090 0.090 0.090 5.78% 6.08% 5.50% 

Table 16: SEE and CV results for the linear models. 

The following table shows the mean and standard deviation of percentage error for use in 

comparison with other studies which use these accuracy metrics. 

Walking Mode Model Mean PE Mean PE 
(Obese) 

Mean PE 
(Normal) 

Std Dev PE Std Dev PE 
(Obese) 

Std Dev PE 
(Normal) 

TM+OG 1 0.37% 1.03% -0.29% 6.17% 6.83% 5.40% 

Treadmill 1 0.36% 0.97% -0.24% 5.70% 6.16% 5.20% 

Overground 1 0.68% 2.01% -0.68% 6.80% 7.96% 5.11% 

TM+OG 2 0.35% 0.90% -0.20% 6.12% 6.71% 5.45% 

Treadmill 2 0.28% 0.45% 0.12% 5.81% 6.39% 5.23% 

Overground 2 0.44% 1.53% -0.68% 6.53% 7.19% 5.64% 

TM+OG 3 0.36% 1.31% -0.58% 6.07% 6.35% 5.65% 

Treadmill 3 0.33% 0.65% 0.01% 5.82% 6.26% 5.40% 

Overground 3 0.46% 1.99% -1.11% 6.35% 6.67% 5.66% 

Table 17: mean and standard deviation of percentage error for the linear models. 

The following table presents the mean and standard deviation of the error in ms
-1

 used for 

comparison with other studies. 

Walking Mode Model Mean 
Err (m/s) 

Mean 
Err (m/s) 
Obese 

Mean 
Err (m/s) 
Normal 

Std Dev 
Err (m/s) 

Std Dev 
Err (m/s) 
Obese 

Std Dev 
Err (m/s) 
Normal 

TM+OG 1 -0.0002 0.0062 -0.0066 0.0851 0.0900 0.0798 

Treadmill 1 0.0006 0.0084 -0.0071 0.0765 0.0807 0.0719 

Overground 1 0.0022 0.0139 -0.0096 0.0919 0.0993 0.0830 

TM+OG 2 -0.0002 0.0033 -0.0037 0.0852 0.0897 0.0806 

Treadmill 2 -0.0002 0.0005 -0.0010 0.0785 0.0833 0.0742 

Overground 2 -0.0003 0.0072 -0.0080 0.0898 0.0932 0.0864 

TM+OG 3 0.0001 0.0099 -0.0097 0.0857 0.0863 0.0844 

Treadmill 3 0.0005 0.0038 -0.0027 0.0784 0.0802 0.0772 

Overground 3 0.0003 0.0157 -0.0154 0.0891 0.0883 0.0880 

Table 18: mean and standard deviation of error in ms
-1

 for the linear models 

The following tables (Table 19 and Table 20) present accuracy results returned by the linear 

models when the speeds are limited to two ranges: ―normal‖ range from 1.0ms
-1

 to 1.3ms
-1

, 
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and ―brisk‖ range from 1.4ms
-1

 and 1.7ms
-1

. These results were calculated to allow a more 

direct comparison with other studies which use limited speed ranges.  

Walking Mode Model  RMSE 
 (ALL) 

RMSE  
(Obese) 

RMSE 
(Normal) 

Mean PE MAPE MAX PE 

TM+OG 1 0.0986 0.1179 0.0709 -0.96% 6.25% 24.32% 

Treadmill 1 0.0933 0.1105 0.0697 -0.85% 5.96% 23.25% 

Overground 1 0.1067 0.1308 0.0681 -0.96% 6.85% 23.95% 

TM+OG 2 0.0688 0.0759 0.0599 0.23% 5.05% 14.54% 

Treadmill 2 0.0667 0.0745 0.0571 0.14% 4.82% 15.43% 

Overground 2 0.0645 0.0750 0.0492 0.10% 4.65% 13.25% 

TM+OG 3 0.0662 0.0635 0.0691 0.29% 4.72% 16.98% 

Treadmill 3 0.0682 0.0656 0.0710 0.62% 4.78% 15.79% 

Overground 3 0.0774 0.0883 0.0620 0.18% 5.48% 16.67% 

Table 19: Accuracies returned by the linear models when speeds are limited to the range 1.0ms
-1

 to 1.3ms
-1

. 

Walking Mode Model RMSE  
(ALL) 

RMSE  
(Obese) 

RMSE 
(Normal) 

Mean PE MAPE MAX PE 

TM+OG 1 0.0640 0.0650 0.0628 0.03% 3.28% 13.07% 

Treadmill 1 0.0646 0.0677 0.0613 0.24% 3.28% 12.25% 

Overground 1 0.0703 0.0861 0.0474 -0.35% 3.33% 13.76% 

TM+OG 2 0.0629 0.0614 0.0645 0.09% 3.27% 12.98% 

Treadmill 2 0.0642 0.0606 0.0679 0.16% 3.11% 12.48% 

Overground 2 0.0535 0.0599 0.0455 0.08% 2.72% 7.45% 

TM+OG 3 0.0637 0.0577 0.0695 0.12% 3.27% 13.78% 

Treadmill 3 0.0669 0.0606 0.0729 0.16% 3.24% 12.75% 

Overground 3 0.0693 0.0640 0.0748 0.20% 3.84% 8.42% 

Table 20: Accuracies returned by the linear models when speeds are limited to the range 1.4ms
-1

 to 1.7ms
-1

. 

 

The following table (Table 21) shows the results for model 1 when applied to one speed per 

person to eliminate the possible influences on the results of using repeated measures. Ten 

tests were repeated, for each person a single speed was selected at random from up to nine 

walking trials. The ten results are ordered by RMS for all subjects for each walking mode. 

The mean and standard deviation of the speeds chosen by the random selection process are 

also shown. 
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Walking 

Mode 

RMS 

(ALL) 

RMS 

(Obese) 

RMS 

(Normal) 

Mean 

PE 

MAP

E 

MAX 

PE 

Mean 

Test 

Speed 

(m/s) 

Std 

Dev.  

Test 

Speed 

(m/s) 

TM+OG 0.0774 0.0915 0.0602 0.88% 4.60% 13.50% 1.51 0.36 

 0.0850 0.0957 0.0728 0.17% 4.72% 13.98% 1.56 0.36 

 0.0897 0.0981 0.0804 0.20% 5.10% 11.17% 1.53 0.41 

 0.0914 0.1093 0.0690 0.42% 5.79% 18.75% 1.47 0.33 

 0.0945 0.1150 0.0679 0.20% 5.23% 16.39% 1.46 0.33 

 0.0954 0.1009 0.0896 1.06% 5.47% 24.59% 1.54 0.41 

 0.0981 0.1038 0.0921 0.05% 6.12% 14.44% 1.45 0.32 

 0.0988 0.1207 0.0706 -

0.29% 

6.72% 21.44% 1.35 0.23 

 0.1019 0.1232 0.0748 -

0.32% 

5.58% 11.85% 1.50 0.45 

 0.1134 0.1365 0.0841 -

0.43% 

6.44% 24.61% 1.46 0.35 

Mean: 0.0946 0.1095 0.0761 0.19% 5.58% 17.07%   

Treadmill 0.0632 0.0669 0.0593 0.15% 3.86% 8.97% 1.39 0.27 

 0.0641 0.0613 0.0667 0.11% 3.86% 10.93% 1.41 0.29 

 0.0742 0.0726 0.0757 0.52% 4.19% 11.93% 1.48 0.29 

 0.0811 0.0885 0.0728 0.31% 3.98% 9.73% 1.55 0.20 

 0.0913 0.0957 0.0867 0.96% 5.06% 14.13% 1.43 0.23 

 0.0939 0.1054 0.0807 0.53% 5.92% 23.32% 1.42 0.30 

 0.0948 0.0979 0.0916 0.45% 6.27% 17.00% 1.34 0.25 

 0.0986 0.1070 0.0895 1.36% 6.40% 20.60% 1.36 0.28 

 0.1070 0.1325 0.0729 0.96% 5.77% 27.23% 1.50 0.25 

         

 0.1275 0.1631 0.0770 -

0.17% 

7.13% 29.03% 1.38 0.30 

Mean: 0.0896 0.0991 0.0773 0.52% 5.25% 17.29%   

       Continues … 
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Walking 

Mode 

RMS 

(ALL) 

RMS 

(Obese) 

RMS 

(Normal) 

Mean 

PE 

MAPE MAX 

PE 

Mean 

Test 

Speed 

(m/s) 

Std Dev.  

Test 

Speed 

(m/s) 

… continued        

Overground 0.0810 0.0948 0.0643 0.14% 4.86% 11.17% 1.50 0.38 

 0.0835 0.0905 0.0760 0.32% 5.14% 16.31% 1.53 0.37 

 0.0870 0.0808 0.0927 0.33% 4.74% 11.40% 1.57 0.41 

 0.0891 0.1015 0.0745 0.87% 5.96% 25.84% 1.31 0.31 

 0.0914 0.1064 0.0734 0.18% 5.44% 23.80% 1.54 0.38 

 0.0933 0.1057 0.0790 0.78% 5.20% 35.11% 1.48 0.41 

 0.1026 0.1172 0.0856 0.53% 5.69% 29.84% 1.58 0.50 

 0.1097 0.1190 0.0996 0.80% 6.05% 21.99% 1.54 0.48 

 0.1139 0.1080 0.1195 0.39% 5.89% 13.16% 1.61 0.42 

 0.1148 0.1285 0.0992 0.64% 6.11% 17.29% 1.64 0.49 

Mean: 0.0966 0.1052 0.0864 0.50% 5.51% 20.59%   

Table 21: Results for model 1 when applied to single speeds for each subject. 
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4.3.4 Model Performance according to BMI Group and Walking Mode 

The purpose of generating the results presented in this subsection was to investigate the 

differences in accuracy between BMI groups, and how walking mode affects this difference 

(objectives 2 and 3). There are seven graphs presented. The first three (Figure 18, Figure 19, 

and Figure 20) represent the differences in RMSE accuracy between BMI groups in relation 

to the RMSE (for combined treadmill and overground walking, overground only, and 

treadmill only data respectively).  

 

 

Figure 18: Accuracies for combined walking modes. RMSE values for the obese (o) and normal BMI (x) groups for a 
subset of 1,000 linear models ranked by overall RMSE (green line). Values calculated using combined obese and normal 
BMI data. 
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Figure 19: Accuracies for overground walking. RMSE values for the obese (o) and normal BMI (x) groups for a subset of 
1,000 linear models ranked by overall RMSE (green line). Values calculated using combined obese and normal BMI data. 

 

Figure 20: Accuracies for treadmill walking. RMSE values for the obese (o) and normal BMI (x) groups for a subset of 
1,000 linear models ranked by overall RMSE (green line). Values calculated using combined obese and normal BMI data. 

 



114 
 

The following four graphs illustrate how one BMI group performs compared to another when 

the top 1,000 best performing models are selected according to the first BMI group.  For the 

first of the two graphs representing this relationship (Figure 21 and Figure 22) overground 

walking data is used, and for the second two graphs (Figure 23 and Figure 24) treadmill 

walking data is used. These graphs highlight whether the same models are effective across 

BMI groups for different walking modes. 

 

Figure 21: Accuracies for overground walking. RMSE values for the obese (red line) and normal BMI (x) groups for a 
subset of 1,000 linear models ranked by obese RMSE. Values calculated using combined obese and normal BMI data. 
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Figure 22: Accuracies for overground walking. RMSE values for the obese (o) and normal BMI (blue line) groups for a 
subset of 1,000 linear models ranked by normal BMI RMSE. Values calculated using combined obese and normal BMI 
data. 

 

Figure 23: Accuracies for treadmill walking. RMSE values for the obese (red line) and normal BMI (x) groups for a subset 
of 1,000 linear models ranked by obese RMSE. Values calculated using combined obese and normal BMI data. 
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Figure 24: Accuracies for treadmill walking. RMSE values for the obese (o) and normal BMI (blue line) groups for a subset 
of 1,000 linear models ranked by normal BMI RMSE. Values calculated using combined obese and normal BMI data. 

4.4 Discussion 

The following research question was asked: can a hip-mounted accelerometer be used to 

accurately estimate walking speeds for obese groups? 

The following objectives were set: 

 Objective 1: to produce a speed estimation model that is accurate across BMI groups 

and walking modes. 

 Objective 2: to investigate how walking speed estimation accuracy differs between 

obese and normal BMI groups. 

 Objective 3: to explore how walking speed estimation accuracy is affected by walking 

mode. 

To answer the question and meet the objectives of the study, twenty-two subjects (n=11 

obese, n=11 normal BMI) wore hip-mounted accelerometers and performed overground and 

treadmill walking at a number of different speeds. Several features were derived from the 

accelerometer signals for use as candidate parameters to a linear speed estimation model. All 

possible combinations of these parameters were tested against the entire accelerometer 

dataset for their speed estimation capabilities in order to identify the best performing models 
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(objective 1). This analysis identified three models which were then tested against treadmill 

data in isolation and overground walking in isolation in order to investigate how model 

accuracy was affected by walking mode (objective 3). Results were split according to the 

three combinations of BMI group to investigate how accuracy differs according to BMI 

(objective 2) Further analysis was performed to explore whether speed estimation was less 

accurate for subjects with high BMI levels when compared to normal BMI subjects (objective 

2).  

The main findings of the study are as follows. For the best performing linear models 

identified by the analysis, RMSE values of less than 0.085ms
-1

 (Table 15) were achieved 

across BMI groups for both modes of walking, also MAPE values of less than 5% were 

returned. These results compare with previous work, as will be discussed in 4.4.3 and 4.4.4 

below, and suggest that it is possible to obtain accurate speed estimates from hip-mounted 

accelerometer data, for both obese and normal BMI groups, using a single speed estimation 

model. Despite this, a comparison of speed estimation models shows that accuracy changes 

according to BMI group, and the best performing models for the normal BMI group do not 

correspond with those for the obese group. This is particularly evident when considering how 

the best models for the normal BMI group perform when applied to the obese group, and this 

difference in accuracies is more pronounced for overground walking. 

4.4.1 Accuracy of Brisk Walking 

In weight-loss programmes involving walking it is important that a brisk walking pace is 

achieved by participants, as this corresponds with moderate exercise associated with weight 

loss (270). The average walking speed is around 1.4ms
-1

 (271-272), but the speed which 

constitutes brisk walking may differ among individuals according to their weight and leg 

length. However, the threshold for brisk walking is likely to fall in the range 1.4ms
-1

 to 

1.7ms
-1

. The results of applying the speed estimation models to this speed band (Table 20) 

show improved accuracies compared with the best performing models over the full range of 

speeds, with RMSE values of around 0.06ms
-1

 and MAPE of around 3%. These results show 

that this crucial range of normal and brisk speeds can be assessed with good accuracy. 

Additionally, under free-living conditions walking speeds are likely to lie predominantly 

within a limited range. Walking speeds of 1.8ms
-1

 and over are possible, but high speeds are 

not sustainable for long periods, especially for obese walkers. Consequently, this may 

increase confidence in the accuracy of the speed estimation model. 
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4.4.2 Analysis of the Parameters Used in the Best Performing Models 

The best performing linear models, based on the metrics RMSE and MAPE, each included 

the ZH0 parameter taken from the Zijlstra and Hof (90) approach to measuring walking 

speed. This is, perhaps, expected as this parameter was highly correlated with walking speed 

(Table 13). In fact, the only features to consistently return correlation coefficients with speed 

above 0.9 for all the various combinations of BMI group and walking modes were the ones 

that were a function of mean vertical displacement, leg length, and mean step time (ZH0, 

ZH1 and ZH2). These results suggest that the ZH0 feature may be a robust predictor of 

walking speed regardless of walking mode or subject BMI.  

RangeY (the range of anteroposterior accelerations) was also included in each of the linear 

models. RangeY returned r=0.879 when correlated with speed using combined BMI groups 

and combined walking mode data. For parameter RangeY there was a distinct difference 

between correlation values for treadmill and overground data, and this was the case for all 

BMI group combinations. The most disparate of the correlation coefficients for the RangeY 

parameter was between treadmill (r=0.787) and overground walking (r=0.906) in the normal 

BMI group, and in the combined BMI group and the obese group each showed a difference in 

r values of 0.1 between the two walking modes. 

Model 1 (Table 14) included RMSx (the root mean square of the vertical accelerations) and 

MeanZ (the mean of the mediolateral accelerations) in addition to the ZH0 and RangeY 

parameters. RMSx when correlated with walking speed consistently returned r values over 

r=0.8 across the BMI groups and walking modes, and was ranked midway among the other 

parameters. MeanZ, however, was the lowest ranking parameter for combined BMI groups 

and walking modes with r=0.041, and returned a correlation coefficient as low as r=0.003 for 

treadmill walking in the normal BMI group. It is surprising, then, that the inclusion of this 

parameter improves the RMSE of the speed estimation model. It may be that this parameter 

contains information enough to improve speed estimates by a small margin over the same 

model with MeanZ removed. 

Model 2 (Table 14) incorporated CPSx and CPSz (counts per second for the vertical and 

mediolateral accelerometer axes) in addition to MVDn (mean vertical displacement 

normalised by leg length) and the two parameters common to all models (ZH0 and RangeY). 

The CPSx parameter bears similarity to the RMSx parameter in model 1 – both are 

essentially a measure of magnitude of the vertical accelerometer axis –  though CPSx has a 
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higher correlation coefficient with speed, with r values in excess of 0.9 for all combinations 

of BMI group and walking mode except normal BMI treadmill walking (r=0.885). CPSz 

shows relatively low correlations with speed for most combinations of walking mode and 

BMI group, with r values as low as r=0.53. However, these values rise to over 0.8 for the 

obese group in isolation, and for obese treadmill walking a value of r=0.92 is returned. These 

CPSz correlation figures may be partially responsible for the performance of this model 

across BMI groups. MVDn, although correlated with walking speed, may be considered an 

unexpected parameter in this model, as mean vertical displacement and leg length are already 

accounted for in the ZH0 parameter. 

Model 3 (Table 14) comprised STDz (the standard deviation of the mediolateral 

accelerometer axis), RMSy (the root mean square of the anteroposterior axis), ZH2 (mean 

vertical displacement normalised by leg length, divided by mean step time), and CPSz, in 

addition to RangeY and ZH0. STDz is another low ranking parameter in terms of correlation 

with speed, though in a similar manner to CPSz , correlation improves for the obese group, 

and treadmill walking in particular. It would seem unexpected that the STDz and CPSz would 

both appear in the same model, as both in some way represent variation of the mediolateral, 

and both have a similar profile of correlations with speed across the BMI groups and walking 

modes. Similarly, the inclusion both ZH2 with the ZH0 parameter would not necessarily be 

expected to improve the model compared with ZH0 alone, as both are functions of leg length, 

mean vertical displacement and step time. 

The brute-force search approach which generated the linear models did not test for 

correlations between parameters. However, this approach thoroughly tested every possible 

combination of parameter. Furthermore, leave-one-out cross-validation was implemented 

when generating the evaluation metrics for each model, which means the results were not 

subject to overfitting. This method gives a good indication of how the algorithm would 

perform when applied to new subjects that were not in the original dataset. Therefore, the 

accuracies obtained may be indicative of those which might be expected in subsequent real-

world setting.  

4.4.3 Comparison with Previous Linear Approaches 

Previous studies have used a number of metrics to evaluate the accuracy of their models. 

Among other metrics, RMSE  (118, 210, 273), correlation (207), SEE (85, 200, 207), 

maximum percentage error (198), and average percentage accuracy (209) have been used. 



120 
 

The present study has calculated several accuracy metrics to allow direct comparison with 

previous work. However, there are a number of elements to consider which affect how results 

may be compared between studies. In the present study, three groupings of the participants 

were considered – the obese group, the normal BMI group, and the combined obese and 

normal BMI group – whereas previous research has not generally broken down results for 

specific BMI groups. Previous studies have used treadmill and overground walking in a 

variety of combinations to train and test their algorithms, as discussed in subsection 2.4.1. 

The present study calculated separate results based on three walking modes comprising 

treadmill, overground, and overground and treadmill combined. There are, therefore, nine 

sets of results for each speed estimation model. Also, the present study aimed to test whether 

speed estimation models may be applied to a population of mixed BMI individuals without 

the need to tailor the algorithms to the individual, whereas certain studies have chosen 

individual calibration. 

Schutz et al. (200) investigated the correlation between the RMS of accelerometer output and 

walking speed. Both linear and quadratic models were applied to a group of fifty healthy 

women, a large proportion of which were obese (mean BMI was 31.4 ± 5.1kgm
-2

). Although 

they observed high correlations between RMS and walking speed for individuals, there was a 

great amount of inter-subject variance apparent in the group data – for overground walking 

mean SEE values for the group model were 0.352ms
-1

 and 0.325ms
-1

 for the linear and 

quadratic models respectively, compared with 0.056ms
-1

 and 0.042ms
-1

 for the equivalent 

individually calibrated models.  The study by Barnett et al. (207) also compared accuracy 

between a group model and individual calibration. In this case the relationship between 

accelerometer counts and walking speed was investigated, and their testing was limited to 

overground walking. The SEE values returned by Barnett et al. were 0.161ms
-1

 and 0.053ms
-1

 

for group calibration and individual calibration models respectively, though a SEE score of 

0.044ms
-1

 was also reported when the accelerometer itself was also calibrated to the 

individual. The present study returned SEE values of around 0.086ms
-1

 in several of the 

models tested against the combined walking mode and BMI data, and around 0.09ms
-1

 in the 

isolated overground walking for the combined BMI group (see Table 16). The lowest SEE 

returned by overground walking for the present study was 0.084ms
-1

 for the isolated normal 

BMI group, and the lowest SEE for the obese group for overground walking was 0.09ms
-1

. 

The SEE values returned by the present study better the group calibration results of Barnett el 

al. and Schutz et al., and though they fall short of the individually calibrated results they still 
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may be considered to compare well. Although individual calibration leads to higher speed 

estimation accuracies, it is not desirable when assessing large populations, as each subject is 

required to perform a calibration procedure under laboratory conditions. It is arguable that, 

when considering large scale studies or interventions, the expense of the calibration 

procedure is not worth the additional accuracy it may produce when compared with the 

present study. 

A study by Bonomi et al. (85) investigated a multi-linear speed estimation model based on 

accelerometer features. The model was developed using fifteen participants and validated 

against another five. The study returned a SEE value of 0.056ms
-1

 for outdoor walking data. 

This result represents good accuracy comparable to the individually calibrated models 

discussed above. However, five participants in the validation group might be regarded as an 

insufficient number to reliably test the performance of the algorithm compared with the 

leave-one-out cross-validation approach used in the present study. 

The study by Panagiota et al (199) used hip-mounted accelerometer to estimate walking 

speed, and also incorporated BMI in the speed estimation algorithm. This study merits 

detailed discussion, given the similarities with the present study. In the study the walking 

took place overground, and the participants were split into two groups to perform walking 

outdoors (n=20) and indoors (n=17). Two walking speed categories were considered: normal 

walking and brisk walking. Outdoors the participants were free to set the walking pace 

according to these categories. Indoor speeds were imposed at 1.33 ms
-1

 and 1.55ms
-1 

for the 

two categories; participants were assisted in maintaining these speeds by a regular audible 

signal. The study used a multi-linear speed estimation model based on ten features, five of 

which were accelerometer features, and the other five incorporated anthropometric 

measurements including height, weight and BMI. In this sense their approach could be 

considered as accounting for obesity. There were, however, an insufficient number of obese 

participants to allow any conclusions to be drawn about the effects of obesity on the 

algorithm: there were n=37 with mean BMI of 24.96 ± 3.24 kg/m
2
, as opposed to the eleven 

out of twenty-two participants in the present study who exceeded a BMI of 30 kg/m
2
.  

Panagiota et al. applied leave-one-out cross-validation to their linear model, and accuracy 

was evaluated using the mean and standard deviation of the percentage error, and also the 

mean and standard deviation of the error in ms
-1

.  It was possible to split the accuracy 

evaluation between normal and brisk speeds due to the method of data collection, and also the 
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standard deviation of speed was low for both mean walking speeds making overlap of speed 

categories less likely (mean outdoor speeds were 1.38 ± 0.08ms
-1 

and 1.78 ± 0.08ms
-1

, and 

indoor speeds were 1.34 ± 0.03 ms
-1

 and 1.55 ± 0.02ms
-1 

for normal and brisk walking 

respectively). Most other studies, however, elect to report a single set of accuracy results for 

the full range of walking speeds. Panagiota et al. achieved an error
 
of -0.01 ± 0.07ms

-1
 and a 

mean percentage error of -0.81 ± 4.90% for the normal walking pace. For the brisk walking 

pace an error of 0.02 ± 0.08ms
-1

 and a percentage error of 1.01 ± 4.94% was returned. The 

best results for overground walking in the present study was from model number 3 which 

returned a mean error of 0.000 ± 0.089ms
-1

 (Table 18) and a mean percentage error of 0.46 ± 

6.35% for the mixed BMI group (Table 17). The obese group in isolation returned similar 

standard deviations, but the mean showed slight positive bias with an error of 0.016 ± 

0.88ms
-1

 and a percentage error of 1.99 ± 6.67%. The normal BMI group has a small negative 

bias with an error of -0.015 ± 0.088ms
-1

 and a percentage error of -1.11 ± 5.66%.  

Although the present study apparently returns marginally lower accuracies for the overall 

dataset than Panagiota et al., this may be greatly explained by the different approach to 

categorising speeds for evaluation. The present study has a greater variety of speeds 

represented, ranging from 0.75ms
-1

 to 2.46ms
-1,

 (see Table 12) and accuracy is assessed 

across this full range of speeds. If we consider the results of the present study that were 

limited by speed bands, model 2 returned RMSE values around 0 ± 0.056ms
-1

 and mean 

percentage error of 0.08 ± 3.43%  for overground walking in the 1.4ms
-1

 to 1.7ms
-1

 range 

(Table 20). The 1.0ms
-1

 to 1.3ms
-1

 range returned mean error values of around 0ms
-1

 with 

standard deviation of 0.066ms
-1

, and mean percentage error of 0.1 ± 5.75% for model 2 

(Table 19). Given these results, it is arguable that the estimation model in the current study 

may be superior to that in Panagiota et al. Also, because Panagiota limited testing to two 

relatively narrow bands of speeds, it is not certain that their model would perform as well 

across a broader range of speeds.  

4.4.4 Comparison with Previous Non-Linear Speed Estimation Models 

In 1995 Aminian et al. (264) first applied an artificial neural network to walking speed 

estimation from accelerometer output, and this was followed shortly afterwards by a similar 

study by the same researchers (198). Both studies used accelerometer features from treadmill 

walking at a range of speeds to train the ANN. The ANN was then used to estimate walking 

speeds from overground walking data. The first study reported that the maximum of the 
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coefficient of variation (CV) of speed estimation was 6%, and the second study found the 

maximum of speed-predicted error was 16%. The present study reports several models with 

comparable CV values around 6% for all BMI groups across all modes of walking (Table 16). 

The lowest maximum error reported by the present study for combined overground and 

treadmill walking and combined BMI groups was 18.43%, though a maximum error value of 

7.45% was recorded for model 2 for overground walking when speeds were limited between 

1.4ms
-1

 and 1.7ms
-1

. However, the maximum error is not a good measure of performance as it 

can be affected by a single outlier and does not give any indication as to the general ability of 

the estimation model.  

A novel approach by Mannini et al. (210) applied a state vector machine (SVM) to speed 

estimation. The study employed a thigh-mounted accelerometer to collect treadmill data only. 

Their speed estimation model achieved an RMS error of around 0.08ms
-1 

which is 

comparable with the present study. However, the study by Mannini et al. incorporated both 

walking and running speeds between 0.33ms
-1

 and 2.67ms
-1

. The walking speed results are 

not reported separately, but it is possible that a higher (or lower) accuracy may have been 

achieved for walking speed estimation alone. 

4.4.5 Effect of BMI Group and Walking Modes on Accuracy 

The present study has achieved an equivalent level of speed estimation accuracy with that of 

previous research for the combined BMI groups, and for the obese and normal groups in 

isolation. Within the study there are, however, a notable differences between the accuracies 

obtained for each BMI group and for each mode of walking. 

The speed estimation models in the present study were derived from data containing both 

walking modes and both BMI groups and were chosen to give the best overall performance 

for the entire dataset of mixed BMI and walking mode data. A model derived this way 

necessitates a compromise in accuracy for individual walking modes and BMI groups in 

favour of overall accuracy.  

When considering the best performing models based on combined BMI group and combined 

walking modes the RMSE for the obese group is generally higher than the normal group. 

Figure 18 shows a plot of the RMSE values for each BMI group for a selection of one 

thousand of the linear models generated by the analysis. The models are ranked in order of 

RMSE for the combined BMI group data. It can be seen that the majority of the obese RMSE 
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values (o) are greater than the normal BMI values (x). There lower differences in RMSE 

between the two BMI groups for overground walking, though the RMSE remains generally 

higher for the obese group (Figure 19). For treadmill walking in isolation there is a distinct 

difference in RMSE values between groups (Figure 20). 

The brute-force search technique that was implemented in this study returned accuracy 

metrics for over one million linear speed estimation models. These one million results were 

also subdivided by BMI group and walking mode. This means that accuracy performance 

between BMI groups could be compared on a larger scale. A sample of 1,000 of the best 

performing linear models for overground walking in isolation, ranked in order of 

performance for the obese group, returns varying results for the normal BMI group (as shown 

in Figure 21); though the normal BMI group has generally higher RMSE values than the 

obese group for this subset of data. When a sample of 1,000 of the best performing linear 

models for overground walking are ranked according to the normal BMI group performance, 

the RMSE values of the obese group are distinctly higher (Figure 22). When these 

comparisons are made for treadmill walking as shown in Figure 23, the normal BMI group 

RMSE values are distributed relatively evenly above and below the line representing the best 

ranking obese group models. In contrast, the highest ranking models for the normal BMI 

group return distinctly lower RMSE values when applied to the obese group (Figure 24). 

These results imply that there is an inherent difference between the accelerometer output 

collected from obese and normal individuals while performing walking activities. There are 

two explanations for this: either there is an intrinsic difference between the walking styles of 

obese and normal BMI individuals; or the accelerometer movement is affected by a factor, 

other than gait, which differs between the BMI groups, such as the increased adipose tissue at 

the accelerometer site for the obese group. The difference is particularly evident in treadmill 

walking for the obese group (Figure 24). The results imply that differences in gait between 

BMI groups are responsible for this difference in accuracy; the accelerometer placement is a 

constant between the two walking modes as it was not removed between walking trials, yet 

results differ according to walking mode, which suggests that the differences are not caused 

by an alternative effect on accelerometer movement. This also apparently implies there may 

be a difference in walking styles between treadmill and overground walking for one or both 

of the BMI groups. However, this conclusion cannot be made for certain as the observed 
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differences may have been influenced by the different speeds that were performed between 

the obese and the normal BMI groups. This is discussed further in section 4.4.7. 

When speeds were divided into two bands (slower speeds between 1.0ms
-1

 and 1.3ms
-1

, and 

faster speeds between 1.4ms
-1

 and 1.7ms
-1

) and analysed separately, the walking speed 

estimation accuracies improved (Table 19 and Table 20). MAPE values were well under 4% 

for nearly all models. The difference in estimation accuracy between BMI groups was also 

affected. For the slower walking band, model 3 returned good accuracies across BMI groups, 

though the obese group showed better results for treadmill walking than the normal BMI 

group (RMSE was 0.66ms
-1

 and  0.71ms
-1

 respectively), and the normal BMI group showed 

better accuracy for overground walking than the obese group (RMSE was 0.62ms
-1

 and 

0.88ms
-1

 respectively). For the faster walking band, RMSE values were generally similar for 

all combinations of model, BMI group and walking mode, except for overground walking 

which showed a greater disparity between BMI group accuracy for models 1 and 2. For 

overground walking in the faster speed band, model 1 returned RMSE values of 0.086ms
-1

 

and 0.047ms
-1 

for the obese group and normal group respectively. In contrast, model 3 

achieved RMSE values of 0.064 ms
-1 

and 0.075 ms
-1

 for the obese group and normal group 

respectively for overground walking. The differing accuracies between BMI groups 

according to estimation model (yet for the same walking mode) suggest that there is a 

difference between BMI groups that is accounted for by one model and not be the other. 

Because the data was divided into speed bands, these differences between BMI groups are 

less likely to be influenced by the speeds performed by each BMI group.  

4.4.6 Effect of Repeated Measures on Accuracy 

As discussed in section 4.2.6 the use of repeated measures to test the speed prediction 

algorithm accuracy had the potential to artificially increase accuracy results. To test the 

extent that this was occurring, model 1 was applied to a reduced dataset containing only a 

single speed for each participant of the study. The results are shown in table 21. From the 

table it can be seen that there are a range of results, which is a consequence of a different 

dataset being generated for each test. The test dataset has been reduced nine-fold to only 

twenty-two speeds, as opposed to the original number of around 200 speeds, which makes the 

results more susceptible to fluctuations depending on which speeds are selected at random. 

For the mixed BMI group the RMSE values ranged from around 0.06m/s to 1.3m/s, and the 

average RMSE returned for the ten trials was close to 0.09m/s for all three walking modes. 
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These figures compare well with the original results for model 1 which at best report around 

0.07m/s, though at worst report only around 0.09m/s for the mixed group (table 21). The 

single speed test was consistent with the original test in that the obese group generally 

returned lower speed estimation accuracies than the normal BMI group, though the disparity 

was greater in the single speed test. The single speed results for the normal BMI group were 

generally equal or better than the original test results. Conversely, the obese group reported 

markedly poorer accuracy in the single speed test than in the original test. 

The single speed test apparently reports inferior accuracies to the original test. This supports 

the idea that the repeated measures have artificially improved accuracy results, in this 

particular instance. However, because there were fewer measurements in the reduced speed 

dataset, this made the results sensitive to the random speed selection process, and therefore it 

may not be possible to draw this conclusion, and this may also explain some of the other 

differences in results. Overall, in spite of these differences, the accuracies returned by the 

single speed test still compare favourably with previous research and suggest that this speed 

prediction approach has potential for use in research. 

4.4.7 Limitations 

In the present study, walking speeds were not dictated by the study protocol, and this has 

meant that the speeds are different for the two BMI groups. A consistent walking speed is not 

easy to enforce over level ground, and attempts to do so may affect natural walking. Subjects 

interpretations of fast walking were on average over 7% slower in the obese group than the 

normal BMI group (the obese group mean speed was 1.97m/s compared with 2.11m/s for the 

normal group), and for treadmill walking obese participants were 9% slower at the fastest 

speed (the obese group mean speed was 1.71m/s compared with 1.86m/s for the normal 

group) with three of the eleven obese participants failing to exceed 1.6m/s. Although this may 

appear to be an inconsistency in the methodology, it is arguable that the recorded speeds 

reflect those that would occur naturally; that is, under free living conditions we might expect 

slower speeds for obese walkers than for their lower BMI counterparts. However, the 

difference in the range of speeds between BMI groups may be responsible for some of the 

apparent differences in walking speed accuracies.  

The present study was conducted using two distinct groups of participants according to their 

BMI: an obese participant group with BMI of 30kgm
-2 

or more, and those considered to be in 

the normal BMI group between 18kgm
-2 

and 25kgm
-2

. The disparity in BMIs between the two 
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groups was intended to highlight the effect of BMI on the speed estimation algorithms. 

However, this means that the class of individuals categorised as overweight (in the range 25-

30kgm
-2

) were not tested, and it is, therefore, not certain how the speed estimation algorithms 

would perform for this group. On the other hand, it is likely that because the chosen groups 

bookend the overweight group, the best performing estimation models will apply equally 

well. 

Some previous studies have considered incline in addition to speed, though estimation of 

incline has been generally considered as a separate problem; in the case of both Aminian et 

al. (198) and Herren et al. (273) incline was estimated independently to speed using a 

separate neural network. The present study was concerned with walking on level ground 

only. It is, therefore, unclear how the speed estimation algorithm would be affected by 

incline. A shallow incline may not significantly affect speed estimation accuracy of a model 

which has been trained by level walking alone. However, an individual‘s gait will be greater 

affected by a steep incline, and consequently the speed estimation accuracy of the model 

developed in the present study is likely to be reduced in this case. Similarly, the surfaces used 

for developing the algorithm in the present study were relatively smooth and even. Uneven 

ground, such as a poorly maintained pavement, may detrimentally affect the accuracy of the 

speed estimation model, as may non-smooth surfaces such as grass. Further testing of the 

algorithm under such conditions is required, and this may necessitate additional training data. 

Though incline and surface type were not relevant to the particular research question posed in 

this chapter, it may be that obese individuals and individuals of normal BMI may be affected 

differently by these factors. In which case, further investigation may be indicated for future 

work. 

The brute-force search approach to testing over one million different linear models was 

effective at identifying the best performing models. The process was, however, time 

consuming and demanding of computer resources. For this reason the approach was only 

applied to the combined walking mode data. With unlimited time and resources the approach 

may have been used against many subsets of the data; each combination of walking mode and 

obese group may have been tested in isolation, and for each of these combinations the data 

may also have been limited by speed band. These results may have more clearly shown which 

models are most effective across BMI groups and walking modes, or whether separate 

models are required depending on these criteria. The results returned by the present study 

were sufficient to answer the research question, and also significantly richer in information 
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than previous research. Also, the brute-force search approach is limited by the number of 

features under consideration, as each feature increases the possible combinations by a factor 

of two, which may soon become unfeasible to process regardless of the computer resources 

available – though, in the present study, twenty features were deemed sufficient to answer the 

research question. 

A limitation of any walking speed estimation algorithm is that it may only be applied to 

accelerometer data which represents walking; otherwise speed estimates will be erroneously 

returned for non-walking activities. Under free-living conditions individuals are able to 

perform any number of different activities. This necessitates a preliminary activity 

classification procedure, such as that described in chapter 3, which must identify instances of 

walking before speed prediction may be made. However, the same data collected by an 

accelerometer for use in walking speed estimation may also be used to identify walking. 

Which supports the use of accelerometry to measure multiple categories of PA under free-

living.  

4.4.7.1 Application of the Walking Speed Algorithm to Free-Living Data 

As in the case of activity classification algorithms, the performance of walking speed 

estimation models may degrade significantly when applied to data collected under free-living 

conditions. There are many reasons for this such as the type of surface being walked upon, 

and the inclination of the ground, as discussed above. As the walking speed prediction 

models in chapter 4 were not derived from or tested for different surfaces and inclines, it is 

likely that the level of speed prediction accuracy achieved in the study would not be matched 

under free-living conditions.  

To obtain an indicative measure of how the models may perform under naturalistic conditions 

the speed prediction algorithm was applied retrospectively to the outdoor walking data 

collected as part of the protocol described in chapter 3 – this is described in more detail, and 

results are presented, in Appendix D. Results were generated by applying the speed 

estimation algorithm to the outdoor walking data using three sets of training data separately 

as follows: both treadmill and overground (laboratory) walking data; treadmill data alone; 

overground (laboratory) walking data alone. There were sixteen participants who completed 

both the walking speed and classification study protocols (eleven obese and five normal 

BMI). The results were returned in the form of Bland-Altman plots.  
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From the results it appears that there are no data trends and the differences are consistent as 

the average of the speeds increases – this is the case for all three training scenarios – which 

implies the results do not change according to speed. For all three sets of results there is a 

slight bias (-0.05ms
-1 

for the treadmill trained model, -0.1ms
-1 

for the combined training 

model, and -0.12ms
-1

 for the laboratory walking trained model), which implies that the 

prediction model may be systematically overestimating walking speed to a certain extent, 

though this is less apparent in the treadmill trained model. Nearly all points on all three 

Bland-Altman plots lie well within 1.96 standard deviations of the mean, and most are within 

or close to one standard deviation away from the mean. Excluding a single outlier (clearly 

visible in each of the plots) all the differences between walking speed measurements lie 

between -0.31ms
-1 

and 0.13ms
-1

. These last two points suggest that there is good agreement 

between the estimates and the measured speeds. This level of agreement between predicted 

walking speeds and measured walking speeds may or may not be suitable for applications in 

free-living, depending on the requirements of the researcher. However, it does imply that this 

walking speed estimation model has the potential to be applied to free-living.  

The results and corresponding implications should not be regarded as conclusive, however, 

for a number of reasons. First, the walking data was obtained from a single route on campus, 

which is inadequate to test the effectiveness of the speed prediction model over varying 

terrain. Additionally, the subjects were accompanied by the researcher while walking, and 

being observed may have affected individuals‘ natural walking patterns. Only sixteen 

subjects were available for the analysis, which is not a sufficient number to adequately test 

the algorithm. Additionally, because the original protocol from which the data was obtained 

was not originally intended for use in testing the walking speed model, there may be 

insufficient precision in the timings of the walks (as discussed in Appendix D) which may 

have introduced errors in the measured speeds. Although the walking speed prediction model 

shows promise, it is likely that more extensive testing under free-living conditions will 

highlight the failings of the algorithm. Further research is thus required, and it is probable 

that the model will need modification to allow for varying walking surfaces and inclines. 

4.5 Chapter Summary 

The research question was asked: can a hip-mounted accelerometer be used to accurately 

estimate walking speed for an obese group? 

In order to answer the research question, the following objectives were set: 
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 Objective 1: to produce a speed estimation model that is accurate across BMI groups 

and walking modes. 

 Objective 2: to investigate how walking speed estimation accuracy differs between 

obese and normal BMI groups. 

 Objective 3: to explore how walking speed estimation accuracy is affected by walking 

mode. 

The present study investigated whether it was possible to develop a walking speed estimation 

model from hip-mounted accelerometer data which may be applied across BMI groups and 

deliver a level of accuracy that is comparable with previous research. Overground and 

treadmill walking data, for a number of walking speeds, was obtained from hip-mounted 

accelerometers worn by a mixed BMI subject group. Twenty-two accelerometer-based 

parameters were chosen as candidates for use in a linear walking speed prediction model. An 

exhaustive ―brute-force‖ search technique was employed to evaluate over one million linear 

prediction models for speed estimation accuracy, based on the candidate parameters, using 

the entire dataset of mixed BMI and combined walking modes. The best three models were 

selected according to RMSE and MAPE and these were applied again to the dataset to obtain 

accuracies for both treadmill data and overground walking data in isolation. Results were 

broken down by prediction model, walking mode, and BMI group, so that multiple 

comparisons could be made. 

The highest RMSE accuracy value achieved for the entire subject dataset was 0.085ms
-1

 and 

an overall MAPE value of below 5% was achieved (research question 1 and objective 1). 

Additionally, higher accuracies could be attained by limiting the range of speeds. Although 

speed prediction accuracies across BMI groups were comparable with previous research, 

differences in results between obese and normal BMI groups suggest that there is an intrinsic 

difference between BMI groups that may not be captured by a single speed prediction model 

(objective 2). These differences appear to be more pronounced depending on walking mode 

(objective 3). The results of the study suggest that a single estimation model is able to 

estimate walking speed from accelerometry with good accuracy for a mixed BMI group, but 

differences in results between BMI groups imply that a separate model for each group may 

improve accuracy. 
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5 Prediction of Energy Expenditure from Accelerometer Output 

It is well established that physical activity (PA) confers many health benefits (274). Of 

particular interest, within the context of this thesis, is the influence of PA on maintaining 

weight and reducing obesity. Energy expenditure (EE) is a key measure of physical activity 

which may be used to evaluate outcomes in exercise interventions aimed at weight loss, and 

also to gauge compliance to such interventions. However, for large populations under free-

living conditions, objective and accurate measurement of EE is inherently difficult.  

There is a large body of experimental evidence demonstrating strong correlations between 

accelerometer output and energy expenditure (71, 116, 217), as discussed in detail in 2.5.1. 

Linear regression is widely used to model this relationship for the purposes of predicting 

energy expenditure. However, although previous research has often accounted for the weight 

of individuals when deriving EE estimation equations, it has little considered the effect of 

obesity on the effectiveness of these equations. Physiological and anthropometric attributes of 

individuals affect their rate of energy expenditure (237), as discussed in 2.5.2, and also affect 

movement such as walking style (119-123), as discussed in 2.2.1. This means that the amount 

of energy expended when performing like activities may vary between individuals according 

to these attributes, which would have a detrimental effect on EE estimation accuracy as a 

consequence.  This may be particularly the case when the individuals differ greatly in BMI, 

as many of their individual attributes will be significantly different. EE prediction equations 

in common use have been derived using groups of individuals predominantly in the normal 

BMI range (71, 116), and these have not been validated against obese groups. Furthermore, 

there is no previous research which adequately investigates the effect of using the attributes 

of individuals as parameters to accelerometry-based energy expenditure prediction models, as 

discussed in 2.5.3.  

The research question was asked: can energy expenditure prediction using accelerometry be 

improved by the addition of physiological and anthropometric measurements? 

In order to answer the research question, the present study focused on estimating the energy 

expenditure of treadmill walking using accelerometer output and additional anthropometric 

and physiological attributes from a group of mixed BMI subjects. As discussed in 2.5.4, a 

single activity (walking) was chosen in order that the effects of these attributes on EE 

estimation was clear and not confounded by the differing relationships between 

accelerometer counts according to activity type.  
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5.1 Research Design 

Hip-mounted accelerometer data and breath-by-breath respiration data were collected from 

fifty subjects who performed treadmill walking at four different speeds. In addition, several 

anthropometric and physiological measurements were obtained for each subject. Two EE 

prediction equations were formulated: one for kilocalories and one for METs. First, oxygen 

consumption data was converted to kilocalories using standard equations, and stepwise 

regression was applied in order to identify the best predictor variables of kilocalories from the 

accelerometer data and subject measurements. Stepwise regression is a systematic method of 

selecting the best set of variables from a number of candidates for inclusion in a model (275). 

The stepwise regression algorithm chooses an initial model, then variables are systematically 

added and removed based on their statistical significance (276). The EE prediction model 

identified by the stepwise regression was tested against the subject dataset using leave-one-

out cross-validation. The process was repeated to generate and test a MET prediction model, 

after converting the oxygen consumption data to METs using standard equations. Simple 

prediction models comprising only accelerometer counts and weight as predictor variables – 

as used in previous research – were tested against the subject dataset using leave-one-out 

cross-validation. Results were compared between the simple and enhanced models in order to 

ascertain whether the additional parameters improved EE estimation.  

5.2 Methods 

5.2.1 Recruitment and Subject Statistics 

The recruitment procedure was the same as that described in 3.2.1. It was necessary to test a 

subject group which was sufficiently varied in physiological and anthropometric attributes, 

particularly in the case of those attributes which vary with BMI. Fifty subjects took part in 

the study, twenty of which exceeded the threshold for obesity, having a BMI of 30kgm
-2

 or 

greater. Age, weight, height and BMI of the subject group are shown in Table 22. 

  
All Subjects (n=50) Males (n=21) Females (n=29) 

Age (years) 34.6 
 

(11.2) 32.8 
 

(10.5) 35.9 
 

(11.6) 

Height (cm) 168.6 
 

(8.7) 174.6 
 

(9.7) 164.3 
 

(4.5) 

Weight (kg) 81.3 
 

(16.7) 84.4 
 

(16.4) 79.0 
 

(16.7) 

BMI (kgm-2) 28.7 
 

(6.2) 27.8 
 

(5.6) 29.3 
 

(6.5) 
Table 22: Subject attributes. Figures shown are mean (standard deviation). 

The fifty subjects taking part in this study were the same as those who participated in the 

study described in chapter 3, and data collection took part simultaneously. 
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5.2.2 Data Collection 

In order to answer the research question several anthropometric and physiological 

measurements were chosen as candidate predictor variables for use alongside accelerometer 

counts in the EE prediction model. The choice of measurements was influenced by previous 

research which identified determinants of energy expenditure (as discussed in 2.5.2), or 

factors which may affect gait such as fat distribution (as discussed in 2.2.1). Ethnicity was not 

included in the analysis as it proved too challenging to recruit healthy obese participants in 

representative numbers across ethnic groups, and most respondents were predominantly 

white Caucasians. Lean mass and body fat, as identified by Weyer et al. (237), were obtained 

through bio-impedance. Though, where Weyer et al. found waist-to-thigh circumference ratio 

was a determinant of energy expenditure, the present study considers waist circumference 

and thigh fat thickness independently, as each may have individual effects on both gait and 

the energy expenditure used in walking. Measures of fat distribution including hip 

circumference and fat thicknesses were chosen due to their potential influence on gait, and 

consequently on the energy spent in walking. The full set of measurements is summarised in 

Table 23, and the measurements are described in more detail below. 

Parameter Obtained By 

Age Questionnaire 

Gender Questionnaire 

Blood pressure: Systolic Sphygmomanometer 

Blood pressure: Diastolic Sphygmomanometer 

Height Stadiometer 

Weight Electronic scales 

Waist Circumference Tape measure 

Hip Circumference Tape measure 

Body Fat % BodyStat 1500 body composition analyser 

Basal metabolic rate (BMR) BodyStat 1500 body composition analyser 

Lean Mass BodyStat 1500 body composition analyser 

Forced Expiratory Volume after 1s (FEV1) Spirometer 

Forced Vital Capacity (FVC) Spirometer 

Peak Flow Peak flow meter 

Resting Heart Rate (bpm) Heart rate monitor 

Axilla fat thickness Ultrasound 

Thigh fat thickness Ultrasound 

Triceps fat thickness Ultrasound 

Abdomen fat thickness Ultrasound 

BMI Calculated from weight and height 

Resting VO2 Metamax gas analysis equipment 

Table 23: Physiological and anthropometric measurements 
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Blood pressure was taken using an electronic sphygmomanometer. Subjects sat quietly for 

five minutes before a measurement was made. This was repeated over two more five minute 

periods to help ensure confidence in the readings. Any subject showing an apparent systolic 

figure greater than 160mmHg or a diastolic figure greater than 100mmHg was not allowed to 

continue with the testing protocol, as these levels are indicative of high blood pressure and 

taking part in the exercises may have posed a risk to the subject‘s health. Blood pressure was 

chosen as a candidate parameter for the EE estimation equations due to its association with 

physical fitness. Also, a relatively recent study found that obese individuals with high blood 

pressure showed a 9% increase in resting metabolic rate (RMR) over obese individuals with 

normal blood pressure levels (277). A study found RMR to be a significant predictor of 

systolic blood pressure (278), and another found significant correlations between RMR and 

both systolic and diastolic blood pressure (279) – though these two studies suggested that 

RMR is the causal element of the relationship.  

The age and gender of the subject was recorded. Age and gender are recognised as 

determinants of energy expenditure (234-237). Weight was measured in kilograms to one 

decimal place using electronic scales. Weight has already been established as a key variable 

used in EE estimation through accelerometry. Height was measured in centimetres by 

stadiometer. Height is used in the long established Harris Benedict equation for predicting 

RMR (280). A recent study with the aim of developing a multivariate EE prediction model 

found that height related to total energy expenditure (281). Also, a study used a multiple 

regression involving mass, height and age to predict RMR (282). Height also relates to gait 

characteristics such as stride length, which affect energy expenditure when walking (283); as 

stride lengths become shorter a higher cadence is required to maintain a particular walking 

speed.  

A number of measurements relating to fat distribution were made. Waist circumference was 

measured using a tape measure at the navel. Hip circumference was measured using a tape 

measure. Fat thicknesses were measured at different body sites. These body sites were taken 

from Jackson and Pollock (284) who formulated an estimation equation for total body fat 

density in men using seven body site measurements as follows: chest, axilla (below armpit), 

triceps, subscapula (below shoulder blade), abdomen, supra-iliac (above hip), and thigh. In 

Jackson and Pollock‘s study, fat thicknesses were taken using skin-fold fat callipers. In the 

present study ultrasound measurements were used. These two methods of measurement will 

yield different results; however, we would expect them to correlate closely. The present study 
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did not employ the total density calculation and instead considered the fat thicknesses as 

separate inputs to the energy expenditure estimation model. For the analysis, triceps, thigh, 

axilla, and abdomen were selected to represent body fat distribution at the arm, leg, upper 

torso and lower torso. This choice was based on the within session test-retest data which 

showed them to have the most reliable readings. It was felt that this subset would constitute 

an adequate representation of upper and lower body sites. Body fat distribution measurements 

were made as they bear a relationship to overall body fat (284), which is a determinant of 

energy expenditure (237). Additionally, increased load over the hips due to excess fat 

distribution may cause increased mediolateral sway (285) which may require greater EE 

when walking. 

The body fat thicknesses described above were measured using the BodyMetrix 

(IntelaMetrix, Inc) hand-held ultrasound scanner, connected to a laptop via USB. Ultrasound 

measurements were taken by the author for all subjects except three female subjects who 

preferred to be measured by a female researcher. Ultrasound gel was applied to the scanner 

lens to help ensure a good contact between the scanner and the skin. The scanner was held 

gently against the skin at the perpendicular, and a button was pressed to activate the 

ultrasound scan. The scan records the ultrasound image over a period of around three 

seconds. A real-time representation of the ultrasound image is available on screen at the time 

of scanning via the proprietary software. Where tissue boundaries were indistinguishable due 

to noise in the image, the scan was repeated. Ultrasound images were saved to the laptop hard 

drive for later measurement using the software. Divisions between types of tissue are visible 

in the ultrasound image as white bands. In the example image (Figure 25) the division 

between fat and muscle can clearly be seen. The uppermost reading of the white band was 

taken as the fat thickness – in the case of this example, the fat thickness is 10mm. 
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Figure 25: Example ultrasound scan of triceps from one of the study particpants. The thick white band represents the 
division between fat and muscle. 

Several measurements related to body composition were returned by the Bodystat 1500 body 

composition analyser (BodyStat Ltd, Douglas, Isle of Man, British Isles). This instrument 

uses bio-impedance to calculate body fat percentage, dry lean weight, lean mass (fat free 

mass), water percentage, and basal metabolic rate (BMR). Participants were required to lie 

down, and electrodes were fitted at the right hand and right foot while the measurements were 

taken. 

Chen and Sun had considered residual lung volume as an additional parameter to improve 

energy expenditure prediction from accelerometry (114) which motivated the inclusion of 

measures of lung capacity in the present study. Also, pathological lung function has been 

shown to increase RMR (286) which suggests that lung function in healthy subjects may also 

have some bearing on EE. In the present study, it was not possible to implement any of the 

techniques required to measure residual lung volume. Instead two other measures related to 

lung volume were made. Forced expiratory volume after one second (FEV1) and forced vital 

capacity (FVC) for each subject were obtained from the single use of a spirometer, for which 

the subject was required to exhale into the spirometer for a period of around six seconds. 



137 
 

Peak flow was also recorded as an alternative measure of lung function. Although peak flow 

does not measure lung volume, this is more easily measured using a hand held peak flow 

meter, and would therefore be preferable should it improve the EE estimation model to a 

similar extent to FEV1 or FVC. Subjects wore a heart rate monitor throughout testing so that 

measurements could be made when required, and also so that heart rates could be monitored 

for safety as the exercising grew more vigorous. Subjects sat quietly for five minutes before 

their resting heart rate was recorded. Resting heart rate may be used as an indicator of fitness 

(287) which was the motivation for its inclusion in the candidate predictor variables, as 

aerobic fitness has been shown to influence BMR (288). 

The physiological and anthropometric measurements that were chosen due to their 

relationship with energy expenditure in individuals, as described above, in some cases may 

be causal (as in the case of lean mass which has significant influence on BMR (289)) or may 

merely correlate (as in the case of age, for instance, as lean mass declines with age (290)). 

Also, some physiological and anthropometric attributes – individually or in combination – 

may have an indirect relationship with energy expenditure, but may be easily measured and 

contribute to the estimation model (as mentioned, resting heart rate itself may not affect 

energy expenditure, but low heart rates suggest better physical fitness, which in turn may 

suggest lower fat mass). These relationships may not be apparent until the analysis has been 

carried out and the model derived. The majority of the chosen attributes have been shown to 

bear some relationship with resting energy expenditure or BMR (height, weight, fat mass, and 

lean mass (291)). However, there are fewer resources in the literature that describe the effect 

of individual attributes on energy expenditure due to physical activity itself (beyond evident 

relationships such as individuals with higher mass requiring more energy to move their own 

weight). Some measurements have been chosen due to their use in other studies that have 

attempted to improve an EE estimation model using accelerometry. The remaining 

measurements have been concerned with fat distribution which may affect energy 

expenditure when performing activities – for example, higher thigh fat thickness indicates 

heavier legs, which require more effort to move when walking, and also may affect gait 

economy. 

The Actigraph GT3X+ was synchronised with the computer, and the offset between the 

wristwatch time and the computer time was noted, so that hand written times could be later 

synchronised with accelerometer output. A single Actigraph GT3X+ monitor was affixed to 

the participant‘s right hip above the iliac crest (Figure 26). The device was set to sample at 
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50Hz in order to capture movements of up to 25Hz according to the Nyquist Sampling 

Theorem as discussed in 3.2.2.1. 

 

Figure 26: hip-mounted Actigraph GT3X+ accelerometer. 

The Metamax 3B gas analyser (CORTEX Biophysik GmbH of Leipzig, Germany) was 

employed to measure breath-by-breath data. Software (MetaSoft version 3.9.7) is provided by 

the manufacturer to manage the collection, storage and analysis of the data. The analyser was 

calibrated according to the manufacturuer‘s instruction manual for each session of testing. 

The analyser was switched on for at least 30 minutes until operating temperature was 

reached. The Metasoft software calibration procedure requires barometric pressure readings; 

these were obtained from a digital barometer (Technoline Ltd, type WS-9032IT). The 

analyser is calibrated first using ambient air (20.93% O2 and 0.03% CO2) and then with gas 

from a cylinder (16.48% O2 and 4.98% CO2). The volume transducer is calibrated with a 3-

Litre Hans Rudolph Series 5530 syringe; five good strokes are required for this, as 

determined by the software.  

A gas collection mask was fitted to the participant and tested for leakage. Where necessary, 

petroleum jelly was used to stop air leakage coming from gaps in the mask where the fit was 

not exact. The gas analyser is controlled using the Metasoft software provided by the 

manufacturer. A calibration procedure was first initiated where the software records ambient 

levels of gas in the atmosphere. The mask was then connected to the gas analyser, and the 

Metasoft software was started and began recording gas exchange data for the participant. The 

participant sat quietly for five minutes while baseline oxygen consumption was measured 

(resting VO2). Resting VO2 is related to BMR which was identified as a determinant of 

energy expenditure. 
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Treadmill walking was performed at four different speeds for five minutes each. Five minutes 

was required to allow the participant time for their oxygen consumption to stabilise. The 

chosen speeds were determined by the fitness of the participant and their preferred normal 

walking speed, as established in a preliminary timed walk over twenty metres on level 

ground. Participants were not permitted to use the treadmill hand rail. Participants were not 

allowed to speak while gas analysis was taking place, except for safety reasons, but were able 

to respond to questions using head movements (nods and shakes) or hand movements 

(thumbs up or down). After each test speed the participant was asked whether a rest was 

required. Most participants declined this offer and continued directly with the next test speed. 

Participants were periodically informed of the elapsed time for each walking test. They were 

also asked whether they felt able to complete the walking as the speeds increased. Subsequent 

speeds were lowered for those apparently suffering fatigue at slower speeds. Treadmill 

speeds were hand annotated and time-stamped according to a digital wristwatch. 

5.2.3 Walking Speed Statistics 

 A histogram of the speeds performed by the subjects is shown in Figure 27. Speeds generally 

started in the ―slow‖ range at around 1.1ms
-1

 and increased with each five minute test to 

around 1.6ms
-1

; though, speeds were as low as 0.8ms
-1

 and 0.9ms
-1

 and as high as 1.7ms
-1

 and 

1.8ms
-1

 in some cases. 

 

Figure 27: Histogram of collected speeds. 
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5.2.4 Data Analysis 

5.2.4.1 Data Processing 

Accelerometer data was downloaded, processed, and imported into MATLAB format, in the 

manner described in 3.2.3.1. Gas analysis data was exported to CSV file format using the 

Metasoft software. The software can provide the raw oxygen consumption (VO2) and carbon 

dioxide production (VCO2) data for each breath in litres per minute, but these breaths are not 

regularly spaced, and are of differing durations, making synchronisation with accelerometer 

data more difficult. The software gives the option to choose an epoch over which the gas data 

is averaged. A proprietary unpublished algorithm is used by the software to average the 

breath-by-breath data into epochs. To more easily synchronise accelerometer output with 

oxygen data, one second epochs were chosen. Except for the first few seconds of data 

collection, values averaged in one second epochs were found to align with one minute epoch 

and breath-by-breath data. The gas data CSV file was imported into MATLAB for processing 

using standard file reading techniques. The offset between the time on the computer running 

the Metasoft software and the wristwatch had been previously noted, so timestamps were 

adjusted accordingly. Oxygen data was converted to millilitres per minute as part of the 

import process. 

Accelerometer output was aligned with gas data according to the timestamps in each dataset. 

The oxygen data, the accelerometer data, and the labels for each five minute bout of treadmill 

walking were plotted and visually inspected to check alignment (Figure 28). Timestamps 

were adjusted where necessary. One minute of oxygen data and the corresponding 

accelerometer output was extracted for each of the four speeds. Although the accelerometer 

signal characteristics remain similar within each five minute treadmill walking trial, the 

amount of oxygen being consumed by the participant does not represent the energy being 

spent until steady state is reached. For this reason one minute of data was chosen close to the 

end of each trial. For each speed the minute preceding the final fifteen seconds was used – 

that is, from around the 3.75 minute mark to the 4.75 minute mark – and the remaining data 

was discarded. Corresponding accelerometer counts were calculated for this same one minute  

time period using the sum of the rectified filtered signal, as described in 2.5.1. 
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Figure 28: Visualisation of the accelerometer output and the corresponding oxygen consumption data taken from one of 
the study participants. Oxygen consumption data is shown in green. Moving average of oxygen consumption is in red. 
Magenta, yellow and cyan represent the accelerations for the three accelerometer axes. It can be seen that the oxygen 
data aligns with the four increasing speeds of treadmill walking (demarcated by the dotted vertical lines). 

5.2.4.2 Energy Expenditure Units  

Energy expenditure prediction equations are usually formulated to predict either METs or 

kilocalories, as discussed in 2.5.1. One MET, or metabolic equivalent, is equivalent to the 

resting metabolic rate (RMR) which is generally assumed to be 3.5mLkg
-1

min
-1

(224). METs 

approximated this way are known as standard METs. Related research predominantly uses 

this approach rather than using an individual‘s measured RMR. The majority of previous 

research has aimed to model the relationship between METs and accelerometer output (73, 

104, 244), though kilocalories have also been considered (71). The method stated in the 

Compendium of Physical Activities to convert oxygen consumption values (in litres per 

minute) to kilocalories is to multiply by five (292). However the Weir equation (223) may 

provide a more accurate energy expenditure value (                            

           ) and was thus used to convert respiratory readings to kilocalories. To convert 

from VO2 to METs the absolute oxygen consumption recorded by the gas analysis equipment 

is first divided by the subject weight to derive relative oxygen consumption then this result is 
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divided by 3.5 to obtain standard METs (292). EE prediction models based on MET values 

should not contain a weight parameter as this has been already factored into the dependent 

variable, whereas in a kilocalorie prediction model parameters may or may not include 

weight. This is a fundamental difference between the two types of model. The present study 

analysed models based on both types of unit in order to identify the best overall prediction 

model. 

5.2.4.3 Basic Linear Energy Expenditure Prediction Models 

In order to gauge the extent by which EE estimation accuracy was improved by using an 

enhanced EE prediction model, a number of basic linear models were required to provide 

comparative EE prediction accuracy levels. There were two main categories of basic model: 

MET and kilocalorie. For each of these categories, a model was chosen based on both a 

single vertical accelerometer approach, as in studies such as Freedson et al. (71), and a three 

dimensional accelerometer approach as in studies such as Bouten et al. (116), resulting in 

four linear models in total. These models are listed in Table 24 below. 

To help further explain the rationale for the choice of these models, the general formulae for 

the MET and kilocalorie linear prediction models are reproduced below (from section 2.5.1). 

The linear model for predicting METs from accelerometer counts can 

be expressed mathematically as follows:  

METs = a + bK      [1] 

Where a and b are constants, and K represents accelerometer counts 

per minute. The constants a and b are obtained through a linear 

regression between accelerometer counts and a measure of EE 

expressed in METs.  

Similarly, the linear model for prediction kilocalories from 

accelerometer counts is as follows:  

kcal/min = a + bK +cW    [2] 

Where a, b and c are constants, K represents accelerometer counts per 

minute and W represents body weight. The constants a,b and c are 

obtained through multiple linear regression. 
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The first linear model (model M1 in Table 24) predicts MET values and corresponds with 

equation [1]. In equation [1] the K term is equivalent to the CountsX (vertical) parameter, and 

the constants a and b are calculated by multiple regression when processing the estimation 

results. 

Model M2 is a variation on equation [1]; though, instead of a single value representing 

accelerometer counts, three axes are used separately. The equation thus becomes: 

 METs = a + bxKx + byKy + bzKz     [3] 

where Kx , Ky , and Kz represent counts for the three accelerometer axes (these are CountsX, 

CountsY, and CountsZ), and the constants a,bx,by, and bz are obtained through multiple 

regression. 

Model KC1 is the basic linear kilocalorie prediction model corresponding to equation [2] 

using the vertical accelerometer axis and weight alone. Model KC2 is a variation on this 

using three accelerometer axes. The format for this is: 

kcal/min = a + bxKx + byKy + bzKz  +cW  [4] 

where Kx , Ky , and Kz represent counts for the three accelerometer axes (CountsX, CountsY, 

and CountsZ), W is weight, and the constants a,bx,by,bz and c are obtained through multiple 

regression. 

Vector magnitude (VM) has been used as an alternative to traditional accelerometer counts. 

However, an additional baseline model using VM was considered unnecessary, as although a 

VM model may or may not improve prediction accuracy, it would not contribute to 

answering the research question. Additionally, a study has reported that no significant 

improvement was gained by using VM over vertical counts for this type of model (293).  

Model  Parameters Description Applies to 

M1 Counts X (vertical)  Vertical counts only METs  

M2 Counts X (vertical) /  
Counts Y (anteroposterior) /  
Counts Z (mediolateral)  

Counts for all axes METs 

KC1 Counts X (vertical) / Weight  Vertical counts plus weight kcal 

KC2 Counts X (vertical) /  
Counts Y (anteroposterior) /  
Counts Z (mediolateral) /  
Weight  

Counts for all axes plus weight kcal 

Table 24: basic linear models for use in comparison with the multiple parameter models  
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5.2.4.4 Deriving and Testing the Enhanced Energy Expenditure Prediction 

Equations 

There were fifty subjects who each performed four treadmill walking trials, resulting in two 

hundred data records in total. For each data record, accelerometer counts were calculated for 

each accelerometer axis, and measured VO2 was converted to METs and kilocalories. For the 

kilocalorie model, accelerometer counts (for the vertical, anteroposterior and mediolateral 

axes) and the twenty-one subject-specific measurements (Table 23) were considered as the 

candidate independent variables, and kilocalories represented the dependent variable in a 

multiple linear regression model. This resulted in a matrix of two hundred rows and twenty-

four columns representing the dataset of independent variables, and a vector of two hundred 

corresponding kilocalorie values. To reduce the number of variables in the model, stepwise 

regression was applied, as in the study by Chen and Sun (114). The process was repeated 

using METs as the dependent variable, though there was one fewer independent variable 

used, as weight had already been used to convert VO2 to MET values and was, therefore, 

already intrinsically part of the model. The MET and kilocalorie models derived through this 

process became models MSW and KCSW respectively (Table 25). Adjusted R
2
 values were 

calculated for each model at this point for the purposes of comparison with previous research. 

The two models (MSW and KCSW) were independently tested using leave-one-out cross-

validation, and evaluated using RMSE. The way this was applied was as follows. Each of the 

fifty subjects was considered independently. Using only the independent variables identified 

by the stepwise regression, multiple linear regression was applied to the data from the 

remaining forty-nine subjects in order to formulate an EE prediction equation. A linear 

equation of the following form was returned: 

EE = c0 + c1V1 + c2V2 + … + ciVi    [5] 

Where ci represents the coefficient of the independent variable (Vi) returned by multiple 

linear regression, and i represents the number of independent variables in the model. EE is 

measured in METs or kilocalories depending on which is being considered. This equation 

was applied to the data from the single subject not used to formulate the equation in order to 

produce an EE estimate for each of their four treadmill trials. The difference between the 

estimated EE and the known actual EE value (that is, the error) was stored for each of the 

subject‘s four treadmill trials. The process was repeated for each subject, until a vector of two 

hundred error values had been generated. These values were each squared, the mean of the 
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squares was calculated, then the square root was applied, according to the standard formula 

for RMSE. Results are shown for MET and kilocalorie models in Table 27 and Table 28 

respectively. A similar process was applied to the four basic linear models (Table 24 ) in 

order to provide results for comparison with the stepwise regression model results. 

To allow a greater insight into the effect of adding each parameter to the EE prediction 

models generated by stepwise regression, a procedure was executed to calculate the RMSE 

returned by the model at each step of adding a new parameter. This was done following the 

order that the parameters were selected by the stepwise regression. To clarify, a model that 

was generated by stepwise regression in the following order is considered:  Parameter 1, 

Parameter 2, Parameter 3, …, Parameter N. The evaluation procedure first considers 

Parameter 1 alone and applies leave-one-out cross validation to obtain the RMSE for the 

single parameter model. The next step is to calculate the RMSE for a model containing 

Parameter 1 and Parameter 2. This is followed by evaluating the RMSE for Parameter 1, 

Parameter 2 and Parameter 3. This process continues until all parameters are exhausted. 

There are therefore N results for RMSE corresponding to the N steps taken, where the RMSE 

of each step S represents the accuracy of the cumulative addition of Parameter 1 to Parameter 

S. This procedure was repeated for MET and kilocalorie models. From these results it may 

become apparent at which point the accuracy gained by an additional parameter is 

outweighed by the effort of obtaining the parameter through subject measurement. 

5.2.4.5 Energy Expenditure due to Physical Activity  

The analysis described above focuses on an energy expenditure estimation model which 

returns an estimate for the total energy expenditure (TEE) of an individual undertaking 

physical activity (in this case, walking). This type of model may be useful, for example, when 

comparing total calorie intake with total energy expenditure. However, there are some 

matters regarding the model that should be considered. As discussed in 2.5.2, there are three 

main components of energy expenditure in humans: resting energy expenditure (REE), which 

is synonymous with the basal metabolic rate (BMR); the thermal effect of food (TEF); and 

physical activity energy expenditure (PAEE).  TEE is the sum of REE, TEF and PAEE. 

However, a model comprised of accelerometer features alone will only be able to estimate the 

PAEE component of energy expenditure. A number of combined anthropometric and 

physiological attributes used in the above model may provide a proxy measure of BMR; the 

estimates generated by the linear regression equation may be offset according to these 

attributes in such a manner which approximates for BMR.  However, from these equations, it 
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is not clear which parameters maybe approximating BMR and which are helping explain 

further variance in the model for PAEE estimation. For this reason a secondary analysis was 

applied where REE was removed from the EE measurements before the model was derived. 

This model, therefore, provides estimation for the PAEE component alone. The analysis was 

performed in the same way as described in 5.2.4.4.  

5.2.4.6 A Consideration of Repeated Measures 

Energy expenditure and accelerometer output data were collected at four different speeds per 

subject. As in the case of the walking speed prediction analysis (discussed in 4.2.6) repeated 

measures in the test data may artificially boost EE estimation accuracy. For this reason, a 

secondary test was carried out, where a single speed per subject was selected at random for 

use in testing the EE estimation algorithm. This second test was performed ten times to allow 

some insight into how estimation accuracy changes when not using repeated measures. Each 

test was performed independently for each model. 

5.3 Results 

Results were generated for the estimation of TEE in terms of both METs and kilocalories. 

MET and kilocalorie estimation results were generated separately for PAEE. These results 

are presented below. 

5.3.1 Multiple Parameter Models  

5.3.1.1 TEE Models 

The linear models derived for MET prediction of TEE (Model MSW) and kilocalorie 

prediction of TEE (Model KCSW) through stepwise regression are shown in Table 25. The EE 

prediction models using these parameters follow the format of equation [5] in 5.2.4.4 after 

multiple regression has been applied to the parameters during the leave-one-out cross-

validation process. 
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Model  Parameters Description Applies to 

MSW Counts X (vertical) /  
Triceps fat thickness /  
Waist Circumference /  
Counts Z (mediolateral) /  
Blood Pressure: diastolic /  
Resting VO2 /  
BMI  

Stepwise regression model for METs METs 

KCSW Counts Z (mediolateral) /  
Counts X (vertical) /  
BMI /  
Triceps fat thickness /  
Blood Pressure: systolic /  
Waist Circumference / Weight /  
Resting Heart Rate / 
Resting VO2  

Stepwise regression model for kcal kcal 

Table 25: Multiple parameter models for TEE estimation derived through stepwise regression.   

5.3.1.2 PAEE Models 

The linear models derived for MET prediction of PAEE (Model MPASW) and kilocalorie 

prediction of PAEE (Model KCPASW) through stepwise regression are shown in Table 26. 

Model  Parameters Description Applies to 

MPASW Counts X (vertical) /  
Triceps fat thickness /  
Blood Pressure: diastolic /  
Counts Y (anteroposterior) / 
Age 

Stepwise regression model for METs METs 

KCPASW Counts Z (mediolateral) / 
Lean Mass /                            
Counts X (vertical) / 
Body Fat % /                       
Waist Circumference / 
Blood Pressure: diastolic /  
Triceps fat thickness /  
BMI  /                                
Peak Flow 

Stepwise regression model for kcal 
for PAEE 

kcal 

Table 26: Multiple parameter models for PAEE estimation derived through stepwise regression.   

 

5.3.2 Results of Applying the Energy Expenditure Estimation Models 

5.3.2.1 TEE Estimation Results 

Table 27 below compares the accuracy of the three TEE MET prediction models (models M1, 

M2 and MSW). Results are shown in order of accuracy according to RMSE. Adjusted R
2
 

values are shown to allow comparison with the findings of previous research. It can be seen 

that the enhanced model (MSW) shows an improvement over the basic linear models (M1 and 

M2). 
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Model Adjusted R2 RMSE (METs) 

MSW 0.748 0.427 

M1 0.550 0.530 

M2 0.557 0.537 

Table 27: Energy expenditure estimation results for MET models.  

Table 28 presents the accuracies of the three TEE kilocalorie prediction models (models KC1, 

KC2 and KCSW).  Again, RMSE and adjusted R
2
 are included. Also, the RMSE returned in 

kilocalories has been converted to METs using the mean weight of the subject group to allow 

a comparison between MET and kilocalorie model accuracies. Again, it can be seen that the 

enhanced model returns higher accuracies over the basic linear models. 

Model Adjusted R
2
 RMSE (kcal/min) RMSE  

(converted to METs) 

KCSW 0.800 0.695 0.489 

KC1 0.711 0.762 0.536 

KC2 0.710 0.786 0.553 

Table 28: Energy expenditure estimation results for TEE kilocalorie models. MET values have been estimated for 
comparison with MET models using the mean weight of the subject group. 

Table 29 shows how RMSE improves with the cumulative addition of the parameters 

identified by the stepwise regression for the MET model. The process by which these results 

were obtained is described in 5.2.4.3. Each step shows the RMSE values returned for the 

combined parameters from all steps up to that point. The table also shows the percentage 

improvement in RMSE accuracy with the addition of each parameter, and the cumulative 

percentage improvement over the initial parameter alone. The corresponding results are 

shown for the kilocalorie model in Table 30. The steps follow the order that the parameters 

were added to the model by the stepwise regression. It can be seen that there is no great 

improvement in accuracy beyond step 3 in the MET estimation model (Table 29) or beyond 

step 4 in the kilocalorie estimation model (Table 30).  

Step Parameter RMSE 
(METs) 

Incremental % 
Improvement  

Cumulative %  
Improvement  

1 Counts X (vertical)  0.530 N/A N/A 

2 + Triceps fat thickness  0.467 11.9% 11.9% 

3 + Waist Circumference  0.445 4.7% 16.0% 

4 + Counts Z (mediolateral)  0.440 1.1% 17.0% 

5 + Blood Pressure: diastolic  0.437 0.7% 17.5% 

6 + Resting VO2  0.426 2.5% 19.6% 

Table 29: The incremental and cumulative improvement in RMSE with the addition of each parameter from the TEE MET 
model (Model MSW) 
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Step Parameter RMSE 
(kcal/
min) 

Incremental % 
Improvement  

Cumulative %  
Improvement  

1 Counts Z (mediolateral)  1.526 N/A N/A 

2 + Counts X (vertical)  0.989 6.1% 6.1% 

3 + BMI  0.942 4.7% 10.5% 

4 + Triceps fat thickness  0.838 11.0% 20.4% 

5 + Blood Pressure: systolic  0.812 3.1% 22.8% 

6 + Waist Circumference  0.833 -2.5% 20.9% 

7 + Weight  0.706 15.2% 32.9% 

8 + Resting Heart Rate  0.706 0.0% 32.9% 

9 + Resting VO2  0.695 1.5% 33.9% 
Table 30: The incremental and cumulative improvement in RMSE with the addition of each parameter from the TEE 
kilocalorie model (Model KCSW) 

5.3.2.2 PAEE Estimation Results 

Table 31 below compares the accuracy of the three PAEE MET prediction models (models 

MPA1, MPA2 and MPASW). Results are shown in order of accuracy according to RMSE. 

Adjusted R
2
 values are shown to allow comparison with the findings of previous research. As 

in the TEE model, it can be seen that the enhanced model (MPASW) shows a marginal 

improvement over the basic linear models (MPA1 and MPA2). 

Model  Adjusted R2 RMSE (METs) 

MPASW 0.721 0.418 

MPA1 0.633 0.459 

MPA2 0.631 0.470 

Table 31: Energy expenditure estimation results for PAEE MET models.  

Table 32 presents the accuracies of the three PAEE kilocalorie prediction models (models 

KCPA1, KCPA2 and KCPASW).  Again, RMSE and adjusted R
2
 are included. As in the TEE 

results the RMSE returned in kilocalories has been converted to METs using the mean weight 

of the subject group to allow a comparison between MET and kilocalorie model accuracies. It 

can be seen that the enhanced model returns marginally higher accuracies over the basic 

linear models. 

Model Adjusted R
2
 RMSE (kcal/min) RMSE  

(converted to METs) 

KCPASW 0.783 0.687 0.483 

KCPA1 0. 717 0.713 0.501 

KCPA2 0.718 0.731 0.514 
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Table 32: Energy expenditure estimation results for PAEE kilocalorie models. MET values have been estimated for 
comparison with MET models using the mean weight of the subject group. 

 

Table 33 shows how RMSE improves with the cumulative addition of the parameters 

identified by the stepwise regression for the PAEE MET model, as was performed for the 

TEE model. The corresponding results are shown for the kilocalorie model in Table 34. The 

steps follow the order that the parameters were added to the model by the stepwise 

regression. It can be seen that there is no improvement in accuracy with the addition of age in 

the PAEE MET estimation model (Table 33) or beyond step 4 in the PAEE kilocalorie 

estimation model (Table 34).  

Step Parameter RMSE 
(METs) 

Incremental % 
Improvement  

Cumulative %  
Improvement  

1 Counts X (vertical)  0.459 N/A N/A 

2 + Triceps fat thickness  0.440 4.1% 4.1% 

3 + Blood Pressure: diastolic  0.430 2.3% 6.3% 

4 + Counts Y (anteroposterior) 0.416 3.3% 9.4% 

5 + Age 0.418 -0.5% 8.9% 
Table 33: The incremental and cumulative improvement in RMSE with the addition of each parameter from the PAEE 
MET model (Model MPASW) 

Step Parameter RMSE 
(kcal/m

in) 

Incremental % 
Improvement  

Cumulative %  
Improvement  

1 Counts Z (mediolateral)  0.981 0.0% 0.0% 

2 + Lean Mass                             0.898 8.5% 8.5% 

3 + Counts X (vertical)  0.765 14.8% 22.0% 

4 + Body Fat %                        0.708 7.5% 27.8% 

5 + Waist Circumference  0.71 -0.3% 27.6% 

6 + Blood Pressure: diastolic   0.698 1.7% 28.8% 

7 + Triceps fat thickness   0.693 0.7% 29.4% 

8 + BMI                                  0.685 1.2% 30.2% 

9 + Peak Flow 0.687 -0.3% 30.0% 
Table 34: The incremental and cumulative improvement in RMSE with the addition of each parameter from the PAEE 
kilocalorie model (Model KCPASW) 

5.3.2.3 Non-repeated Measures Results 

A single speed was tested for each subject by applying a random speed selection process to 

the data. Table 35 shows the results of testing the EE estimation algorithm against this data. 

The average adjusted R
2
 and RMSE values are also shown.  
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Model: MSW KCSW MPASW KCPASW 

Rank by 
RMSE: 

Adj R2 RMSE 

(METs) 
Adj R2 RMSE 

(kcal/min) 
Adj R2 RMSE 

(METs) 
Adj R2 RMSE 

(kcal/min) 
1 0.777 0.382 0.874 0.462 0.709 0.364 0.800 0.606 

2 0.698 0.393 0.848 0.577 0.674 0.385 0.751 0.681 

3 0.693 0.441 0.814 0.640 0.672 0.392 0.770 0.739 

4 0.705 0.449 0.843 0.693 0.528 0.395 0.749 0.747 

5 0.729 0.463 0.784 0.767 0.764 0.397 0.740 0.758 

6 0.729 0.467 0.794 0.780 0.708 0.403 0.644 0.762 

7 0.758 0.471 0.839 0.803 0.711 0.403 0.829 0.762 

8 0.659 0.517 0.832 0.832 0.761 0.426 0.801 0.794 

9 0.694 0.526 0.751 0.833 0.693 0.446 0.778 0.817 

10 0.608 0.545 0.743 0.847 0.674 0.472 0.774 0.825 

Mean: 0.705 0.465 0.812 0.724 0.689 0.408 0.764 0.749 

Original: 0.721 0.427 0.800 0.695 0.721 0.418 0.783 0.687 

Table 35: Results of applying the EE estimation to single speeds for each subject. The test was performed ten times for 
each of the four stepwise models. Results are shown in order of RMSE by model. The original results obtained through 
the repeated measures test are shown for comparison. 

 

 

5.4 Discussion 

The study aimed to answer the research question: can energy expenditure estimation using 

accelerometry be improved by the addition of anthropometric and physiological parameters? 

In order to answer the research question fifty subjects each wore hip-mounted accelerometers 

and walked at four different speeds on a treadmill, while simultaneous oxygen consumption 

data were recorded via a face mask and gas analysis equipment. A number of anthropometric 

and physiological measurements were taken for each subject. Stepwise regression was 

applied to the accelerometer data and subject measurements in order to identify which 

variables most significantly contribute to EE estimation. These variables were used as input 

parameters to EE linear prediction models which were tested against the subject data using 

leave-one-out cross-validation. Both total energy expenditure (TEE) and physical activity 

energy expenditure (PAEE) was considered for both MET and kilocalorie estimation, 

resulting in four EE estimation models. For the TEE MET model (Msw), energy expenditure 

estimation was improved by nearly twenty percent over models which considered only 
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accelerometer counts and weight, and the TEE kilocalorie model (KCsw) showed an 

improvement of around nine percent. These results suggest that EE prediction models can be 

improved by the addition of subject-specific anthropometric and physiological attributes, 

though these improvements were more modest for the PAEE MET (MPAsw) and PAEE 

kilocalorie (KCPAsw) models (around nine percent and four percent respectively). 

Two different approaches to predicting EE per unit time were formulated. The first aimed to 

estimate METs (which is a measure of EE normalised by body mass) and the second aimed to 

estimate kilocalories which is an absolute measure of EE. To compare the two sets of results 

it is necessary to convert both to the same unit. To convert kilocalories to METs, the value 

must be multiplied by 200 and divided by 3.5 times body weight in kilograms (292). The 

kilocalorie results, however, were obtained from the entire subject group comprising many 

different body weights. In order to give an indicative figure, the mean subject body weight 

was used for the conversion. The MET prediction models return a marginally better RMSE 

(0.427 for TEE, 0.418 for PAEE) than the kilocalorie models when converted to METs 

(0.489 for TEE, 0.483 for PAEE). However, the conversion from kilocalories to METs was 

not exact, and the difference in model performance is not great. The researcher may make 

their own decision as to whether the kilocalorie or MET model is more appropriate to the 

research and expect similar levels of accuracy.  

5.4.1 Parameters Selected by the Stepwise Regression 

The vertical accelerometer counts parameter was selected by the stepwise regressions for 

both MET and kilocalorie models, for both TEE and PAEE. For the TEE kilocalorie model, 

BMI was chosen by the stepwise regression as the most significant parameter other than 

accelerometer counts, although weight was expected to fill this position. The selection of 

BMI over weight appears to be a consequence of applying the Weir equation (223) to 

calculate EE from both VO2 and CO2; preliminary testing of the MATLAB code had shown 

weight to be the second most significant parameter in the model when kilocalories were 

calculated using VO2 alone. In terms of the MET models, weight was already factored in to 

the units of measurement of the independent variable, so weight related measurements are not 

expected to feature highly in the model. However, for the PA kilocalorie model, lean mass 

was selected instead of weight. It may be that lean mass in combination with parameters such 

as BMI and body fat percentage (as chosen by the model) is a better variable for the PAEE 

prediction model than weight in this particular case. 
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The triceps fat thickness is common to both the MET and kilocalorie models that were 

identified by stepwise regression, and was considered the most significant parameter other 

than accelerometer counts and weight in the TEE and PAEE MET models. It may be that the 

triceps fat thickness is a good representative quantity of upper body fat distribution. 

Additionally, it is possible that the triceps fat measurement is more reliable than the other 

ultrasound measurements. Triceps fat thickness did also factor in the TEE and PAEE 

kilocalorie models, though it was not considered as significant as in the MET models. Waist 

circumference appears in all models except the PAEE MET model. Waist circumference in 

conjunction with triceps fat thickness may give a good indication of how subjects‘ weight is 

distributed about their bodies. This in turn may influence energy expenditure directly or 

indirectly due to the effect of weight distribution on walking economy.  

Resting VO2 was common to the TEE MET and TEE kilocalorie models derived by stepwise 

regression. This parameter is a representation of the amount of energy that an individual 

consumes when at rest. The difference between resting VO2 and the amount of oxygen 

consumed performing an activity such as treadmill walking represents the energy cost of the 

physical activity, and some studies have removed base level energy consumption in order to 

predict the physical activity energy expenditure directly (77). By including resting VO2 in the 

prediction model, the model may be effectively accounting for the difference between resting 

EE and that which is due to physical activity, and a consequence of this may be an 

improvement in EE prediction. Unsurprisingly, the resting VO2 parameter does not feature in 

the PAEE models as it has already been factored into the dependent variable (resting VO2 

was first removed from the measured VO2 for the PAEE MET models, and a combination of 

resting VO2 and resting CO2 was removed from the measured PAEE in the PAEE kilocalorie 

model). 

Diastolic blood pressure was selected by the stepwise regression for all models except the 

TEE kilocalorie model where systolic blood pressure was chosen. These parameters were 

added by the stepwise regression in the latter steps of the algorithm, which suggests that 

blood pressure measurements may have lower explanatory power in the model but high 

statistical significance. This reflects the findings of Snodgrass et al. (279) who reported 

statistically significant correlations between both systolic and diastolic blood pressure with 

the basal metabolic rate (BMR) of a population of Siberians.  
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It was unexpected that the mediolateral counts parameter was identified by the stepwise 

regression before the vertical counts parameter in the both TEE and PA kilocalorie models. 

However, this may be due to the models requiring a measure of both accelerometer output 

and weight before a good correlation between parameters and kilocalories is observed – to 

support this, it can be seen that once weight is added to the TEE model the RMSE reduces by 

22% (Table 30). It was also unexpected that the thigh fat thickness did not appear in any of 

the models, as there is research to suggest that the energy cost of walking in the obese may be 

increased due to greater weight of the leg (240). It is possible, in this case, that differences in 

the EE model which are due to fat distribution may have been explained by other parameters, 

and that thigh fat thickness may not have any further explanatory power. 

Gender and age do not feature in either the TEE MET or TEE kilocalorie model, which is 

also unexpected as previous research has identified these as factors affecting energy 

expenditure between individuals (234-237), and the subject group was sufficiently diverse in 

these areas to expect them to have a bearing on the estimation models. It may be that the 

other parameters have better explanatory power, and gender and age do not significantly 

improve the model once the other parameters have been selected.  Age factored in the PAEE 

MET model, which again is unexpected because while there is a correlation between age and 

BMR (290), resting energy expenditure has already been accounted for in this model. 

Lean mass was another parameter unexpected excluded from the TEE model, as it has been 

identified as a major determinant of energy expenditure (237). It may be that for the TEE 

models lean mass did not add greater predictive power than the weight parameter in 

combination with other parameters. However, lean mass was substituted for weight in the 

PAEE kilocalorie model. Several other candidate parameters, such as heart rate and height 

were also absent from the stepwise regression models, which may simply suggest that these 

parameters are not useful in improving EE prediction accuracy, or it may be that some are 

correlated with one of the selected model parameters, and therefore do not provide additional 

explanatory power to the regression. 

5.4.2 Practical Implications of the Model Parameters 

For practical application of the EE estimation algorithms, the number of parameters should be 

optimised such that a balance is reached between estimation accuracy and ease of execution 

of the measurement procedure. Ideally, for the practitioner or researcher implementing an 

energy estimation tool such as this, there should be as few measurements as possible, and the 
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total time cost of measurements should be low. This is particularly important for large cohort 

studies where a time consuming measurement procedure may not be feasibly implemented. 

The number of measurements is, therefore, a concern, and the difficulty in obtaining certain 

measurements is also a factor. Future research may consider building a prediction model 

according to the ease by which measurements may be taken. The models derived from 

kilocalorie data are comprised of a greater number of parameters than the MET models, 

without providing greater EE estimation accuracy. For these reasons, the MET models would 

appear preferable. 

Stepwise regression derives a multilinear model from a set of initial terms by systematically 

adding and removing terms according how well the model is improved by each 

addition/removal. This method returns a model which is a good fit for the data from which it 

was derived, but it does not consider the degree to which the model is improved by the 

addition of each parameter. This means that parameters are selected which, although 

statistically significant, do not greatly improve EE estimation accuracy. In these cases, the 

cost of collecting these anthropometric/physiological measurements is not justified by the 

gain in accuracy they confer. An example of this can be seen in Table 29 which shows that 

although the RMSE generally decreases with the addition of each parameter, the gain in 

accuracy is low for steps 4, 5 and 6, and RMSE actually increases for the final step. Overall, 

the enhanced TEE MET model (Model MSW, see Table 25) improves EE estimation by 19.4% 

over vertical accelerometer counts alone, but some of these measurements, such as resting 

VO2, are not easily made. A 16% improvement in accuracy may be obtained by the addition 

of the triceps fat thickness and waist circumference measurements (Table 29). Similarly, the 

addition of BMI and triceps fat thickness improves prediction accuracy of the TEE 

kilocalorie model (Model KCSW) by around 15% over a model containing only vertical and 

mediolateral counts (Table 30). For practical purposes, this presents a significant 

improvement in energy expenditure estimation by the addition of two relatively easily made 

measurements. The improvement is more modest in the PAEE models (Table 31 and Table 

32). This may suggest that the greatest gains are occurring for parameters which account for 

BMR in the model. 

5.4.3 Comparisons with Previous Research 

Comparison of results from the present study with previous research may be made using R
2
 

or RMSE. Only those studies that report results for locomotion may be compared directly. 
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Where r values are reported such as in Freedson et al. (71) (r=0.88 for TEE in METs), 

Hendelman et al. (217) (r=0.89 for TEE in METs), and Bouten et al. (116) (r=0.96 for PAEE 

in W.kg
-1

), they are squared for comparison and become R
2
=0.774, R

2
=0.792 and R

2
=0.922 

respectively. These compare with R
2
=0.803, R

2
=0.748, R

2
=0.721 and R

2
=0.783 returned for 

the TEE kilocalorie, TEE MET, PAEE MET, and PAEE kilocalorie models respectively in 

the present study. As discussed previously, the results from these two studies were obtained 

from small homogeneous groups, which are likely to improve results. When considering 

vertical counts alone, as in Freedson et al. (71), the present study returns only R
2
= 0.55. This 

is most likely due to the more diverse subject group in the present study, and this may more 

accurately reflect the relationship that might be obtained between accelerometer counts and 

EE from the population at large. With the addition of subject attributes to the model, the R
2 

values between the present study and Freedson et al. (71) are comparable. Those R
2 

values 

obtained by Bouten et al. (116) remain superior, but again they are likely to be inflated due to 

the small number (n=11) of subjects, all of low BMI (mean 20.5±1.9 kgm
-2

).  

An informative study was carried out by Lyden et al. (102), whose aim was to 

comprehensively evaluate a number of common EE prediction equations against a large, 

diverse population. The study used three accelerometers and eleven different prediction 

equations. Many different activities were considered, and each was reported separately for 

accuracy. The lowest returned RMSE was 0.5 METs for activities of doing dishes and 

dusting, and the lowest RMSE for locomotion was 0.6 METs, returned by the Freedson 

equation, for walking at 1.34ms
-1

 – though, this equation returned an RMSE of 0.9 METs for 

walking at 1.54ms
-1

, and banding the walking task into two separate speeds is likely to 

improve accuracy compared to considering a range of speeds at once. The present study 

reported an RMSE of 0.55 METs for treadmill walking using Model M1 which was derived 

in the same way as the Freedson equation through linear regression, and this measure 

improved to 0.43 METs with the addition of the subject attributes. When comparing results 

with Lyden et al. for locomotive activities, the present study apparently performs better than 

all eleven EE prediction equations tested. It must be noted that many of these equations were 

derived to predict EE across a range of different activities, which means that they were not 

optimised for locomotion, though this was not the case with the Freedson equation. 

The study by Rothney et al. (103), which used a small number of subject attributes as input to 

an EE prediction model based on an ANN, achieved an RMSE value of 0.48 kcal/m for 

predicting TEE. The present study achieved an RMSE of 0.69kcal/m using the TEE 
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kilocalorie model. However, a direct comparison is not possible as the study by Rothney et al. 

considered several different physical activities of varying intensities rather than walking in 

isolation. It might be expected that the present study might be at an advantage in this respect, 

as it has already been argued that an EE estimation equation applied to a mixed activity set 

returns lower accuracy than against an isolated activity. However, in the study by Rothney et 

al. it is possible that the low intensity activities (such as playing cards, typing and 

handwriting) returned very high prediction accuracies, because they will show less variation 

from baseline EE consumption levels and less variation in accelerometer output. High 

accuracies for low intensity activities over long periods would balance out low accuracies for 

short duration dynamic activities which have more scope for error. On the other hand, it is 

also possible that the accelerometer features used as parameters to the ANN were effective in 

improving EE prediction accuracy across activities. 

5.4.4 Effect of Repeated Measures on Accuracy 

As discussed in 5.2.4.6, because the EE estimation algorithm was tested using repeated 

measures per subject this may artificially increase apparent accuracy. For this reason, the 

algorithm was tested using accelerometer data collected from a single walking speed chosen 

at random for each subject. The test was carried out ten times to obtain indicative results of 

how accuracy is affected, and the results are shown in 5.3.2.3. The tests were performed 

independently for each of the four EE estimation models (Msw, KCsw, MPAsw and KCPAsw). 

There were a range of results returned over the ten iterations for each model (see Table 35), 

some of which showed higher accuracy than the repeated measures results, though the 

majority were poorer. The differing results are largely due to the random selection process 

used to determine each dataset to be tested. On average the single speed tests produced 

marginally poorer accuracy results across all models except the PA MET model (MPAsw) 

which returned a slightly higher RMSE on average. The results may suggest that using 

repeated measures gives higher accuracies than using single speeds per subject. However, this 

is not conclusive as the results are sensitive to the random selection process – which is also 

likely to explain the higher accuracy being returned for the single speed test of the MPAsw 

model over the corresponding repeated measures results. However, presuming that the 

repeated measures do indeed artificially increase EE estimation accuracy, the extent of this 

indicated by the ten single speed tests implies that it should not have a significant effect on 

answering the research question. 
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5.5 Limitations 

The present study has purposefully taken walking in isolation to consider if anthropometric 

and physiological parameters improve the EE estimation model. As concluded by several 

studies, each mode of activity requires an independent EE estimation model, and these may 

also be improved by the addition of such parameters. However, it is likely that the parameters 

which improve walking EE prediction will not be identical to those required in other modes 

of activity. For example, the lack of vertical movement when using a rowing machine 

suggests that a greater body weight would play less a part in increasing EE. This means that 

each activity mode would require separate analysis to identify which additional parameters 

are applicable to the EE prediction model. However, once EE estimation models are 

established for a number of activities, an initial classification phase (as described in Chapter 

3) may be implemented in order to select the appropriate model. Accelerometry holds the 

advantage that the classification algorithm may be applied to the same dataset from which the 

energy expenditure data is to be estimated. 

For the MET estimation model, standard METs were used as a measure of EE rather than 

individualised METs based on subject RMR. This means that the EE estimation model 

presumes that the MET is an absolute value rather than one which has a relationship to an 

individual‘s RMR. There is an established method to estimate RMR using the Harris-

Benedict equation (280) which can then be used to calculate ‗corrected‘ METs incorporating 

the estimated RMR. However, this equation uses height, weight and age, and these attributes 

were also used as parameters to the stepwise regression when generating the EE estimation 

model for METs. To use this approximation for RMR when generating the model could, 

therefore, potentially mean that height, weight and age feature in both the independent and 

the dependent variables. This was not desirable therefore the standard MET was used in the 

model, which is in line with previous research. 

Treadmill walking was considered in order to answer the research question. However, 

walking under free living conditions where surfaces may be uneven or at an incline may 

affect which physiological and anthropometric parameters are most effective in improving 

EE estimation. Walking on an incline requires a greater amount of EE than walking on the 

flat (74), as does walking on muddy ground over walking on a paved path. These different 

environments may amplify the effect of particular attributes of individuals on EE, and may 

bring forth other attributes that have a bearing on EE under these conditions. This remains to 
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be tested. The research in the present study, however, has established that EE prediction may 

be improved by such attributes. 

Although ethnicity has been identified as a factor which affects EE in individuals (235, 237), 

it was not possible to recruit a sufficient number of individuals from diverse ethnic groups in 

order to test the effect of ethnicity on the EE prediction models. It is not clear how the 

addition of ethnicity, coupled with potential physiological or anthropometric differences 

between ethnic groups, would affect the prediction model. 

The present study did not consider how different features of the accelerometer output might 

also improve the EE prediction model for walking. This was decided in order to keep the 

research question clear and focussed on how attributes of the individual might improve 

prediction. Differing characteristics between obese and non-obese gait may be captured 

through accelerometer features, which may help inform the prediction model, as was the case 

with walking speed prediction described in Chapter 4. Indeed, for walking, it may be that the 

same set of accelerometer features identified in Chapter 4 may also be used to improve the 

energy expenditure prediction model. However, accelerometer features would only account 

for those differences in movement between individuals, and would not be able to identify 

physiological factors affecting energy expenditure of individuals. The energy expenditure 

prediction model has been shown to improve with the addition of accelerometer features 

(103-104), but it is not likely that accelerometer features alone are sufficient to preclude the 

need for anthropometric and physiological parameters.  

5.6 Chapter Summary  

Energy expenditure in individuals is influenced by a number of demographic, anthropometric 

and physiological factors (234-237), and also may be affected by individual biomechanics for 

activities such as walking (240). Many of these effects are due to factors associated with 

obesity. However, current EE estimation models using accelerometry have not accounted for 

the potential effects of obesity on prediction accuracy. Where subject-specific attributes have 

been included as parameters in prediction models (103, 114, 214), their effect on EE 

prediction accuracy has not been conclusive due to one or more of the following issues: the 

model has not been adequately tested on diverse BMI groups; the model has been tested 

against multiple activities, making it unclear whether it is the choice of activities or the 

additional parameters that have affected prediction accuracy; the study has incorporated 

additional innovations in parallel, which has obscured the effect of the additional parameters; 
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or there have been insufficient parameters included in the prediction model to test the 

principle. 

The present study sought to investigate whether the addition of subject-specific attributes to 

the EE prediction model may improve EE prediction using accelerometry. Twenty-one 

candidate demographic, anthropometric and physiological parameters were chosen, and 

stepwise regression was used to identify which parameters provide the best explanatory 

power to a linear EE prediction model. These enhanced models were compared with basic 

linear models incorporating only accelerometer counts and subject weight (as developed in 

previous research (71, 116)). The enhanced models returned around 20% improvement for 

MET prediction and around 11% improvement for kilocalorie estimation over the basic linear 

models. However, many of these measurements may be too time consuming for perform on 

large subjects groups, such as resting VO2 levels. A 16% improvement in the MET model 

accuracy, and an 8.6% improvement in the kilocalorie model, could be achieved by the 

inclusion of only two additional parameters: triceps fat thickness, and waist circumference.  

The present study has demonstrated that by including triceps fat thickness and waist 

circumference in a multilinear EE prediction model for the walking mode, improved 

estimates for EE estimation can be achieved over the standard linear equations currently 

widely in use. The time required to measure triceps by ultrasound and waist circumference by 

tape measure is in the order of minutes, making this a promising innovation for use in 

research under free-living. This has the potential to impact epidemiological research and 

health care applications where accurate measures of energy expenditure are required in the 

field.  
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6 Conclusions 

The current global obesity epidemic is a mounting concern due to its detriment to public 

health and consequent economic cost. It has recently been reported that today more than 2.1 

billion people are overweight, and based on current rates almost half the world population 

will be overweight by 2030 (294). Activities promoting physical activity are among strategies 

aimed at reducing weight (20-32). However, the report highlights that there is no systematic 

method of measuring the potential impact of interventions targeted at reducing obesity. To 

measure the impact of weight-loss interventions which prescribe increased activity levels 

requires tools capable of objectively measuring physical activity. Previous research has 

investigated how accelerometry may be used for this purpose, and has demonstrated how 

predictions of activity type and intensity can be generated by applying algorithms to 

accelerometer output. However, this research has generally been carried out using subject 

groups predominantly in the normal BMI range, and there is a lack of research which 

investigates the effects of obesity on the algorithms aimed at quantifying PA. 

A comprehensive activity monitoring system (as described in 6.2 below) should be equally 

effective in measuring physical activity for both obese and non-obese individuals, and one of 

the primary aims of the research has been to investigate this principle. The classification 

study described in chapter 3 found that a high accuracy (85% for a hip-mounted 

accelerometer, and 94% for an ankle-mounted accelerometer) was achievable for a BMI 

subject group composed of normal BMI, overweight, and obese individuals. Similarly, the 

walking speed estimation study (chapter 4) returned accuracies comparable to previous 

research for both the normal BMI group and the obese group (though it was concluded that 

accuracy may be improved by using different models depending on BMI). The energy 

expenditure study (chapter 5) found that the addition of subject characteristics to the 

estimation model improves energy expenditure estimation accuracy; and in many cases these 

characteristics may be indicative of obesity level, such as triceps fat thickness which featured 

in all estimation models. These results suggest that, for each of the three categories of 

physical activity considered in the studies, a single approach to measuring physical activity is 

applicable across BMI groups, though it may be necessary to modify algorithms to 

incorporate subject-specific attributes. 

A prescribed exercise programme may incorporate numerous activities that need to be 

distinguished by an activity monitoring system being used to evaluate the effectiveness of 
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such a programme. To address this, the study in chapter 3 tested seven aerobic/gym-based 

exercises, and three everyday activities (walking, ascending stairs, and descending stairs). 

The high classification accuracies achieved by the study suggest that, in principle, it is 

possible to use accelerometry to create an activity profile for several dynamic activities, 

suitable for use in evaluating a programme of physical activity. However, it should be 

reiterated that the classification scheme tested in the study is currently inadequate to be 

deployed in the field (as discussed in section 3.4). 

Measures of physical activity intensity have been considered by the studies in chapter 4 and 

chapter 5. Ultimately, it would be desirable to measure the intensity of multiple activities, but 

the studies represented here have been limited to measuring aspects of walking. It was found 

that, under experimental conditions, walking speed may be predicted with a degree of 

accuracy sufficient to distinguish bouts of brisk walking from slow walking, which is 

important in terms of measuring whether recommended walking guidelines for weight loss 

have been met. Chapter 5 found high correlation coefficients between walking energy 

expenditure and accelerometer output coupled with anthropometric and physiological 

measurements, and at best RMSE results were less than 0.5 standard METs (or the equivalent 

in kilocalories) which is comparable to previous research. These results indicate that it is 

possible to accurately estimate the intensity of walking from accelerometer output, and it is 

reasonable to surmise that this may be extended to types of activity other than walking. 

The three studies presented in the thesis have each returned promising results using 

accelerometer data collected at the hip. This suggests that it is possible to develop a single 

integrated system able to measure multiple aspects of physical activity simultaneously. 

Furthermore, the techniques involved have been shown to be effective across BMI groups. 

The studies in combination represent a step towards such a system which could be 

implemented in many areas of research. Focus has also been given to pragmatic concerns, 

such as limiting the number of accelerometers to one, and considering an unobtrusive 

placement site for the accelerometer (the hip), to make these approaches affordable and 

practical for large scale real-life studies. However, before such a system may be fully realised 

further research is required. This is discussed in more detail below. 

6.1 Future Work 

The most important recommendation for further research is that each of the techniques 

developed in these studies requires adequate testing under free-living conditions. Many 
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studies have reported success in the laboratory but have found that in the field their respective 

algorithms have not performed equally well (160, 218). It may be that some of the 

innovations implemented in these studies mitigate this problem. For example, the walking 

speed algorithms incorporate several accelerometer features which allow speeds to be 

estimated for both overground walking and treadmill walking. This may mean that they 

capture one or more essential characteristics of walking speed from the accelerometer signal 

which makes them less sensitive to changes in terrain. However, until these techniques are 

fully tested under free-living conditions, it is not clear whether the approaches to quantifying 

physical activity presented in this thesis will perform adequately for epidemiological research 

and health applications. 

An important aspect of the research presented in this thesis is that the techniques investigated 

may be used in parallel to derive information on several different characteristics of activity 

from a single dataset of accelerometer output. The techniques may also be used in 

conjunction with each other. The ability to classify physical activities from accelerometry is 

in itself a useful tool to provide information on behaviours which may inform 

epidemiological research into obesity, but classification is also a necessary element in 

applying other techniques. For example, walking speed algorithms may only be applied to 

accelerometer signals that represent bouts of walking, which necessitates a preliminary phase 

of classification to identify those bouts. Furthermore, previous research into energy 

expenditure estimation from accelerometry has concluded that a single EE prediction 

equation does not apply across activities (242), which suggests that separate prediction 

equations are required depending on the activity being performed. Again, a preliminary 

classification phase is required in order to select the appropriate equation, and this may be 

applied to the same dataset from which the EE estimates are to be obtained.  

The energy expenditure estimation study in chapter 5 demonstrated in principle that energy 

expenditure prediction could be improved by the addition of subject-specific anthropometric 

and physiological attributes. The study considered the activity of walking to test this 

principle. However, different activity modes do not necessarily exhibit the same relationship 

between accelerometer output and energy expenditure. Also, it is not certain whether 

different subject attributes may be required according to activity mode. Further research is 

recommended into deriving energy estimation prediction models for other modes of activity. 

It may not be practical to test all possible types of activity. However, certain subject attributes 
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may emerge as significant which are common to many activities, and some activities may 

share a similar relationship between accelerometer counts and EE.  

6.2 A Future Activity Monitoring System 

It is envisaged that in the future it may be possible to create a comprehensive activity 

monitoring system which will be able to record multiple aspects of human physical activity 

using accelerometry. This system would take body-worn accelerometer data from an 

individual and produce an activity profile detailing the type of activities that have been 

performed (dynamic and sedentary) and the frequency and duration of each, the total energy 

expended (with a breakdown by activity), and the intensity of the activities undertaken 

(walking speed, for example). Figure 29 shows a basic overview of such a system.  

The heart of the activity monitoring system is the activity classification module. This would 

determine the type of activities represented in the accelerometer output, and their frequency 

and duration, and would also interact with the other modules to inform the energy estimation 

and speed/intensity prediction algorithms. The study in chapter 3 corresponds with this 

module and has aimed to address some of the issues which may be encountered by a 

classifier, such as a mixed BMI group and multiple dynamic activities. However, the 

classification module would require training data for many more dynamic activities. It would 

also require a method of determining when activities were unknown to the training set, and 

have an alternative approach to classification to deal with these activities. It would need to be 

able to filter out noise in the signals generated by activities such as riding a bus, and would 

also require a separate classification algorithm for use in identifying different types of static 

activity (classification of static activities is described in more detail in Appendix C).  

The energy expenditure estimation module would first utilise the classification module to 

ascertain the type of activity being performed. An appropriate energy expenditure estimation 

equation would be selected from a library of EE estimation equations according to the 

activity being performed. Also, the relevant anthropometric/physiological/demographic 

measurements would be retrieved for input into the equation. Currently, there is no such 

library of EE estimation equations. The study in chapter 5 derived equations for estimating 

the EE for walking based on accelerometer output and additional subject attributes. However, 

future studies would need to derive EE estimation equations for many activities. There would 

also need to be a contingency rule for when the detected activity is either unknown or does 

not have a corresponding EE estimation equation. 
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Figure 29: conceptual framework of envisaged activity monitoring system. 

It is sometimes important to measure the intensity of an activity in terms other than energy 

expenditure. Walking speed, for example, may give greater insight into an individual‘s 

activity patterns over merely measuring the energy expenditure of walking. In chapter 5 it 

was investigated how walking speed for individuals of varying BMI may be estimated. 

However, in a comprehensive activity monitoring system measures of intensity would also be 

required for other activity modes. Again, a module designed to measure the intensity of an 

activity would first call on the classification module to determine the corresponding 

algorithms to be applied to the data from which to obtain intensity values. In addition to the 
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speed of an activity, the intensity of activities such as rowing, for instance, might be 

measured in terms of cycles per minute. It would not be feasible to apply this module to all 

activities, however, and some issues may be insurmountable. It may not be possible, for 

example, to estimate cycling speed – even if the rate at which the pedals were being rotated 

by the cyclist was obtained, it would not be possible to calculate the speed of forward motion 

without additional information not available through the accelerometer, such as which gear 

the cyclist was using. 

6.3 Summary 

The main objective of the thesis was to investigate how the measurement of physical activity 

using accelerometry is affected by obesity. To achieve this goal, three studies have been 

undertaken using mixed BMI subjects in order to establish whether accelerometry-based PA 

measuring techniques are equally applicable to obese groups and non-obese groups. Three 

types of measurement technique were considered: activity type classification, walking speed 

prediction, and energy expenditure estimation. Each study reported results which show that it 

is possible to achieve similar results for obese groups and non-obese groups, though some 

modification of techniques is required. Furthermore, these studies achieved results that are 

comparable with, or an improvement upon, previous research. Taken in combination, these 

studies represent a step towards an integrated system, capable the simultaneous measurement 

of multiple aspects of PA. This type of system has a great deal of potential for use in a wide 

range of research areas and practical applications.  
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7 Appendices 

7.1 Appendix A: Physical Activity Readiness Questionnaire (PAR-Q) 

 

1. 

 

Are you currently taking any medication that might affect 

your ability to participate in the test as outlined? 

 

 

YES 

 

NO 

 

2. 

 

Do you suffer, or have you ever suffered from, cardiovascular 

disorders? e.g. Chest pain, heart trouble, cholesterol etc. 

 

 

YES 

 

NO 

 

3. 

 

Do you suffer, or have you ever suffered from, high/low 

blood pressure? 

 

YES 

 

NO 

 

4. 

 

Has your doctor said that you have a condition and that you 

should only do physical activity recommended by a doctor? 

 

YES 

 

NO 

 

5. 

 

Have you had a cold or feverish illness in the last 2 weeks? 

 

 

YES 

 

NO 

 

6. 

 

Do you ever lose balance because of dizziness, or do you ever 

lose consciousness? 

 

YES 

 

NO 
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7. 

 

 

Do you suffer, or have you ever suffered from, respiratory 

disorders? e.g. Asthma, bronchitis etc. 

 

 

YES 

 

NO 

 

8. 

 

Are you currently receiving advice from a medical advisor i.e. 

GP or Physiotherapist not to participate in physical activity 

because of back pain or any musculoskeletal (muscle, joint or 

bone) problems? 

 

 

YES 

 

NO 

 

9. 

 

Do you suffer, or have you ever suffered from diabetes? 

 

 

YES 

 

NO 

 

10. 

 

Do you suffer, or have you ever suffered from 

epilepsy/seizures? 

 

 

YES 

 

NO 

 

11. 

 

Do you know of any reason, not mentioned above, why you 

should not exercise? e.g. Head injury (within 12 months), 

pregnant or new mother, hangover, eye injury or anything 

else. 

 

 

YES 

 

NO 
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7.2 Appendix B: Application of the Classifier to Free-living Data 

As part of a project that was independent to this thesis – SSHOES: European Community's 

Seventh Framework Programme (FP7/2007-2013) under SSHOES project, Grant Agreement 

no. NMP2-SE-2009-229261 – a pilot study was performed where a number of participants 

collected hip-mounted accelerometer data over a period of several days using the Actigraph 

GT3X+ activity monitor. 

Each participant wore an activity monitor on the right hip above the iliac crest. The protocol 

for fitting the monitor to the hip was demonstrated to participants by a researcher. The 

participants each took away a monitor for a seven day period and each morning fitted the unit 

themselves. The monitors were worn during waking hours, but were removed for sleep, baths 

and showers. Accelerometer data was recorded continuously for the seven day period. 

Participants were asked to keep diaries of their daily activities. Participants recorded notable 

periods of activity such as cycling, walking, and travelling by car, but were not required to 

provide a comprehensive account of all activities within the period. This meant that there 

were numerous unlabelled activities in the dataset. 

The classification algorithm described in Chapter 3 was tested against the above data. The 

algorithm was trained using the accelerometer data collected for the ten physical activities 

described in the classification study (Chapter 3). The algorithm was applied to a sample of 

the data collected in the seven day protocol outlined above. Datasets representing a twenty-

four hour period of time were selected from the accelerometer record for four subjects. The 

selected datasets were segmented into two second windows. An additional step was added to 

the algorithm which first decided whether the window of activity was an example of static 

activity (sitting, standing or lying) or dynamic activity. This was determined according to 

whether the accelerometer signal magnitude exceeded a threshold chosen as the boundary 

between static and dynamic activity. For windows representing dynamic activity, the best 

performing feature set identified in chapter 3 was used to classify activity type.  
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7.2.1 Results 

The number of minutes spent in each activity was estimated by the classifier, and the 

percentage of time in each activity (depending on the number of windows designated as 

dynamic activity) was also calculated (Table 36). 

Subject: 1 2 3 4 

Activities Reported: Walking / UpStairs 

/ Downstairs / 

Driving 

Sitting / 

Walking / 

Treadmill / 

Driving 

Sitting / Walking / 

Car passenger 

Driving / 

Cycling (0.5 

hours)  

Feature Set: F10 Min. Percent Min. Percent Min. Percent Min. Percent 

Walk  27.57 65.9% 40.00 42.5% 76.07 51.1% 16.00 27.3% 

DownStairs  1.50 3.6% 5.43 5.8% 12.23 8.2% 2.17 3.7% 

UpStairs  3.77 9.0% 21.60 22.9% 29.67 19.9% 6.83 11.6% 

Cycling  2.13 5.1% 3.00 3.2% 2.03 1.4% 10.37 17.7% 

Rowing  1.13 2.7% 2.70 2.9% 3.33 2.2% 2.43 4.1% 

Crosstrainer  0.00 0.0% 0.07 0.1% 0.00 0.0% 0.00 0.0% 

Jog  0.07 0.2% 0.03 0.0% 0.00 0.0% 0.00 0.0% 

Stepping  2.03 4.9% 10.57 11.2% 8.83 5.9% 5.47 9.3% 

Sidestepping  2.40 5.7% 7.97 8.5% 12.10 8.1% 11.43 19.5% 

Sidestretching  1.23 2.9% 2.83 3.0% 4.53 3.0% 3.97 6.8% 

Total Minutes 41.83  94.20  148.80  58.67  

Table 36: Minutes spent in each dynamic activity, as estimated by the classification algorithm using feature set F10 
described in chapter 3. 
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7.3 Appendix C: Classifying Static Activities 

The focus of chapter 3 was to identify dynamic gym-based and free-living activities from 

body-worn accelerometer output obtained from a mixed BMI group. The research questions 

were concerned with how the classification of dynamic activities might be affected by subject 

BMI. Static activities (standing, sitting and lying) were not considered, as classifying these 

require a separate approach and may be performed independently to the classification of 

dynamic activity. The classification scheme outlined in the chapter, therefore, is not adequate 

to measure individuals under free-living conditions, as a large proportion of time is spent by 

individuals in sedentary activity modes. It may, therefore, be useful to describe how static 

activities may be incorporated into an activity classification system. 

The first step is to establish a threshold between static activities and dynamic activities 

according to accelerometer output levels. The signal magnitude area (SMA) of the combined 

accelerometer signals is indicative of the intensity of the activity being performed by the 

accelerometer wearer (145). This is calculated as the sum of the high-pass filtered, rectified 

accelerometer signal (as described in section 2.5.1). The SMA threshold between static and 

dynamic activity may be established from labelled accelerometer data: by plotting a 

histogram of SMA values for windows of different static and dynamic activities, for multiple 

subjects, the SMA threshold becomes apparent (Figure 30). By considering the accelerometer 

axes separately, additional thresholds may be established between individual static activities. 

For example, Figure 31 shows histograms for windows of sitting, standing and lying activities 

for a triaxial accelerometer. Divisions between these activities can be clearly seen.  

Once thresholds have been derived, the static classifier may be constructed and applied to 

unseen data. The classification scheme consists of an initial phase where windows of 

accelerometer data are assessed as being static or dynamic (Figure 32). Those windows 

deemed as dynamic are passed to a dynamic classification algorithm such as that described in 

chapter 3. Those that are denoted as static may be classified using a simple decision tree 

based on the pre-established thresholds between sitting, standing and lying (Figure 33).  
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Figure 30: Example histogram of SMA for windows of static (red) and dynamic (blue) activities. The SMA threshold is 
apparently a little less than 5 SMA units. 

 

 

 

 

 

Figure 31: Example histograms of median g values for three low-pass filtered accelerometer signals (vertical signal left, 
mediolateral signal centre, anteroposterior signal right). Thresholds may be established for sit (red), stand (green) and 

lie (blue) activities. Typically, more than one axis is required to differentiate between static acitivities. 
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Figure 32: Initial phase of classification where windows of accelerometer data are designated as static or dynamic 
according to the pre-established SMA value (TDyn) 

 

Figure 33: Example static activity classification algorithm. A simple decision tree classifies windows of activity according 
to predetermined thresholds (TM1 and TM2) which are based on the median of the accelerometer signals for the three 
axes.   

Is

SMA > TDyn 

?

No (static)

Calculate SMA for the data window.

Yes 
(dynamic)

Assign window to static dataset.

Assign window to dynamic dataset.
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data subset

Static data 
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For each data window

Single 

Subject 

Dataset
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M1 < TM1 M2 < TM2

Static data 

subset

Classify as 
Lying

Classify as 
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Classify as 
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Static 

Classif ications

Yes Yes

No No

For each data window

Add to static 
classifications
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7.4 Appendix D: Application of the Speed Prediction Algorithm to 

Naturalistic Walking Data 

In order to give an indicative performance level of the walking speed prediction algorithm 

(described in chapter 4) under free-living conditions, the algorithm was retrospectively 

applied to the outdoor walking accelerometer data which was collected as part of the 

classification study (described in chapter 3). Participants had performed approximately three 

minutes of walking on campus on a paved path which was uneven and undulating in places. 

The route had been the same for each participant and was of approximately 293m in length. 

This distance was measured retrospectively using a surveyor‘s wheel. Timings for the 

walking trial had been made using a wristwatch. High precision for timings was not required 

for the classification study – it needed only to be sufficient to locate the corresponding 

accelerometer output in the dataset. Additionally, the participants were not stringently guided 

on the route – they had a small amount of freedom to walk wide or narrow on corners and 

paths. The combination of these issues is likely to mean that the measured average speeds for 

these walking trials contain a certain amount of error, though this may be mitigated by the 

length of the route.  

There were sixteen subjects who had performed the protocols for both the classification study 

and the walking speed estimation study. Of these, eleven were in the obese BMI range and 

five were in the normal BMI range. Three tests were performed according to which dataset 

(as collected in the walking speed estimation study) was used to train the algorithm – these 

were as follows: combined treadmill walking and overground (laboratory) walking; treadmill 

walking only; and overground (laboratory) walking only. Results had been similar for the 

three speed estimation models derived in chapter 4, therefore model 1 was arbitrarily chosen 

for these tests.  

Participants had been asked to walk at their preferred speed throughout the campus route. 

However, it is likely that their walking speeds did not remain constant. For this reason, the 

speed estimation algorithm returned an average walking speed estimate for a two minute 

period of representative walking data which was extracted from the middle of the walking 

trial data. Two minutes was chosen to ensure that the extracted data contained only walking – 

participants had taken different amounts of time to complete the course, but all had taken 

more than two minutes. Bland-Altman plots were used to analyse the agreement between the 

estimated average walking speed and the measured average speed. 
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7.4.1 Results 

Bland-Altman plots are presented below for the three walking speed estimation tests. The two 

measurements being compared are the average walking speed of the timed walk over 293m, 

and the estimate for average speed returned by the speed prediction algorithm of the two-

minute sample period of walking. The first figure (Figure 34) shows the results of training the 

speed prediction algorithm using accelerometer data for combined treadmill and laboratory-

measured walking and applying this to outdoor walking data. The second and third figures 

show the results of training the algorithm using treadmill alone (Figure 35), and laboratory-

measured walking alone (Figure 36) respectively. The mean of the differences and the values 

at +/- 1.96 standard deviations from this mean are indicated on each plot.  

 

Figure 34: Bland-Altman diagram of the walking speed results when the speed prediction algorithm was trained using 
combined treadmill and overground (laboratory) walking data. (Obese subjects: O, Normal BMI subjects: x). 
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Figure 35:  Bland-Altman diagram of the walking speed results when the speed prediction algorithm was trained using 
treadmill data alone. (Obese subjects: O, Normal BMI subjects: x). 

 
Figure 36: Bland-Altman diagram of the walking speed results when the speed prediction algorithm was trained using 
overground (laboratory) walking data alone. (Obese subjects: O, Normal BMI subjects: x). 
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