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Abstract:

There is an emerging “aging phenomenon” worldwide. It is likely that we will require the introduction
of assistive technologies that can assist caregivers in the exercise of elderly care. Such technologies
should be designed in ways that promote high levels of human dignity and quality of life through the
aging process. Social Assistive Robots (SARs) demonstrate high potential for complementing elderly
care when it comes to cognitive assistance, entertainment, communication and supervision. However
such close Human Robotics Interactions (HRIs) encompass a rich set of ethical scenarios that need to
be addressed before SARs are introduced into mass markets. To date the HRI benchmarks of
“Imitation”, “Safety”, “Autonomy”, “Privacy”, “Scalability”, “Social success” and “Understanding of
the domain” are the only guidelines to inform SARs developers when developing robotic prototypes
for human assistance. However such HRI benchmarks are broad and lack of theoretical background to
understand potential ethical issues in elderly care. Further, there is little guidance for either developers
or those involved in the provision of care, regarding the appropriate introduction of SARs.

In this research the current HRI benchmarks are reviewed alongside the core ethical principles of
beneficence, non-maleficence, autonomy and justice, together with a social care ethos. Based on such
interpretation, practical robotics workshops were conducted in five care and extra care institutions
with the direct participation of elderly groups, caregivers and relatives. “In-situ” robotics
demonstrations, informal interviews and observations were conducted, investigating human
behaviours, attitudes, expectations, concerns, and levels of acceptance towards the introduction of
SARs in elderly care settings. Following a thematic analysis of the findings, a roboethics framework
is proposed to support the research and development of SARs. The developed framework highlights
the importance of selection, categorization and completion of relevant HRI benchmarks, HRI

templates, HRI supervision schemes and ethical specifications for SARs applications.

Keywords: elderly care, SARs, ethics, roboethics, HRI benchmarks.
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CHAPTER 1 - INTRODUCTION

According to the United Nations (UN) human civilization is undergoing significant
demographic changes in both western and non-western cultures. As an example, in 1990 the
number of British citizens over 65 years old represented (16%) of the overall UK population.
From 2012 to 2020 the number of elderly people is expected to reach (20%) (UN 2011). By
the year 2050, UN expects three times more people (worldwide) over 85 than exist today (UN
2011). It is understandable that a significant portion of the future ageing populations will
require extra levels of physical and cognitive assistance throughout their lives. A great deal of
attention and research must be directed to assistive technologies aimed at promoting ageing-
in-place, facilitating living independently and promoting the wellbeing of individuals and
communities. Robotics as a multidisciplinary science starts to demonstrate an immense
potential to be used in social care contexts (Feil-Seifer and Matari¢ 2009). However in the
robotics community there is still no exact definition to describe “what is a robot” or how we
could classify robots Polk (2005) and Dautenhahn (2013). The word “robot” was introduced
in 1920 by Karel Capek in the science fiction play Rossum’s Universal Robots (RUR). In
reality “industrial robotic arms” have been used in manufacturing and production lines since
the 1950s. The efficiency and productivity of industrial robots is translated in modern life
(Veruggio 2006). However, almost a century after we still don’t have a clear definition to
“what is a robot” and to what extent can we classify devices as robots. In literature we find
different “robotic” definitions. Joseph Engelberger the pioneer of industrial robotics states "I
can't define a robot, but I know one when | see one” (BRNO 2013). The Merriam-Webster
encyclopaedia provides several definitions for what is a robot: "a machine that looks like a
human being and performs various complex acts (as walking or talking) like a human being";
"a device that automatically performs complicated often repetitive tasks", or "a mechanism
guided by automatic controls” (Merriam-webster 2008). In reality robots are usually
classified based on their abilities. In robotics academic teaching Rapp (2011) robotic
classification usually includes the domain of operation, degrees of freedom, control system,
level of autonomy or the goal which robots are designed to. In the domain of assistive
technologies Social Assistive Robots (SARs) result from the intersection of Social Interactive
Robots (SIRs) and Assistive Robots (ARs) (Feil-Seifer and Matari¢ 2005). The term SIRs



University of

Salford

MANCHESTER

was originally used by Fong, et al. (2003) to describe robots whose main task was some form
of interaction. Such interaction could use social interaction principles typical from human
beings such as speech and gestures. On the other hand the ARs term has been widely referred
in the robotics community to describe robots that assist people with physical limitations or
disabilities (Feil-Seifer and Matari¢ 2005). Feil-Seifer mentions that SARs philosophy is not
based solely on the interaction itself but mainly on the outcome of the interaction for
providing assistance and achieve measurable progress in terms of convalescence,
rehabilitation, motivation or learning. Despite the degree of sophistication of the terminology
it still doesn’t translate a fundamental definition and consensus on how to classify robots.
However as SARs philosophy is to provide motivation, supervision, rehabilitation or
convalescence to vulnerable users we could expect scenarios where physical support and
psychological assistance are required. So the physical nature and psychological nature
involved in HRI takes substantial relevance. Due to a high set of possible SARs scenarios in
this thesis we will consider a robot as “an electromechanical device that can be programmed
through software or hardware to execute tasks automatically”. We believe such definition has
enough depth to cover a wide range of situations where robots could complement elderly
care.

However the term “robot” might need to be expanded and possibly categorized according to
its capabilities and primary objectives. In today’s manufacturing robots, SIRs, ARs,
entertainment robots or any other type of robots such classification takes place independently.
This means robotics classification considers either the robot’s degrees of freedom, control
system or for example the locomotion method involved. In reality we might have a
combination of robotics characteristics that might take into account both the aesthetics, level
of autonomy and overall robotic objective. Due to the broad range of future robotics
applications we could have robotic information cards to define levels of aesthetics, degrees of
freedom, control systems, locomotion types, autonomy, level of intelligence, types of sensors,
main robotic objective, serial number etc. Such robotics characteristics could also contribute
to define different categories of robots. This means the continuation of ARs, SIRs and SARs
families but probably we will need to categorize them at a higher level (e.g. robot category 1,
robot category 2) to better identify its main objectives and human responsibilities when it
comes to development and usability.

Despite the robotic definition and classification it is likely that robotic assistance with

elderly groups will require technologies capable of providing motivation through
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entertainment, cognitive assistance, supervision and communication. Those are capabilities
that could be delivered in the medium/long term by the first generation of SARs. However
the introduction of SARs is likely to raise ethical challenges around independency versus
human contact, privacy and wellbeing of elderly groups. Currently there is a paucity of
studies that involve the use of SARs with vulnerable groups such as the elderly. As an
example existing studies highlight psychological gains with the use of SARs with elderly
groups but also report emerging connections formed between the elderly and robotic animals
Wada and Shibata (2008) and Kidd, et al. (2006). On the same line Wada and Shibata (2008)
report increases in communication and socialization of elderly groups with the use of robotic
seals but also mention emerging connections between certain individuals and the robots.
Beyond such acknowledgement none of these studies analyse the use of SARs from an ethical
point of view. The work of Feil-Seifer and Matari¢ (2009) calls for attention from the
robotics community to better develop SARs that can provide assistance to vulnerable groups.
They propose a set of HRI benchmarks for informing SARs developments. However such
benchmarks do not include an ethical analysis on its core development. Instead the current
robotics development benchmarks of Kahn, et al. (2006) and Feil-Seifer and Matari¢ (2009)
are mainly influenced by psychology. Such contributions are important and represent a
starting point however we need more emphasis in the ethics associated to SARs development
and potential use.

Such fact raises the following question: with the emerging demographic challenges how
SARs can be used as an extension of elderly care if they are not ethically analysed? This
represents a critical point to be researched as the outcome of SARs deals with the trade of
between the benefits and potential harms provided to elderly groups. It is likely that we will
have ethical interpretations which can provide important indicators both for users and robotic
manufacturers. However due the sensitivity of elderly care we will need to visit the
foundation principles of ethics. We will have to consider the ethical principles of
“beneficence”, “non-maleficence”, “justice” and “autonomy” Beauchamp and Childress
(2001) to analyse current SARs technologies with the presence of elderly groups. Social care
ethos plays also an important role in listening to people’s opinions, rights, dignity and choices
in care (Suhonen, et al. 2010). On the same perspective we believe the ethical understanding
of SARs should follow the same assumption. For the moment SARs perception and its
potential benefits for elderly groups has yet to be demonstrated and studied with more
practical emphasis in ethics and robotics.
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Despite the lack of consensus on what defines a robot in this research we are mainly
considering the nature of SARs in care scenarios. SARs can be used in areas of supervision,
entertainment, cognitive assistance and companionship. In general SARs are expected to
move around, resemble different morphologies and communicate and interact (physically or
psychologically) with humans and other systems. Such robotics nature is likely to open new
opportunities unseen in care but also needs careful analysis when bringing robots to
vulnerable groups. As roboethics author Veruggio mentions, “roboethics is an exercise of
ethical reflection related to the particular issues that are generated by the development of
robotic applications and their diffusion in society” (Veruggio, et al. 2011). In SARs it seems
that we need further research that could promote active user participation throughout the
robotics design, development and introduction stages. The use of SARs with vulnerable
groups will represent additional challenges that go beyond the robotics technical nature. To
date there is a lack of practical HRI studies in conjunction with elderly groups that could
translate ethical issues and serve as basis for reflection and guidance for future research and
development of SARs. Also when it comes to social assistance, the scope of previous HRIs
studies is mainly confined to research labs and controlled environments that do not translate
real contexts, challenges and human feedback involved in HRIs. The interaction between
elderly people and robots is likely to open many questions relative to the ethics, validity and
benefit of such interactions. Beyond the fact that SARs are being developed for providing
potential “therapeutic” benefits for users, the crossover between the core ethical principles of
beneficence, non-maleficence, autonomy, justice and social care ethos needs to be further
researched. Social care is already by its nature abundant in ethical scenarios (Suhonen, et al.
2010). We believe that by interpreting and developing further HRI benchmarks according to
the core ethical principles and social care ethos it is possible to shape the development of
SARs and enrich the quality of HRIs that can benefit elderly groups.

When developing SARs for elderly care we could expect additional questions: How SARs
could help in elderly care? What they should look like? What maps good levels of HRI? How
can we supervise and read the outcome of such interactions? How can we address the ethical
issues involved in the development and introduction of SARs in elderly care? Is it possible to
learn and conceive ethical guidelines for developing SARs technologies?. Due the sensitivity
of elderly groups further research will have to improve our understanding on the new field of
roboethics (level 1). We will need to better understand how to connect theoretical

considerations (ethics) with practical robotics exercises to better translate ethical issues and



University of

Salford

MANCHESTER

possible alternatives. At this point ethics and robotics seem to be separate by different routes.
In reality we will need to build a common language for developers, users and stakeholders
involved in design, development and introduction of SARs. Further gualitative inputs are
needed to create visual representations of HRI benchmarks and try to categorize them
according to relevant areas where SARs could complement elderly care. Such representations
are likely to be completed by the use of ethical specifications which can involve defining
human supervision responsibilities and human contact schemes to be applied. In sum we will
need the development of ethical frameworks and practical tools for understanding some of
the emerging ethical issues arising from the development and introduction of SARs in elderly
care.

The beauty and challenges associated to the use of SARs need contributions from
multidisciplinary teams arising from the fields of electronics, mechanics, computer science,
artificial intelligence, social sciences, ethics, law, psychology, neuroscience, arts and others.
Such exercise could help informing the potential benefits and challenges around the use of
SARs with vulnerable groups. At this stage it seems plausible that the development of ethical
frameworks that take into account the multidisciplinary aspects of HRIs could contribute to
develop better products/services and possibly inform the creation of robotics law.

To help understand some of these questions this research conducts “in-situ” robotics
workshops with the use of SARs and the direct participation of elderly groups, carers,
managers and relatives in care and extra care facilities. We believe that SARs ethical issues
are likely to emerge in real care settings. Such practical robotic workshops are absolutely
crucial to interpret current HRI benchmarks and extend them according to the four ethical
principles of beneficence, non-maleficence, justice, autonomy and social care ethos. At this
point we acknowledge that there is an aging phenomenon worldwide UN (2011) and an
emerging need to develop assistive technologies for expanding the quality of care. However
there are critical considerations involved in the current state of the art of SARs research and
development. After literature review we conclude that there is no articulation between the
ethical considerations and the practical exercise of robotics when assisting elderly groups. In
practical terms there are no roboethics frameworks of reference that can provide guidance
during the development and introduction of SARs. In sum we lack of ethical understanding
and tools that can translate a common language for developers and potential users of SARs
technologies. At this stage we tried to highlight crucial points that need to be carefully
researched. Thereby the following research aims and objectives were identified:
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e To investigate the current state of the art of the ethics involved in developing SARs

for elderly care and identify potential limitations.

e To examine how the four core ethical principles of beneficence, non-maleficence,
autonomy, justice allied with social care ethos can be applied to the existing HRI

benchmarks of “safety”, “scalability”, “imitation”, “autonomy”, “privacy”, “social

success” and “understanding of domain” (Feil-Seifer and Matari¢ 2009).

e To conduct practical robotics workshops and perform a qualitative analysis to reframe
current HRI benchmarks.

e To propose a roboethics framework that includes human supervision schemes, HRI
benchmarks and ethical specifications for the design, development and use of SARs
with elderly groups. Demonstrate the application of the proposed roboethics

framework with practical case studies.

The contribution to knowledge of this thesis is to revise the current HRI benchmarks
according to the four core medical ethical principles allied with social care ethos to propose a
roboethics framework that can inspire the development and introduction of SARs in elderly
care. Such framework involves three steps: analysis and visual representation of HRI
benchmarks, the use of templates to create an ethical specification and finally a revision
process. The roboethics framework represents an iterative process that provides flexible
understanding on some of the SARs emerging ethical issues.

The research is decomposed into 5 main stages (figure 1). Stage 1 reviews the literature on
the new curriculum of roboethics. Stages 2 and 3 revise Feil-Seifer and Matari¢'s (2009)
existing HRI benchmarks according to the core ethical principles of beneficence, non-
maleficence, autonomy, justice and social care ethos. Stage 4 is informed by stages 2 and 3
and it involves practical robotics workshops in care and extra care facilities with elderly
groups, carers and families. Stage 5 analyses qualitatively the practical robotics workshops
and proposes a roboethics framework for assisting the development of SARs for elderly
groups.
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This research follows an interpretivist philosophy to gain understanding of elderly people’s
attitudes, behaviours and concerns towards the introduction of the SARs in care/extra care
scenarios. Qualitative research methods are applied. The study includes “in-situ” HRI
workshops, informal interviews with elderly groups, caregivers/families and the use of

practical case studies.

HRI benchmarks reframed according to core
ethical principles and social care ethos. 4,
3, Analysis and new HRI
benchmarks guidelines.

Core ethical
principles:
1. 2. “beneficence”, 3.
“non-
maleficence”,

“autonomy” and
“justice” o
Roboethics Feil Seifer’s HRI HRI warkshops

withelderly

literature review benchmarks groups

!

Analysis and visual representation
of HRI benchmarks

HRI workshops and qualitative interviews with elderly groups.

Templates completion

Revision

FIGURE 1 - OVERALL RESEARCH CONCEPTUAL MAP

As we saw currently there is a lack of field studies in SARs. Still within the most significant
studies ((Wada and Shibata 2008), (Kidd, et al. 2006), (Tapus, et al. 2009)) there is no
significant analysis, discussion and guidance towards the ethics of delivering SARs to
vulnerable groups such as the elderly. It is an area that needs further attention. This research
adds knowledge and practical applicability to the discipline of roboethics (level 1) by
informing SARs developments and user interaction with elderly groups.

Following the structure of this thesis chapter 2 presents the literature review on the
discipline of roboethics. Chapter 3 introduces SARs technologies and correlates the existing
HRI benchmarks with the core ethical principles of beneficence, non-maleficence, autonomy
and justice aligned with social care ethos. Chapter 4 presents the selected research
methodology and robotic workshops performed during the course of the study. Chapter 5
analyses the data collected during the practical robotic workshops. Chapter 6 reframes the
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existing HRI benchmarks considering the analysed results with special regard to the core
ethical principles of beneficence, non-maleficence, autonomy, justice and social care ethos.
Chapter 7 presents the proposed roboethics framework, which includes HRI benchmarks
identification, templates, and the framework process. Chapter 8 illustrates the application of
three case studies using the proposed roboethics framework. Chapter 9 describes the
conclusions of this study and suggests further research work.
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CHAPTER 2 - LITERATURE REVIEW

2.1. ETHICS IN THE DIGITAL WORLD

Information technology (IT) is rapidly expanding to several areas of human life. The
positive impact of information systems (IS) is highly noticeable in areas such as health and
medicine, communications or business (Castells and Cardoso 2005). As IT becomes
omnipresent in human life also the ethical considerations about the use of computer
technology become more challenging. Computer ethics has been a topic of research since
1950s with prominent contributions from (Wiener 1950). Wiener was mainly preoccupied
with the ethical use of computers. Such preoccupations covered aspects related with
automated machines, networks, responsibility, security, artificial intelligence and more.

Today such topics are integral part of discussion in information systems and communication
technologies. In addition, the growth of communications and the Internet originated new
challenges in the field of computer ethics. Some of the most prominent ethical issues in
contemporary computer ethics deal with intellectual property, privacy, control and regulation,
censorship, computer crime and access (Bynum and Rogerson 2003).

However the definition of computer ethics in itself might involve different perspectives.
According to Moor (1985) computer ethics is “the analysis of the nature and social impact of
computer technology and the corresponding formulation and justification of policies for the
ethical use of such technology”. According to Johnson and Snapper (1985) computers didn’t
constitute a whole new ethical paradigm, but rather gave a “new twist” to already familiar
issues such as ownership, power, privacy and responsibility. Because of the exponential
growth of information systems and communication technologies authors such as Gorniak-
Kocikowska (1996) even predict that computer ethics will possibly achieve the standard of
global ethics. Kocikowska mentions “in the future, the rules of computer ethics should be
respected by the majority (or all) of the human inhabitants of the Earth... In other words,
computer ethics will become universal; it will be a global ethic”.

For now we understand and feel the current and emerging importance of computer ethics in
modern life however in this thesis we will consider computer ethics as an area of applied

ethics that refers to the ethical development and use of computing technology. Such area
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involves guidance on how humans choose to conduct themselves through the use of
computing programs and resources online or offline. Typically computer ethics deals with
issues such as privacy rights and respect for intellectual property which are transversal to
developers and users.

On another plain medical ethics is an area that studies how physicians conduct their actions
in the exercise of health care. Every situation presents different questions and ethical issues in
medicine should be approached carefully (Gillon 1994). Beauchamp and Childress (2001)
proposed a medical ethics framework that involves the interpretation of the four core ethical
principles of beneficence, non-maleficence, justice and autonomy. In health care beneficence
guides health care workers towards the benefit of patients. Non-maleficence states that the
physician actions should not harm individuals. Autonomy deals with the respect for patients
decisions about their own care. Finally justice deals with difficult questions associated with
access or rationalization of care (Gillon 1994). However how physicians will apply those
same ethical principles remains a big challenge. In practical terms beneficence is not
separable from non-maleficence. As an example, working towards the best interest of a
patient might involve administrating a short/medium term painful treatment. On the same
spectrum respecting patients’ autonomy might imply stopping treatments or procedures that
are considered by the medical community as beneficial for such individuals. In justice
medical decisions usually take the notion of fairness, however they could be influenced by
risk factors such as epidemic situations or even governmental considerations towards costs in
health care. As Gillon (1994) mentions although such framework doesn’t provide a set of
ordered rules for every single situation, the four core principles can help doctors and other
health care professionals to make moral judgements and decide the course of actions.

In the domain of information and communication technologies it is important to
acknowledge that we are relying more and more on computing decisions (Castells and
Cardoso 2005). Samuel, et al. (2010) report similarities between medical ethics and computer
ethics. Medical devices and health care information systems are currently based on software.
As Anderson and Goodman (2002) mentions software in health care could make life and
death decisions. The operating system flaw of the Therao-25 medical accelerator is reported
as one of the examples that originated losses of lives. Beyond such fact, ethical challenges in
modern health care deal with scenarios related with safety and confidentiality. Questions
around patients information as well as health professionals information comes to debate
(Samuel, et al. 2010). An example deals with the use of databases with identifying
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information relative to patients participating in antiretroviral research programs versus their
privacy and testimonials to other patients. Another example deals with doctors’ access to
information systems where patients’ complaints are made towards health professionals and
how such access impacts on care decisions. On the first example the patients’ privacy has to
be taken into account but on the other hand such behaviour brings inefficiency to the process
of informing patients with typical disorders. The same dilemma arises with health
professionals’ access to patients’ complaints databases. Does such behaviour improve health
care or it prejudices the health care decisions? Ethics deals with deriving knowledge and
guidance towards decisions that involve moral judgements. Thereby the interpretation of the
ethical principles of beneficence, non-maleficence, autonomy and justice involve
understanding, selecting and deciding the outcome of actions towards information systems in
health care. However as in medical ethics such interpretation varies and could in same cases
translate advantages and disadvantages for the stakeholders involved (Gillon 1994). The
common aspects of medical ethics and computer ethics point to a classification where
computer ethics involves a certain understanding of medical ethics (Samuel, et al. 2010). It is
important that software developments associated to health care follow a system of
verifiability and ethical discussion before entering in activity. Thereby for the scope of this
thesis we will consider that computer ethics relates to medical ethics in terms of the resulting
interpretation of the core ethical principles (figure 2).

Roboethics is defined by its author Veruggio, et al. (2011) as “an exercise of ethical
reflection related to the particular issues that are generated by the development of robotic
applications and their diffusion in society”. Roboethics updates views on concepts such as the
dignity and integrity of people, their fundamental rights and the social, legal and
psychological elements involved in the development of robotics technologies (Veruggio, et
al. 2011). As we saw SARs philosophy is to provide assistance through forms of
rehabilitation, motivation, convalescence or coaching of vulnerable groups. Due to
demographics challenges we will probably need to develop assistive technologies to extend
our current levels of care. Scenarios associated to elderly groups’ cognitive assistance,
supervision, entertainment or companionship constitute areas where SARs could be possibly
applied. The universe of SARs is likely to be vast including robots from different types of
aesthetics, ergonomics, autonomy or locomotion. Robots are likely to move and resemble
different physical configurations in close proximity of elderly groups. In such exercises
human safety is primordial. It is important to recognise that current software architecture
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commands the hardware behaviour involved in SARs. Such feature could be critical when it
comes to decision making that could influence the robot’s interaction with users or the
environment. As Anderson and Goodman (2002) mentions “software could make critical
decisions in health care”. Such fact constitutes in itself a fundamental challenge in computer
ethics. Similarly the notion of human safety associated to robotics decision making is of
primary importance. Situations where the SARs levels of displayed autonomy could be
compromised by software bugs, unpredicted situations or hardware failures (e.g. sensors)
could influence negatively the outcome of care actions. So in the domain of safety roboethics
already shares important questions with computer ethics when it comes to controlling
software in care situations. Other examples deal also with challenges associated to the
privacy of HRIs. As we saw computer ethics presents examples of critical scenarios where
healthcare information brings issues around privacy both for patients and health professionals
(Anderson and Goodman 2002). Questions around patients’ sensitive information or the
nature of access to digital care complaints are in debate but not separable from a medical
ethics perspective. In roboethics because SARs are likely to provide cognitive assistance and
supervision to groups such as the elderly similar questions arise. Cognitive assistance
involves programming SARs databases with a set of medication reminders, personal task lists
and other elements that contribute for the welfare of individuals. However the access to the
elderly personal and sensitive information for robot programming is not currently discussed
or represented by codes of conduct. Who can access such information (e.g. caregivers, robot
operators) and what are the elderly users’ safeguards? Such questions involve particular
interpretations of the core ethical principles of beneficence, non-maleficence, justice and
autonomy.

Additionally roboethics is likely to raise more and different ethical challenges. The synthetic
aspect of robots involves aesthetics and behavioural considerations (Breazeal 2002). Until
this point humans having been dealing primarily with fixed terminals (computers) running
software. As robots’ embodiment takes place it is likely that robots could translate different
levels of persuasiveness and ethical considerations. As Kidd (2008) reports there seems to be
a higher level of persuasiveness arising from HRIs relatively to traditional software running
on computers. Kidd (2008) mentions that participants were much more motivated by a
weighting loss robotic coach than a classical software program. Results proved that globally
people did consider more accurately the indications provided by a robot in order to control

their diet (Kidd 2008). Interestingly some individuals didn’t want to return the robotic coach
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to the research teams. Following the same line Wada, et al. (2008) also reports psychological
gains when using robotic seals in care homes in Japan. Such robots were used as relaxing and
comforting platforms to improve the communication and socialization among elderly users.
Wada also reports connections formed by certain elderly individuals and robotic seals (Wada,
et al. 2008). To a certain extent we should be aware that the aesthetics and behavioural nature
of robots could originate new levels of persuasiveness between humans and robots. SARs
nature is based on the outcome of HRI which could originate advantages and ethical
challenges for vulnerable groups.

For now it is noticeable that at this stage many of the computer ethics challenges around
safety and privacy are inherited by robotics technologies (figure 2). The sensitivity of HRIs
for example in assistive care brings up the core ethical principles of beneficence, non-
maleficence, autonomy and justice to discussion. Robotics by its power and persuasiveness
opens new opportunities and challenges for human life. It is likely that roboethics will
represent an extension and not disruption with the information technology era. The
intersection between computer ethics (figure 2), medical ethics and roboethics is crucial to
understand many of the ethical challenges associated to SARs development and use. As we
saw in health care the three areas are confronted with the application of the core ethical
principles of beneficence, non-maleficence, autonomy and justice. Such assumption should
continue to inspire roboethics on its foundation and exercise. Thereby the contribution of this
thesis arises from such intersection to possibly inform future developments and practical use
of SARs in elderly care.

It is important to remember that beneficence will mean that robotic systems should be
developed and used in ways that benefit human beings. Non-maleficence reinforces the
notion of not harming robotic users. Such principle gains extreme importance in terms of user
safety when considering for example autonomous and semi-autonomous robotic systems to
be deployed in care scenarios. The ethical principle of autonomy deals with the right of users
to decide the course of actions in HRI scenarios. Finally justice is related to costs,

democratisation, legal issues and fair access to robotics technologies for the general public.
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FIGURE 2 - ROBOETHICS, COMPUTER ETHICS AND MEDICAL ETHICS

2.2. EXPLORATORY WORK IN ROBOETHICS

In 1920 the Czech writer Karel Capek introduced the word robot through his famous play
entitled “Rossum’s Universal Robots”. In the following 93 years such vision inspired many
science fiction writers and public to preconceive potential robotics and automation scenarios.
Despite such “media” success however there is still no consensus in the scientific community
when it comes to define “what a robot is” and which machines can be classified as robots. In
reality the set of opportunities that such programmable robotic devices start to demonstrate
for human life can be viewed as both fascinating and dangerous at the same time. Machines
with various forms and dimensions are being equipped with sensors and computerized with
Al algorithms for a wide range of purposes (Veruggio, et al. 2011). According to some of the
world leading experts in robotics ((Breazeal 2002), (Brooks, et al. 2000)) it is likely that
robots will be endowed with the ability to learn and process human profiles, tastes, habits,
which will inevitably lead to privacy, safety and individual freedom choices. It is likely that
in the near future humans will coexist with the next generation of automated machines
(robots) employed alongside domestic workers, nurses and caregivers at home, hospitals and
extra care facilities. For instance, in aging societies there is an urgent motivation for safe,
(semi)autonomous and adaptable personal robots, also called SARs. However it is also likely
that such distribution of robots will raise many completely new ethical, legal, and societal
challenges.

Al is becoming more advanced and targeted to be used in a vast array of applications

including SARs. Despite all the advantages that can be provided by robotics and automation
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Sharkey and Sharkey (2011) have continuously warned the scientific robotics community of
other types of dangers that go beyond physical safety. As robotics technology advances
“roboethics” constitutes an area of primary importance to be studied and further developed.
According to Sharkey and Sharkey (2010), robots can cause psychological problems,
especially in vulnerable populations such as children, elderly people and hospital patients.
Also issues regarding the attribution of civil and criminal liability should an autonomous
robot produce damages are also arising in many debates. For instance, if we consider the civil
and criminal liability of machines causing damage (physical, psychological or both) to
humans or the environment, where does the responsibility lies? To robotic developers,
insurers or final users? Which standards can inform law practitioners or courts?. There are
also critical areas surrounding the humanitarian and international laws in the cases of brutal
force used by military robotics. Such ideas have been subject to discussion since the “dawn”
of robotics particularly in the works of Wiener (1950) or in the science fiction stories of

Asimov (1941) where “the three laws of robotics” were introduced.

Three Laws of Asimov
1. A robot may not injure a human being or, through inaction, allow a human being to
come to harm.
2. A robot must obey the orders given to it by human beings, except where such orders
would conflict with the first law.
3. A robot must protect its own existence as long as such protection does not conflict
with the first or second laws.

The robotics laws were derived from a top-down approach where ethical theories such as
utilitarianism and deontology were applied for evaluating the morality of a specific course of
action (Wallach 2008). However according to Singer (2009) Asimov’s laws were conceived
purely for science fiction purposes. The laws seem to imply that robots have similar cognitive
capabilities and behaviours as human beings. Such laws are far from being implemented into
present day robotics. The current state of the art in Al is very limited Singer (2009) and such
laws would imply a deeper knowledge about human conscience and ultimately its
implementation on a machine.

It is only in the last few years that the debate has been progressively organized within the
international robotics community and that roboethics has established itself as an emerging
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field of applied ethics (Veruggio, et al. 2011). Roboethics is an exercise of “ethical reflection
related to the particular issues that are generated by the development of robotic applications
and their diffusion in society” (Veruggio, et al. 2011:21). Because the complexity and
sensitivity of the subject is enormous it is important to clarify the terminology between ethics
and robotics before going further. For doing so | have analysed the perspectives of Veruggio,
et al. (2011). In the article entitled “Roboethics: Ethics Applied to Robotics” Veruggio, et al.

(2011) state that at least three levels of roboethics were already identified:

Roboethics levels (Veruggio)

= Roboethics (Level 1)
= Robot Ethics (Level 2)
= Robot’s Ethics (Level 3)

The first level is denominated “Roboethics” and is represented by the “adopted ethical
theories, developed principally by the branch of philosophy called morality, which studies
human conduct, moral assessments, and the concepts of good and evil, right and wrong,
justice and injustice” (Veruggio, et al. 2011:21). Such level represents an ethical reflection
directly related to the particular issues generated by the “development of robotic applications
and their diffusion in society. They add that level 1 “updates the various views on concepts
such as dignity and integrity of a person, the fundamental rights of individuals and the social,
psychological and legal aspects involved in the research and development of robotics and its
diffusion in society ” (Veruggio, et al. 2011:21).

A second level presented by Veruggio is currently referred to as “Robot Ethics” or machine
ethics. This level represents the code of conduct that engineers and roboticists should
implement in the Al algorithms of their robotic creations. It is seen as a sort of “artificial
ethics able to guarantee that autonomous robots will exhibit ethically acceptable behaviour in
all situations in which they interact with human beings or when their actions may have an
impact on human society” (Veruggio, et al. 2011:21). Finally Veruggio presents a third level
defined as “Robot’s Ethics”, because it is “the ethics born from the subjective morality of a
hypothetical robot that is equipped with a conscience and freedom to choose its own actions

on the basis of a full comprehension of their implications and consequences” (Veruggio, et al.
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2011:21). This would be a scenario where robots could be deemed as moral agents involving
their responsibilities or even rights.

In a certain way roboethics tries to provide answers to the scientific progress of robotics and
related technical fields. Due to the high number of potential robotic applications the concepts
of human dignity, integrity and the fundamental rights of the individuals, as well as the
social, psychological and legal aspects become intertwined. By their nature these are
elements likely to change from individual to individual or from culture to culture which
makes them challenging to analyse.

What is ethically acceptable or not is a direct product of the aforementioned level 1 of
roboethics (Veruggio, et al. (2011). This researcher’s perspective is that any result from robot
ethics level 2 must be strongly informed by level 1.

When it comes to robot’s ethics level 3 it is still a purely speculative scenario as Veruggio
states that “robots are in fact “machines”, tools that are unaware of the choices made by their
human creators, which therefore we bear the moral responsibility for their actions”
(Veruggio, et al. 2011:21).

Such categorization isn’t targeted specifically to SARs. Instead it tries to cover a wider
spectrum of robotics applications where we have three different natures of research involved.
The first one is directly related to the broad curriculum of ethics as well as considering the
social impacts, advantages, disadvantages of robotics technologies. Areas such as humanities,
social sciences, arts and law could well be located in this level. The second area tries to map
technical solutions for practical implementations in robotics systems. | consider this to be a
natural field for science, engineering, maths and technology. Lastly the third level appeals to
robot’s conscience and ethical reflections on their actions towards human life. Currently this
is still part of science fiction and thereby it is difficult to imagine the possible areas of human
knowledge that could contribute for such research. To date all three levels of roboethics are
not translating any guidance for prospective robot developers and their users. Nevertheless
the levels can help us localising some of the emerging ethical questions about robotics and
maybe addressing multidisciplinary teams to study and follow the evolution of robotics
science.

In the perspective of this research more clarity is needed in the area of roboethics (level - 1).
We have to understand and establish new paradigms and ethical frameworks to equip
roboticists, engineers, computer scientists, philosophers, sociologists, lawyers and ultimately
final users when it comes to decide the delivering schemes and possible applications for
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robotics in society. Thereby some valid questions that society might ask include: why do we
want robots (motivation)?; where they should be applied (areas of human life); what do we
want them exactly to do?; what should they look like?; are they threatening? if yes, what can
be done to mitigate this?. Such questions have to actively involve prospective user’s feedback
on how machines should be designed, what kinds of usability, privacy and accessibility levels
are required, what HRIs scenarios should be presented, and finally what are the relevant

levels of autonomy and uncertainty for human intervention, safety or welfare.

2.2. ROBOETHICS RULES AND GUIDANCE

In 2006 the EURON “EUropean RObotics research Network™ workshop on roboethics took
place in Genova (Italy) (Veruggio 2006). This was the first key conference where scientists
from humanities and science were involved to debate contributions to the foundations of the
human ethics applied to robotics. One of the findings of this meeting was the confirmation
that the perception of robots and the definition of good and bad differ according to ages,
cultures, religious beliefs, moral values, professional duties, social obligations and
prohibitions. The EURON roadmap (figure 3) (Veruggio 2006) covers an assessment of the
potential ethical issues in the design, development and use of robots and intelligent machines.
It investigates potential ethical issues around the following robotics applications: advanced
production systems, network robotics, outdoor robotics, military robotics, edutainment,
adaptive robot servants in intelligent homes and health care and life quality. The EURON
roadmap draws a broad perspective on the potential use of robotics and automation
technologies by mapping its advantages and disadvantages, however the EURON roadmap is
not sustained by academic studies on HRI and globally it doesn’t seem to reflect practical
guidelines for prospective SARs developers and users. Nevertheless the EURON roadmap
marks a wake up stage for the robotics scientific community relatively to the importance of
the subject of roboethics.
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1. Advanced production systems
2. Network Robotics
3. Outdoor Robotics
4. Military Robotics
5. Edutainment

6. Adaptive robot servants and intelligent

homes

7. Health care and life quality

FIGURE 3 - EURON ROADMAP, ROBOTICS APPLICATIONS AREAS 2006 VERUGGIO (2006)

However in the literature we also find controversial perspectives and studies that do not
reflect exactly the visions of the EURON group. In 2006 a research was commissioned and
recently updated in 2011 by the UK Office of Science and Innovation's Horizon Scanning
Centre entitled “A.I. Law: Ethical and Legal Dimensions of Artificial Intelligence”. The
article depicts a future science fiction scenario where robot calls may be made for human
rights to be extended to robots (TheSgimaScan2.0 2011). At the end of 2007 the South
Korean government announced the development of a robot ethics charter which to date has
not been made public. However the media reported that the “robot ethics” charter will
address questions such as “robot abuse of humans and human abuse of robots”. Some of the
sensitive areas will cover human addiction to robots, human abuse of robots and prohibiting
robots from ever hurting humans (Terry 2007). Taking a different perspective, Kim, et al.
(2009) revealed a study where 230 participants (students) from the University of Hawaii
(USA) completed a questionnaire which determined their concern relative to communication
constraints in situations involving humans and robots. The results showed that people were
more concerned with avoiding hurting the human’s feelings as well as avoiding the
inconveniencing of other humans and less concerned with avoiding hurting the robot’s
feelings or avoiding the inconveniencing of a robot partner.

In 2010 the UK EPSRC council gathered a team of experts from the world of technology,
industry, arts, law and social sciences to discuss emerging robotics applications and their
future potential for society. The outcome of this initiative was a document with five rules

which can be seen as an extension of the three laws of Asimov.
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Five rules of EPSRC

1. Robots are multi-use tools. Robots should not be designed solely or primarily to kill
or harm humans, except in the interests of national security.

2. Humans, not robots, are responsible agents. Robots should be designed & operated as
far as is practicable to comply with existing laws & fundamental rights & freedoms,
including privacy.

3. Robots are products. They should be designed using processes which assure their
safety and security.

4. Robots are manufactured artefacts. They should not be designed in a deceptive way to
exploit vulnerable users; instead their machine nature should be transparent.

5. The person with legal responsibility for a robot should be attributed.

The EPSRC rules represent an effort to reinforce both the role of human beings and robots
in a future society. However the rules do not reflect a specific type of robotics application
that they could be applied to. The rules seem to be targeted to future designers and regulators
of robotics technologies but no academic reviews or references have been presented along

2

them. The five rules seem to be generated in a “common sense” fashion and it is
understandable that they try to inform both specialists and non-specialists audiences. In an
ethical perspective the rules seem to be generated from a top-down approach underpinned by
the ethical theories of deontology and utilitarianism (EPSRC 2010). Unfortunately the five
rules are far from translating any real practical guidelines when it comes to the development
of SARs with vulnerable groups.

In terms of benefits and harm, non-discrimination and privacy the works and interventions
of ((Sharkey and Sharkey 2010), (Whitby 2010)) highlight the importance of understanding
human ethics when deploying robots into society. Sharkey and Sharkey (2010) highlights that
there are potential risks associated with the use of robot carers with elderly people when it
comes to the reduction of human contact, increase in the feelings of objectification, losses of
control, privacy or personal liberty. Whitby (2010) reinforces the idea of developing urgent
guidelines and legal regulations for the development of robots. Both authors warn the
scientific community about the lack of guidance when developing machines for taking care of

vulnerable groups such as the elderly.
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In terms of cultural diversity and pluralism the roboethics EURON Veruggio (2006)
roadmap and Kitano (2007) emphasize the need for having general principles or adaptation
mechanisms for the wider acceptability of robotics within different cultures and beliefs.

Relative to autonomy and individual responsibility, the works of Weng (2009) and Arkin
(2008) appeal to a significant change in the way autonomous systems take responsibility in
actions. Weng (2009) states that robots should be considered as “third existence entities” that
will resemble living things in appearance and behaviour, but it will not be self-aware. Arkin
(2008) proposes a “responsibility advisor” in warfare applications which can be translated as
a mechanism for advising human operators in terms of final responsibility for their actions. In
2009 a document has been released by the UK Royal Academy of Engineering (RAE)
entitled “Autonomous Systems, Social, Legal and Ethical issues” (RAE 2009) which
highlights the benefits, liability and ethical problems arising from the use of autonomous
systems in personal robotics and the transport sector. The document suggests if future robots
are able to extend human care, society has to seriously question the cost of such technology,
the balance between the isolation and independency of vulnerable groups as well as usability
and privacy issues.

On the transport sector the report mentions that the use of autonomous systems could bring
an immense set of advantages towards traffic management and increased levels of human
safety. However currently there is no suitable legal framework to address issues such as
insurance and drivers’ responsibility with self-driving vehicles. On other landscape we have
seen tremendous progress in terms of autonomous driving vehicles over the last ten years.
The Google self-driving car, or more recently the UK robot car are direct applications of such
autonomous driving technology that could become a reality in the near future. However we
are still lacking of academic contributions targeted to our social and legal spectrum that could
accompany the reality of such progress. Such delay could result in lack of preparation and
policy making when the first autonomous driving vehicles are introduced into the market. In
the case of SARs we must be attentive to the current rate of progress. At the same time we
have to start equipping ourselves with ethical frameworks that could inform our legal systems
when such technologies are prepared to extend the levels of human care with vulnerable
groups such as the elderly.

The late 2009 report entitled “Introduction to Ethical, Legal and Societal Issues of Robotics”
has been issued by the European Robotics Technology Platform group (EUROP). The
document emphasises the need to preserve and promote human dignity and skills by carefully
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weighting the introduction of new robotics technology in production processes (EUROP
2009). Mainly the report tries to analyse case studies where the urgency, novelty and social
persuasiveness of robotics technology could raise ethical issues around human workers and
robot workers. By doing so it raises societal concerns towards ethical studies that could be
further conducted in robotics applications.

In 2009 the authors Feil-Seifer and Matari¢ (2009) extended the original HRI benchmarks of
Kahn, et al. (2006). The contribution was specially focused on potential guidelines for the
development of SARs. It presents seven HRI benchmarks entitled: safety, scalability,
imitation, autonomy, privacy, social success and understanding of domain. So far this
contribution constitutes the most relevant work to extend current knowledge on HRI
benchmarks with special regard to emerging SARs ethical issues with vulnerable groups. The
work not only identifies ethical issues in SARs but it mainly tries to move us towards a set of
potential guidelines for research and development of SARs. However the HRI benchmarks
don’t seem to consider on its basis the four core ethical principles of beneficence, non-
maleficence, justice, autonomy nor social care ethos considerations which this research
believes are of primary importance to be explored in the context of SARs for elderly care.
The research presented in this thesis extends Feil-Seifer’s HRI benchmarks through the
application of the previous core ethical principles and investigating elderly peoples’ attitudes
and choices towards SARs. We will discuss these in detail in chapter three.

All the presented works seem to be very generic both in terms of robotics applications and
eventual guidelines for the design and development of SARs. As our ageing society progress
we have to expand our own levels of care through diverse technological platforms that could
include SARs. Robots that can provide supervision, cognitive assistance, entertainment and
companionship could well result in increased benefits for elderly individuals and help
reorganizing the quality and networks of care. However at this point, it seems we need further
research involving SARs and the direct participation of elderly groups. Robots are still part of
our fictional dreams and the lack of understanding, knowledge and experience when humans
interact with SARs has to be iteratively researched through the coming years. The start-up
participation of elderly groups in this research can reveal important cues on how people
perceive the first generation of SARs. Such crossing will help us understanding the ethics of

HRIs and inevitably guide us through the design and development of SARs.
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2.3. “IN-SITU” PRACTICAL WORKSHOPS WITH SARS
I have presented the concept of roboethics and the most prominent works in this recent field.

However it is also important to consider some of the existing practical workshops conducted
with SARs and the participation of elderly groups.

Wada, et al. (2005) and (2008) and Wada and Shibata (2008) have presented practical
studies with a SAR called PARO (a baby robotic seal). Wada conducted practical workshops
during nine months in a care centre in Japan. The elderly residents interacted with PARO
during their normal day care settings. Wada reports psychological gains through increased
forms of communication and socialization among the elderly with PARO. Physiological tests
were made to the urine of residents which concluded less stress levels in individuals. Lastly
electroencephalography (EEG) tests were conducted with elderly residents that suggested
improved activity in the patients’ cortical region (neurological) due the interaction with
PARO. This suggests potential benefits of SARs but such studies don’t reveal an ethical
analysis weighting or considering ethical principles with emphasis on social care ethos that
could provide any guidelines for SARs development.

In 2005 Turkle (2005) presented a study that investigated the authenticity of HRIs with
senior citizens. The study used “Furby”, Sony “AIBO” and “my fur real baby” to investigate
people’s impressions and expectations towards HRIs. It questions until what point it is
acceptable to provide a certain character to robots that tend to elude people during HRIs. Do
robots actually mean what they were primarily programmed to? The study encourages further
investigation on personalizing elements for HRIs such as: should the name of an elderly
person who is in contact with the robot be included in the HRI? Could for example the robot
express tenderness behaviours towards elderly people? Despite the fact that some social care
elements such as peoples’ attitudes and dignity were investigated, the study doesn’t appeal to
any ethical principles or conclude a potential set of guidelines for further SARs
developments.

In 2006 Kidd, et al. (2006) presented a practical study that investigated senior citizens
impressions towards HRIs. My real Baby and PARO were used. The study concluded that the
use of such robotic platforms contributed to increased levels of socialization among the
residents. Especially in the case of PARO the notion of touch was remarkably experienced by

senior residents. A curious aspect during the interactions was that of some residents wanted
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to try PARO on water which raises questions about the aspect of the robot and what message
it directly conveys to vulnerable groups. Despite this issue they also detected certain
responses from some of the residents that mapped excessive care towards the PARO robot.
The study proposed that such HRIs have to be delivered in shared contexts and that high
skilled caregivers should monitor the course of HRIs periods (time). Such element is
important to retain to the extent that such robots could become too much to handle for those
who are frail, vulnerable or cognitively impaired. Issues about usability towards PARO are
also highlighted: the robot is currently very heavy and not easy to turn ON/OFF. Despite the
fact that the study reveals some of the residents’ perceptions and attitudes (social care ethos)
it lacks investigation of ethical principles when designing such HRIs that can provide
important guidelines for future SARs developments.

By now we understand that roboethics has to be strongly informed by practical robotics
workshops. The perception of vulnerable groups such as the elderly relative to early SARs
developments can help developers, caregivers and families to understand the real
requirements and ethics of care involved in the use of SARs. Such valuable information can
positively influence the future design and development of SARs technologies targeted for
elderly groups.

As a result, this research comprises practical HRI1 workshops where the four core ethical
principles of beneficence, non-maleficence, justice and autonomy as well as social care ethos
are explained, to investigate potential HRI benchmarks that could assist in the design and

development of SARs technologies.

2.4. SUMMARY

Roboethics is a novel area of research that tries to provide guidance to the scientific
progress of robotics research and related technical fields. It encompasses human values and
ethical theories capable of guiding humans when it comes to the design, development and use
of robots and “intelligent machines”. Veruggio, et al. (2011) classified roboethics into three
distinct levels: roboethics, robot ethics and robot’s ethics. Such categorization is conceived
towards a wide range of robotics potential applications (not specifically SARS). It tries to
identify potential areas of human knowledge that could be involved in each level of research.
Roboethics (level 1) is intrinsically related to social sciences and humanities where robot

ethics (level 2) is more related to science and technology. In my perspective there is a
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relationship between level 1 and level 2 as the second level is a practical result of the studies
originated by level 1. Level 3 is still part of the realm of science fiction but it opens a generic
space for future contributions in the area of robot’s ethics.

In terms of roboethics rules and guidance we reviewed the EURON roboethics roadmap
(2006). The document highlighted ethical issues resulting from implementing robotics in the
following areas: advanced production systems, network robotics, outdoor robotics, military
robotics, edutainment, adaptive robot servants in intelligent homes and lastly health care and
life quality. Despite the advantages and disadvantages highlighted on the EURON roadmap
the document is not sustained by studies on HRI and globally it doesn’t provide practical
guidelines for prospective SARs developers and users. On the same spectrum in 2010 the UK
EPSRC presented the five rules of robotics that seem to cover a wide spectrum of robotics
applications (not targeted to SARs). The rules are not sustained with references to previous
and current HRI studies. It seems the rules are designed to wider audiences (non-technical)
with the objective to trigger people’s attention towards the importance of incorporating ethics
into the design and development of robotics technologies. However the five EPSRC rules are
far from translating any practical guidelines for prospective roboticists and engineers to
consider throughout their robotics designing processes.

We looked to the work of (Feil-Seifer and Matari¢ 2009). Feil-Seifer proposes seven HRI
benchmarks: safety, scalability, imitation, autonomy, privacy, social success and
understanding of domain. This contribution is mainly inspired by the areas of psychology,
robotics technologies and social interactions. The work tries to synthesize HRI benchmarks
that could serve as guidelines when it comes to the design and development of SARs.
However Feil-Seifer’s HRI benchmarks do not correlate the ethical principles of beneficence,
non-maleficence, autonomy and justice allied with social care ethos. In addition Feil-Seifer’s
work lacks an underpinning of practical HRIs workshops to test the validity of the proposed
HRI benchmarks with vulnerable groups such as the elderly.

From the current “in-situ” research using SARs with elderly groups I highlight the work of
Wada, et al. (2008) and Wada and Shibata (2008). Wada concludes that the use of robotic
seals PARO can reinforce the communication and socialization in elderly care scenarios.
Wada also reports quantitative increases in the neural activity of some elderly participants as
well a reduction of stress levels. However the work of Wada lacks investigation of an ethical
perspective when performing and analysing HRIs with elderly groups. Wada’s work has a

strong practical dimension when using SARs with the direct participation of elderly groups
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but it lacks of resulting guidelines that could inform future research and development of
SARs technologies. It seems a qualitative landscape would be highly welcome that could
encompass the four core ethical principles of beneficence, non-maleficence, autonomy,
justice and social care ethos.

In sum we have looked to the current definition and categorization of roboethics. We tried to
understand both the advantages and disadvantages of existing rules and guidance. The
perspective of this research is that we need more emphasis on roboethics level 1. Such
emphasis has to involve both an ethical dimension (ethical principles and social care ethos)
allied with practical HRI workshops conducted closely with elderly groups. We need to build
a bridge between such adjacent areas in order to propose ethical guidelines for assisting in the
research and development of SARs.

In the following chapter we will introduce SARs technologies and analyse the existing HRI
benchmarks by considering the core ethical principles of beneficence, non-maleficence,
autonomy, justice aligned with social care ethos.
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CHAPTER 3 - HUMAN ROBOTICS INTERACTIONS AND ETHICAL PRINCIPLES

3.1. HUMAN ROBOTICS INTERACTIONS

As we have noted above the nature of robotics is different from that of computers or other
artefacts. Robots can move and have a physical effect in different scenarios. They are
machines designed to physically interact with humans, animals or environments and by doing
so, there are emerging ethical implications. As an example as robots are programmed to
interact within different cultural environments a new set of human experiences are likely to
emerge and to offer different kinds of immersion, opportunities and relationships. When
considering the health and social care contexts the ethical dimensions of robotics inevitably
pose high challenges for users, carers and developers. One of the biggest issues surrounding
the area deals with an excessive exposition of vulnerable groups such as children and elderly
groups to robotics environments e.g. leaving them fully dependent on machines Sharkey and
Sharkey (2010) and neglecting human contact. There are also many ethical preoccupations
around the social aspect of robots for example in terms of accessibility i.e. who can access the
information stored by a robot in a third party household? In which situations and why?. Also
the safety of individuals could be at risk in the case of misuse of robot information or

unwanted robotic physical control.

3.2. SOCIAL INTERACTIVE ROBOTICS APPLICATIONS

Robots result from a mixture of sensory information and computing power (Veruggio, et al.
2011). However there is still no scientific consensus on what is and what can be classified as
a robot. For the scope of this study we will consider a robot as ‘an electromechanical device
that can be programmed through software or hardware to execute tasks automatically’. I will
start by presenting the Social Interactive Robots (SIRs) category which are pre-programmed
machines that can interact and communicate with humans or other systems through some
form of interaction (Feil-Seifer and Matari¢ 2005). SIRs are important for domains in which
robots must exhibit peer-to-peer interaction skills, either because such skills are required for
solving specific tasks, or because the primary function of the robot is to interact socially with

people. One area where social interaction is desirable is that of “a robot as a persuasive
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machine” (Fogg 1999), i.e., the robot is used to change the behaviour, feelings or attitudes of
humans. This is the case when robots mediate human—human interaction as in autism therapy

(Dautenhahn and Werry (2004); Werry (2001)). Some examples of commercially available
social interactive robots are listed below:

o AIBO an interactive robotic dog (Sony 2012)

o QRIO asmall humanoid robot that can entertain people (Sony 2012)

o Kismet a robotic head capable of expressing emotions (Breazeal 2012)

o Kaspar a small humanoid torso used to mediate human interactions with autistic
children (Dautenhahn 2012)

o Wakamaru a prototype communication robot that can interact with humans
(Mitsubishi 2012)

o NAO (figure 4) a small humanoid platform targeted to robotics research in
universities and robotic labs (Aldebaran 2012)

Rm —

FIGURE 4 - NAO ROBOT CREDIT: UNIVERSITY OF CONNECTICUT CHIP

The expectation that robots will become part of everyday life working alongside humans as
assistants, teammates, care-takers and companions raises a number of issues. The long-term
goal of creating SIRs that are competent and capable partners for people is a challenging task.
These types of robots will need to be able to communicate with humans using both verbal and
nonverbal cues. One of the biggest challenges is engagement with humans not only on
a cognitive level but also on an emotional level. Sabanovic (2010) concludes that a deep

understanding of human intelligence and behaviour across multiple dimensions (e.g. social,
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cognitive, affective, physical, philosophical etc.) is necessary in order to design robots that
can successfully play a beneficial role in our daily lives. Such an approach requires
multidisciplinary efforts where the design of social robotic technologies are informed by the
areas of robotics, artificial intelligence, psychology, philosophy, ethics, sociology,

neuroscience, industrial design, anthropology and others (Sabanovic 2010).

3.3. SOCIALLY INTERACTIVE AND SOCIAL ASSISTIVE ROBOTS APPLICATIONS

Social interactive robots (SIRs) are a category of robots that can interact with humans
through various forms. Typically machines such as Sony AIBO (a robotic dog) that can emit
sounds and perform choreographies classify as a SIR. On the other hand some elucidative
examples of Assistive Robots (AR) can include machines such as HAL a state of the art
robotic exoskeleton Cyberdyne (2012) or PARO the Japanese baby harp robotic seal (PARO
2012). Both are examples of AR that help humans to cope with physical limitations and can
contribute to stress relief and psychological comfort (Feil-Seifer and Matari¢c 2005). SARs
result from the intersection of SIRs and AR. However SIRs philosophy is to explore and
develop close and effective interactions with humans for the sake of the interaction itself
(Feil-Seifer and Matari¢ 2005). On the other hand the SARs goal is to create close and
effective interactions with humans for the purpose of providing assistance and achieving
measurable progress in convalescence, rehabilitation processes, learning and so on. This is a

technical field that aims to address critical areas and gaps in care through:

o Automating the supervision of individuals

o Providing coaching for individuals

o Providing motivation and companionship of one-on-one interactions with individuals
from various large and growing populations with care needs such as stroke survivors,

elderly residents, children, disabled people and other vulnerable groups.

This new field of research involves several areas of expertise such as robotics, psychology,
sociology, anthropology, philosophy and ethics (Feil-Seifer and Matari¢ 2009). Certain
examples have been already used as companion robots in the common areas of nursing
homes, aimed at increasing the residents’ socialization (Wada, et al. 2008). These robots are

designed not to provide a specific therapeutic action, but to be the focus of a resident’s

29



University of

Salford

MANCHESTER

attention. One such example is “Huggable”, a robot outfitted with several sensors to detect
different types of touch. Another example is “NurseBot” a robot used to guide users around a
nursing home. But perhaps the most successful SAR to date is PARO, an actuated stuffed
baby harp seal that behaves in response to touch. Its goal is to provide the benefits of pet
assisted therapy, which can benefit the residents quality of life (Edwards and Beck 2002) in
nursing homes that cannot support pets. Initial studies have shown that PARO lowered the
stress levels in residents’ interacting with the robot, as well as contributed for an overall

increase in the amount of socializing among the elderly (Wada and Shibata 2008).

3.4. RELEVANCE OF SOCIAL GROUPS AND SOCIAL CARE ETHOS

Pinch and Bijker (1987) discuss the notion of different Relevant Social Groups (RSG),
arguing that if we are to understand the development of technology as a social process, it is
crucial to take artefacts as they are viewed by the relevant groups since to do otherwise would
imply that the technology has an autonomous life on its own. Having identified the relevant
social groups for an artefact, the focus turns to the problems that each group may have in
relation to that artefact. Around each problem a number of solutions can be identified. The
social groups play a crucial role in defining and solving the problems that arise during the
development of technology. Various social groups not only define problems differently, they
also have different opinions about achievement of closure and stabilization. Hence
technological development is a multidirectional and non-linear process that involves constant
negotiation among different groups.

Given that social groups define problems of technological development differently there is
no “one best buy” and instead there is flexibility in the way things are designed and used.
Interpretive flexibility is a useful concept for understanding how problems and solutions
associated with a technology present themselves differently to different groups of people
(Pinch and Bijker 1987). At the moment commercial robotics devices are task oriented
designed, and compliant mainly with safety principles for machinery such as ISO/IEC Guide
51, 1SO14121 and 1S0O12100. Such standards are mainly driven by functional aspects that
positively reinforce human physical safety but fail to propose guidance/support on a
qualitative level.

In assistive care scenarios understanding the target groups perspectives and potential
requirements is essential for developing assistive technologies. However to date this is a
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neglected area of research in HRIs. It is likely that we will need much more focus on the
practical analysis of SARs that coexist with vulnerable groups such as the elderly in care
scenarios. With the current robotics state of the art, delivering functional robots to elderly
people isn’t likely to work straight away. If we are to develop SARs that can extend the
exercise of human care than it is essential to read and observe peoples’ reactions and
expectations towards such technologies. Initial studies ((Wada and Shibata 2008), (Kidd, et
al. 2006)) reveal a qualitative dimension around SARs but to better understand it we need
further practical studies with the direct input from elderly groups. Social care ethos deals with
considering people’s perspectives, attitudes and dignity involved in the exercise of care.
Giving voice to elderly groups towards the first developments of SARs is important to
understand the real requirements of elderly care and how such technology could respond to
them. Additionally such analysis is likely to reveal ethical issues around HRIs that have to be
highly weighted when guiding the development of SARs.

As it has happened with information technologies (IT) more and more products move away
from the boundaries of functionality to increasingly relate to the sphere of personal
experiences. As we approach elderly groups we will have to continuously learn from
individual SARs experiences and try to identify possible response patterns and personalizing
elements that can positively reinforce HRIs.

In sum SARs technologies will not be perfect and will not suit all possible care scenarios
however they should be designed in such ways that they allow their configuration or
modifications according to its potential users’ requirements and environments. Thereby the
role of elderly groups in SARs developments is absolutely essential to reveal meaningful
roboethics guidelines for roboticists, engineers and other stakeholders involved in SARs

research and development.

3.5. CORE MEDICAL ETHICAL PRINCIPLES IN ASSISTIVE CARE

The four core medical ethics principles of beneficence, non-maleficence, autonomy and
justice (Beauchamp and Childress 2001) continue to inspire both clinicians and caregivers
throughout the exercise of care. Beneficence states that caregivers should act in the best
interest of the patient. However in doing so, clinicians also acknowledge the principle of non-
maleficence which highlights the need of “not harming” patients. Separating beneficence

from non-maleficence brings additional challenges. In medical ethics for example, acting
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towards the benefit of a patient could not always be perceived equally. Medication
prescriptions or treatments could become painful and in some cases even rejected by patients
and relatives. Other scenarios deal with patient inability to understand their condition and to
fully rely on health professionals who act according to the patient’s beneficence. As many
treatments involve some degree of harm, the principle of non-maleficence would imply that
the harm should not be disproportionate to the benefit of the treatment. The balance between
the benefits and risks of treatment plays a crucial role in nearly every medical decision.
Nonetheless, the potential benefits of any intervention must outweigh the risks in order for
the action to be ethical (Beauchamp and Childress 2001).

The autonomy principle deals with the right for a patient to make informed decisions about
care which raises questions about the level of information given to individuals and their
psychological condition for assessing their own levels of care. Lastly justice is concerned
with the fair distribution of scarce health resources among patients. In a practical dimension,
the social care ethos involves people’s choices, attitudes, rights and dignity applied to social
care (Ensign 2004). In elderly care, social care ethos takes interpretations of the previous four
core medical ethical principles with special regard to the individuals’ autonomy. Beneficence
and non-maleficence are intertwined as caregivers try to work towards the best interests of
the elderly while minimizing any eventual harms arising from care. Autonomy reinforces the
power of decision about individual care where enough information and elderly peoples’
voices are constantly heard. Justice is associated with a fair distribution of care resources
among elderly individuals which could depend more on administrative roles or even
government policies. Derived from the previous ethical principles there are rules of ethical
care provision such as: veracity, confidentiality and fidelity. In veracity caregivers try to
provide all the possible truth to an elderly person, however there is no concise agreement to
what information is considered truly beneficial or harmful to be communicated to the elderly
e.g. type of diseases and conditions. Confidentiality states that patients’ health records must
be kept the most confidential as possible. Nevertheless in health practice there are situations
where such rule might be broken to follow a utilitarianism approach. As an example in cases
of epidemic threat, individual measures and actions are usually taken to minimize the risk of
public health (the greatest good for the greatest number). Lastly fidelity deals with the
willingness of the caregiver or family member to be responsible for the type and quality of
care that the elderly needs and receives. However fidelity could also raise special issues
regarding elderly ethical behaviours and lawful considerations. As an example in cases where
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patients demonstrate aggressivity or harassment towards their carers the type of care has to be
reconsidered and responsibilities could be legally ascribed (Ensign 2004).

In the literature there is evidence that the ethical principles and their application in caring
for older people present big challenges. Suhonen, et al. (2010) identify ethically difficult
situations in the care of older people where there is evidence that perceptions differ about
ethical issues among health professionals, patients and their relatives. The core principles of
beneficence, non-maleficence, autonomy and justice could have different interpretations on
what is acceptable or not within different contexts of application. Medical ethics raises
questions relatively to beneficence versus non-maleficence, autonomy versus beneficence,
informed consent, confidentiality, and refusal of treatments or truth telling. As an example
Scott, et al. (2003) presented a study where they tried to investigate autonomy, privacy and
informed consent in the context of elderly care. They reported differences in perceptions
between patients and nurses relative to ethical decisions. In terms of autonomy, of 101
persons only (15%) stated that carers actually informed them about the true nature of their
treatments and what it would involve. Fifty four percent of the staff responded that patients
were fully informed about their treatments. Similar differences were reported towards
elements such as the length of hospital stays, risk of treatment, pain relief, names and doses
of medication and how to support bowel and bladder function (Scott, et al. 2003). When it
came privacy there was more general agreement between the staff and the elderly. For
example (100%) of elderly patients and (95%) of caregivers reported that privacy was always
maintained for example when providing private access to toilets or administration of enema
procedures. Lastly in terms of informed consents big discrepancies were found. Only (5%) of
elderly patients acknowledged that they gave written consent before examinations or
treatments, however (40%) reported that they had given their consent verbally.

Scott, et al. (2003) conclude that improvements in nursing care for elderly people seem to
demand greater levels of communication between caregivers and care receivers.
Communication could help ensure that the staff teams have a better understanding of what
information and what level of involvement in decision making regarding the care, patients
need or want. In an elderly care family typical scenario, Teeri, et al. (2006) also identify
ethical discrepancies between the elderly and relatives. Examples are given where relatives
sought extreme forms of treatment regardless of the patient’s suffering or respecting his/her
own wishes. Classical examples deal with professional health care medication prescriptions
where elderly users reject such prescriptions but are forced to take them by their families. In a

33



University of

Salford

MANCHESTER

certain sense such cases reveal the complexity of the autonomy principle in practice, both in
care institutions and in household environments. We will develop this example following our
roboethics analysis when complementing human care with the use of SARs.

At this stage it is important to remark that the four medical ethics principles do not provide a
method for choosing between them or their levels of implementation (Gillon 1994). In
scenarios where there is a conflict of ethical principles we need further ways to morally

decide the exercise of care.

3.6. CORE ETHICAL PRINCIPLES AND SARS

There is an increasing need for assistive care. Currently societies are growing older and the
human civilization will need assistive technologies that could promote dignity, and support
physical and mental activity throughout the ageing process. SARs represent the first
generation of machines that could provide cognitive assistance, supervision, entertainment
and companionship for vulnerable groups. The number of elderly people is likely to increase
over the next few years UN (2011). We could face scenarios where we will face a lack of
caregivers for those who need quality care. Economic considerations also represent a
challenge with pertinent questions about taxes and/or combinations of social and care
contributions. Meanwhile assistive technologies such as SARs are currently under research as
future forms of expanding human care to vulnerable groups. However the integration of
SARs that could extend human capabilities in the exercise of elderly care is likely to raise
many ethical issues in assistive care scenarios. In modern western societies we currently see a
mixture of ethical theories and their inherent interpretations. Manifestations of utilitarianism
take different routes (e.g. political and economic): tax payments where each citizen
contributes with a percentage of its income for reinforcing social and health benefits that
promote social justice for the individual and to the greater number of citizens. Utilitarianism
could also take different interpretations in cases of health and safety for example in the case
of epidemic diseases where infected individuals are isolated from society in order to
guarantee public health and wellbeing. Following a deontological approach, philosophers
highlight that human actions should not be focused on the outcomes, ends or actions. Instead
deontology reinforces that there are transcendent duties that must be followed by all existing
inhabitants of the planet. As a result we abide by a prescribed set of civil laws shaped in

terms of human duties, rights and recommended behaviours that allow us to live in
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conformity with human rights and respect for each other. Deontology also points to other
types of individual obligations and responsibilities such as taking care of the environment and
guaranteeing the sustainability of life on planet earth. In sum all ethical theories suggest
advantages and disadvantages to particular human conduct. In reality our lives are driven by a
continuous mix of such ethical theories and subsequent interpretations.

Elderly care is by nature rich in ethical challenges. Caregivers and families are constantly
confronted with ethical scenarios for which we still don’t have answers. As we saw the rules
of ethical care provision (veracity, confidentiality and fidelity) are not always linear and
equally applied. Situations such as the true nature of diagnosed diseases, palliative care,
general public health or weighting abnormal behaviours towards carers and other patients
involve a deep analysis into each case study that originates different outcomes for those rules.
So as previous studies suggested (Suhonen, et al. 2010, Scott, et al. 2003, Teeri, et al. 2006),
instead of following classical ethical theories, an elderly care ethos is mapped by flexible
interpretations of the four core ethical principles of beneficence, non-maleficence, autonomy
and justice.

Similarly, due to the high number of expected SARs applications and contexts, we could
expect that classical ethical theories such as “deontology” and “utilitarianism” will not
provide enough flexibility for understanding emerging HRIs ethical scenarios and propose
potential practical solutions for them. Classical ethical theories particularly result in various
interpretations of the ethical principles of beneficence, non-maleficence, autonomy and
justice. Such theories are constantly applied into human life however SARs contexts are
likely to raise situations where e.g. deontology, utilitarianism and other ethical theories could
conflict or coexist at the same time. It is likely that the process of selecting an ethical theory
and what to do to reinforce HRIs with vulnerable groups such as the elderly to become
extremely complex. It might be also erroneous to acknowledge that one ethical theory is
always suitable for an assistive context as the number of SARs applicational contexts and
social care ethos are already immensely high. As Wallach, et al. (2005) points out top-down
ethical approaches are likely to be very generalist and difficult if not almost impossible to
translate into every user’s requirements and applications when interacting with robots. On the
other hand bottom-up ethical approaches seem to emphasise a big set of individual
requirements (Wallach, et al. 2005) within certain contexts of application and therefore lack
generality which is part of the SARs implementation philosophy. In SARSs, decisions about

functionality and social interaction have to be balanced between the ethical core principles of
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beneficence, non-maleficence, justice, autonomy as well as social care ethos. Such balance
motivates us to better understand the reality of SARs in the exercise of care. As in pure
assistive human care, SARs are likely to raise many challenges that have to be unfolded to
better understand the outcomes of HRIs and propose both ethical and technical solutions for

future research, development and diffusion of SARs within the context of elderly groups.

3.7. SARS - ROBOTS EVALUATION

Roboethics level 1 is by definition informed by the ethical theories studied by the branch of
philosophy called morality, which studies the concepts of right and wrong. Roboethics level 1
currently updates views on concepts such as the dignity and integrity of a person, the
fundamental rights of the individuals as well as the social, psychological and legal aspects
involved in the research and development of robotics and its diffusion in society (Veruggio,
et al. 2011). But roboethics level 1 needs further exploration. It is possible that we need a
more practical emphasis in researching SARs prototypes within the proximity of vulnerable
groups. The increasing ageing populations and the need for assistive care build up societal
challenges. In futuristic therapeutic and assistive care scenarios it is likely that SARs have to
be aligned not only with the core ethical principles of beneficence, non-maleficence,
autonomy, justice but also be prepared to provide their target users with tangible and hedonic
experiences.

In the next section we will present and analyse the current work around HRI benchmarks of
Feil-Seifer and Matari¢ (2009) as identified categories that try to inform the outcomes of

HRIs with vulnerable groups in mind.

3.8. SARS AND HRI BENCHMARKS

Any robot is a technological platform that must be properly evaluated before it is deployed
within the proximity of humans or the environment. The nature of SARs is strongly
connected with their use in assistive care settings for dealing with vulnerable groups such as
elderly, children or disabled people. However to date robotics science by itself doesn’t
possess enough tools to judge the emerging human levels of acceptability in HRIs and
consequent behaviours derived from the use of robots. On the other hand ethics isn’t

equipped with enough knowledge on robotics developments and HRI experiences to derive
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theories that can guide roboticists, engineers and other stakeholders when developing robots.
In such challenging scenarios, HRI benchmarks represent important guidance for exploring
ethical issues using robotic systems within the proximity of target groups. HRI benchmarks
can inform us about the advantages and disadvantages of deploying robotic systems and
reveal emerging ethical issues derived from such experiences.

The existing HRIs benchmarks proposed initially by Kahn, et al. (2006) and analysed more
recently by Feil-Seifer and Matari¢ (2009) are reviewed. Kahn’s contribution points more to
the evaluation of recreating humanoid robots (androids more specifically) at the image of
human beings which is beyond the scope of this research. However Kahn’s work introduced
three benchmarks that still remain speculative but might open new research questions for the
future of HRIs. The first one is entitled “moral accountability” which asks whether robots
should be deemed morally responsible for their actions. This question seems to be well
located in robot’s ethics level 3 which studies issues related to machine conscience and
inherent robot actions and possible liability. The second benchmark is “intrinsic moral
value”. Kahn poses the question if we are going to live in close proximity with robots how
should we respond to them. If robots act like humans are we going to respond in similar ways
as we respond to other human beings? do we voluntarily project our own human emotional
responses towards robots, do we respond the same way to a robot moral claim? Lastly Kahn
introduces the benchmark of “reciprocity” by illustrating how pervasive the concept is on
human life. A young toddler learns from his parents’ examples about what is acceptable in
society (right and wrong) permeating to the notion of the “golden rule” which inspires him to
treat people in the same way he would like to be treated. Should such ethics of reciprocity be
applied to the context of robots? Despite Kahn’s futuristic interpretation there are important
elements to retain. According to the current robotics state of the art human beings are
responsible for their robotic creations and actions. Such idea is important to be retained as
robotics developers and engineers develop the first robotic prototypes targeted for social
interaction. Secondly in the near future robots are likely to represent technological tools, an
extension of human capabilities in the most diverse scenarios so it is likely that they will
trigger different types of responses according to different robotic goals. Thirdly as it happens
with computer technology today, society learns and expands their knowledge in more
organized, innovative and creative ways which constitutes an important learning reference

towards the use of robots.
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To date Feil-Seifer and Matari¢ (2009) present the more centred approach in terms of HRI
benchmarks in the domain of SARs and its goals which we will analyse during the course of
this research.

In the area of robotics technology (table 1) Feil-Seifer and Matari¢ (2009) identify two
benchmarks of safety and scalability, and in the social interaction domain they present further

five; autonomy, imitation, privacy, understanding of domain and social success.

Robotics technology Social interaction (HRI benchmarks)
(HRI benchmarks)
Safety Autonomy
Scalability Imitation
Privacy
Understanding of domain (HRI Task
benchmark)
Social success (HRI Task benchmark)

TABLE 1 - HRI PROPOSED BENCHMARKS (FEIL-SEIFER, MATARIC ET AL. 2007)

3.8.1. SAFETY

Safety is the first HRI benchmark to consider: How safe is the robot, and how safe can the
robot make the life for its users? A robot’s safety in its given domain is currently the primary
concern when evaluating a HRI system. If a robot is not designed with safety in mind, it
could harm the very users it was designed to interact with. When discussing safety of a
robotic platform Feil-Seifer and Matari¢ (2009) refer to the ability to manoeuvre in an area
without unwanted contact or harmful collisions. Safety also refers to protection of the robot
itself (e.g. preventing it from destroying itself in certain contexts).

Safety for AR has been studied in depth in the contexts of obstacle avoidance for guide-
canes and wheelchairs Baker and Yanco (2005), Rentschler, et al. (2003), Yanco (2002). The
need for safety assessment for HRI systems primary designed for vulnerable groups is a topic
of growing importance as HRI systems are increasingly being developed aimed at such users
(Feil-Seifer and Matari¢ 2009). However there are more categories that need to be studied
and considered on the safety benchmark. Reading previous authors like Sharkey and Sharkey
(2010), and Whitby (2005) it seems the dangers of HRI are not only confined to the physical
safety of participants or its surrounding space but also related with the psychological effects
originated by attachments or dependencies formed throughout periods of HRI. We will

analyse and discuss this issue in chapters 6 and 7.
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3.8.2. SCALABILITY

The majority of current HRI work occurs in research laboratories, where systems are
engineered for one environment and a pre-determined prototype of user population. As HRI
becomes more widespread in homes, schools, hospitals, and other daily environments, the
question of scalability and adaptability arises: How well will such HRI systems perform
outside of a robotic lab? And, how well does a robot perform with users from the general
population? The scalability benchmark of Feil-Seifer and Matari¢ (2009) does not imply that
roboticists should design each robot for a large variety of situations where assistance is
required. Rather, it is important to stress that even within a group that needs assistance there
is a big difference between a “prototypical” user or environment and the range of real world
users and environments. So Feil-Seifer and Matari¢ (2009) ask “Can the robot interact with
someone who cannot move, e.g. can it accept voice commands?”’; “If the robot is meant to be
a companion for a user, can the robot’s behaviour or personality be programmed for different
users?”. Most robotic systems to date have been tested in research labs, but it seems that more

“in-situ” research would be appropriate to explore this dimension more effectively.

3.8.3. AuToNOMY

It is important to understand the difference between the core medical ethics principle of
(autonomy) and the term autonomy used within the context of robotics. The autonomy ethical
principle (autonomy) is related to the user ability to decide their own level of care provided
by SARs. Robotics autonomy or displayed autonomy deals with the level of autonomy that a
SAR is capable of performing within the context of elderly care.

In the context of HRI, (autonomy) is a complex issue to debate. It is favourable, when
constructing a system that is designed to stand in for a human in a given situation and to have
a degree of displayed autonomy which allows it to perform well in certain tasks. Autonomy
can speed up applications for HRI by not requiring human input, and by providing rich and
stimulating interactions (Kahn, et al. 2006). For example, HRI systems for proactive social
interaction with children with Autism Syndrome Disorder (ASD) (Dautenhahn and Werry
2002) and motivational robot tools (Matari¢, et al. (2007), Tapus and Matari¢ (2006), Wainer,

et al. (2006)) require such types of autonomy. However autonomy can also lead to
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undesirable behaviours both from robots and their human users Feil-Seifer and Matari¢
(2009). In situations such as the robot causing pain or harm to a person or in scenarios such
as medication dispensing and therapy monitoring (Fortescue, et al. 2003). There are also
issues related with stakeholder authority that may contradict the views of users, carers and
relatives towards the use of more or less autonomy in SARs.

In general, HRIs contexts require engaging and believable social interaction schemes, but
the user must retain authority. For example, rehabilitation should terminate if the user is in
pain or discomfort. Partial or adjustable autonomy programming on a HRI system allows for
an appropriate adjustment of both user authority and robot autonomy (Feil-Seifer and Mataric¢
2009). However it is also important to explore the concept of ‘user’ (autonomy) in SARs. In
the case of SARs supplementing care to elderly groups what actors and roles are involved and
expected in such HRIs? How one decides or is equipped to decide about his/her own level of
care provided by SARs? Different levels of robotics displayed autonomy might be technically
feasible and different human intervenients with several levels of responsibility need to be

investigated.

3.8.4. IMITATION

Kahn showed that a robot’s programmed personality can affect a user’s compliance with
that robot (Kahn, et al. 2006); Kiesler and Goetz (2002)). When exhibiting a serious
personality, the robot could provoke a greater degree of compliance than when displaying a
playful personality. It has also been shown that when the robot’s extroversion/introversion
personality traits matched the user’s task performance seem to improve (Tapus and Matari¢
2006).

While no definitive evidence yet exists, there is a good deal of theory regarding a negative
correlation between the robot’s physical realism and its effectiveness in HRI. Realistic
robotics introduces new complications to social robot design (Duffy 2003) and it has been
implied that anthropomorphism has a negative influence on social interaction when the
robot’s behaviour does not meet the user’s expectations (Scneiderman 1989). The “Uncanny
valley” theory (figure 5) suggests that as a robot becomes very similar in physical appearance
to a human being that robot appears less, rather than more familiar Mori (1970) and actually
it can produce a sense of revulsion in human beings. Also physical similarity that attempts to
imitate human-like appearance and behaviour could cause discord with robotics users (Feil-
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Seifer and Matari¢ 2009). The role of imitation in SARs could therefore become determinant

when it comes to the outcome of the interaction itself. Thereby further practical research is

needed to understand the imitation benchmark and its potential ramifications.
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FIGURE 5 - UNCANNY VALLEY THEORY

3.8.5. PrivAcy
The presence of a robot can affect a user’s sense of privacy (Kahn, et al. 2006). In contrast

to ubiquitous systems ((Bien, et al. 2002); (Kim, et al. 2003); (Lee and Keating (1994)) where
a user has no idea of when the system may be watching, robots are tangible and their
perception is limited and observable. A robot can be told to leave when privacy is desired,
and the user can observe when privacy is achieved. Because of its synthetic nature, a robot is
often perceived as less of a privacy invasion than a person, especially in potentially
embarrassing situations (Baillie, et al. 2004). Feil-Seifer and Mataric's (2009) perspective on
privacy poses the following questions “does the user sense of privacy relate to better robot
performance as an assistive presence?; does the user privacy impact on user satisfaction?”.
Equally important is to analyse how the robot interacts and communicates with other

systems. Privacy issues might occur beyond immediate physical interaction when for
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example SARs share vulnerable users’ information with search engines or social networks.
Privacy might encompass two different natures, physical nature (robotic users’ identification)
and information systems nature (robotic users’ personal data). Thereby privacy needs to be
categorized according to its objectives and weighed against the advantages and disadvantages

that a SAR can offer to its users. We will discuss and extend this topic in chapter 6.

3.8.6. HRI TASK-ORIENTED BENCHMARKS

Beyond the existing HRI benchmarks proposed by Kahn, et al. (2006), Feil-Seifer and
Matari¢ (2009) also suggested HRI task-oriented benchmarks. Since SARs philosophy is
focused on the outcome of the HRI where it reinforces aspects such as rehabilitation therapy,
convalescence, socialization, and tutoring the authors believe that it is necessary to add at
least two task oriented benchmarks to better understand HRIs. The first one is denominated
social success which is of importance when it comes to understanding “if the robot does what
it is supposed to do?”. In other words if the robot’s role is to be funny, is it really being funny
with its users or is it a mere illusion? Social success is still a very broad benchmark that
consequently needs to be categorized and weighted against any emerging secondary effects of
HRI. Next Feil-Seifer and Matari¢ add the understanding of the domain benchmark. Basically
the vision is that the understanding of social dynamics is a critical component in SARs. Feil-
Seifer and Matari¢ believe that such analysis of social understanding can be originated “from
both human-oriented social perception (such as speech recognition or face recognition) or
more futuristically based on non-human oriented social perception (such as galvanic skin
response for evaluation of emotional state)”. However to date because robotics perception is
immensely limited, such interpretation of understanding of the domain is still very vague and

could lead to confusion terms relative to what is actually feasible in SARs or not.
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SUMMARY OF HRI:

Socially assistive robotics is a new area of research that is focused on the outcome of HRI in
terms of rehabilitation, convalescence or learning. It culminates the areas of Assistive
Robotics (AR) and Socially Interactive Robots (SIRs). However the introduction of SARs
technologies within vulnerable groups involves the analysis of ethical issues with its potential
users. To date HRI benchmarks seem to be the most effective methods to help researchers to
deal and understand such reality.

Safety remains a key topic in SARs since the objective is to interact with vulnerable groups.
However such safety is a complex issue especially when a robot starts to exhibit “intelligent”
behaviour. The safety of users is not solely from a physical perspective as SARs might have
also psychological impacts on its human users. Relatively to scalability it is important to
understand how many people can be helped by such robots? Could the robotic prototypes be
applied outside of research labs and be directed into people’s homes and extra care facilities?
Another aspect of scalability deals with the interaction methods of SARs. What kind of
interfaces shall we consider for certain robotic applications so the robot fits the highest
number of users?

Autonomy in robotics means the capacity of a machine to reproduce tasks without human
intervention. However, autonomy can also lead to undesirable behaviours either provoked by
software programming (errors), hardware failures (sensors) or even unpredicted situations
originated by users. In situations such as medication dispensing and therapy monitoring, for
example, autonomy is not desirable or at least demands a certain level of human supervision.
Equally, autonomous systems should be capable of detecting abnormal events where the user
might be in pain and stop its actions. It is noticeable that autonomy is directly related with
safety policies. For those reasons | think autonomy encompasses not only an analysis in terms
of technical behaviours but also establishes agreements in terms of responsibilities between
developers, users and ultimately regulators.

According to the uncanny valley theory (Mori 1970) it seems that applying high levels of
anthropomorphism to robots could cause a sense of revulsion in humans. Apart from this fact
it has been implied that anthropomorphism can also have a negative influence on the social
interaction if the robot’s behaviour does not meet a user’s expectations (Scneiderman 1989).
In terms of imitation | feel much more investigation is needed especially in terms of
aesthetics that could translate positive experiences in terms of presence which | think is a

non-explored area in HRI benchmarks. Next we analysed the concept of privacy reframed by
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Feil-Seifer and Matari¢ (2009). In HRIs, privacy could be a determinant factor to achieve
smooth and comfortable levels of interactions. Because of its nature, a robot could be
perceived as less of a privacy invasion than a person, especially in potentially embarrassing
situations. Due to the modernity and sensitivity of the area it seems robotics users should be
able to define their own levels of privacy when interacting with robots. However such a
concept may need to be refined since privacy takes many forms including personal data,
space and time especially when dealing with vulnerable groups such as the elderly.

We looked also to the two task oriented benchmarks of Feil-Seifer and Matari¢ (2009).
Social success tries to analyse if the robot does what is supposed to do, e.g. entertaining
people by telling jokes; is it really being playful or not?. The understanding of domain is seen
as an important element for the robot’s inner sense of perception. It appears that social
success is still too vague to be considered and implemented in real terms. We will try to
expand such benchmark through modes of engagement displayed by the user towards a robot
so we can identify real behavioural cues in HRIs. At present, the understanding of domain is
still purely fictional. The view of the authors Feil-Seifer and Matari¢ put too much emphasis
on robots understanding human social dynamics. For now the question should be reframed in
different terms: “how can we humans, understand more about our own dynamics when
interacting with SARs?” and how can we use such knowledge to program robots?.

To date the HRI benchmarks proposed by Kahn, et al. and Feil-Seifer and Matari¢ are
directly influenced by psychology. Such interpretation of ethical benchmarks is positive and
it seems that the SARs integration into social domains has to involve new qualitative
instruments. Feil-Seifer, et al. (2007) state that HRI benchmarks have to be further analysed.
By now it is perceptible that much more work is needed in terms of HRIs categorizations as
HRI naturally involves several levels of imitation, autonomy, safety, scalability, privacy,
social success and understanding of domain. Such analysis in HRI cannot be solely
theoretical and this research explores such HRI benchmarks using robotics prototypes
through “in-situ” research, backed up by the core ethical principles of beneficence, non-
maleficence, justice and autonomy along with social care ethos. It is expected that new
indicators and dependencies will emerge. Such findings can help categorize and inform more
accurately robotic developments and ultimately users when it comes to design and usability
of SARs.
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3.8.7. HRI BENCHMARKS, CORE ETHICS PRINCIPLES AND SOCIAL CARE ETHOS

We saw the importance of HRI benchmarks when analysing, measuring and informing
decisions about ethical issues present in HRIs. In the previous analysis (Kahn, et al., Feil-
Seifer and Matari¢) were mainly inspired by psychology. Due to the sensitivity of elderly
groups the current HRI benchmarks need further ethical analysis to be included and possibly
translated into frameworks that can inform the design, development and introduction of SARs
in elderly care. Such enrichment needs to be performed by interpreting the current HRI
benchmarks of safety, imitation, autonomy, scalability, social success, privacy, understanding
of domain according to the ethical principles of beneficence, non-maleficence, autonomy and
justice aligned with social care ethos.

In chapter 2 we understood that the new field of roboethics shares common areas with
medical ethics when dealing with health care situations. According to Veruggio’s definition
roboethics is an exercise of “ethical reflection related to the particular issues that are
generated by the development of robotic applications and their diffusion in society”
(Veruggio, et al. 2011). In the case of SARs when extending the levels of care delivered to
elderly groups a new set of ethical issues are likely to arise. Those are valid not only on the
inherent safety level but also reflected through a multitude of personal/group choices that
have to be addressed by elderly residents, caregivers and relatives when considering SARs.
Human dignity, contact, autonomy in care, respect and privacy guide us to the logical
foundation of the core ethical principles. As a result we will review the identified HRI
benchmarks in the context of the core ethical principles of beneficence, non-maleficence,
autonomy, justice as well as social care ethos in elderly care. Note that such interpretation
results from a subjective analysis where the core ethical principles and social care ethos are
considered in every HRI benchmarks. Future SARs research is likely to unveil new
interpretations of the ethical principles of beneficence, non-maleficence, justice and
autonomy aligned with social care ethos.

In chapters 5 and 6 we will revise the result of the conducted practical robotic workshops in

line with the following HRI benchmarks ethical analysis.
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3.8.7.1. IMITATION

According to Feil-Seifer and Matari¢ (2009), imitation (table 2) deals with understanding
how the imitation between the human and the robot can allow for an expression of human
capabilities during HRI. On the same topic the author asks if the imitation between the human
and the robot reflects an effective impression of the robot capabilities. However from a
critical perspective, SARs are likely to take many forms and applications that can bring much
more fundamental questions for the whole understanding of the ethics of HRI and its outcome
on care. It is likely that SARs imitation will be more related to the aesthetics of robots and
how these could be delivered in care.

When it comes to beneficence, a SAR system should be designed to act on the best interest
of vulnerable groups such as the elderly. The quality of such care could be translated by a
hybrid approach between humans and machines. Supervising someone twenty four hours a
day: monitoring walking patterns, reminding about taking medications or daily tasks,
identifying unexpected situations, playing games and motivating people through HRI, can be
seen as an extension of the human biological capabilities through the exercise of care. From a
caregiver’s perspective the use of SARs systems could also contribute for a better quality of
the service provided during care. Staff shortages and the inability to become specialized in
certain types of conditions and care allied with the constant need for improving
communication between those who need care and those who provide care are extremely
important to reframed within the context of SARs. Thereby the use of assistive technologies
such as SARs has to be proposed in ways that promote a set of benefits for elderly users and
also reinforce the work of carers (Feil-Seifer and Matari¢ 2011).

However to achieve such goals imitation is still too vague. In SARs beneficence states that
robots and assistive technologies should act in the best interest of patients. However it is also
true that the exercise of care has to take into consideration aspects of social care ethos.
People’s choices, attitudes, rights and dignity play such a crucial and challenging role in the
context of elderly care. In SARs the principle of non-maleficence (do not harm) is also
related to the perception and the realistic outcome obtained in HRIs. The question here asks if
are we really helping and not harming individuals through the exercise of deploying SARs in
assistive scenarios. An elderly person’s perspective on a robot (including aesthetics) could be

determinant for its successful use during the course of HRI. Moreover the Social Construct of
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Technology (SCOT) states that technology should not have a life of its own but indeed be
highly influenced and constantly interpreted by their target groups (Pinch and Bijker 1987).
SARs technologies should be no exception to such argument. Imitation by itself seems
incomplete and should be categorized more directly into notions of aesthetics where the
anthropomorphization, zoomorphication, proxemics, FOVs, colours or ergonomics could
have a determinant role.

In terms of the ethical principles selection as we saw imitation is likely to be more related to
aesthetics of robots. So in the ethical principle of beneficence we will have to consider how
the aesthetics of SARs could possibly translate benefits for the elderly through HRI. That said
is also important to reassure that the aesthetics will not cause harms to elderly groups.
Thereby the ethical principle of non-maleficence must be considered in imitation. Finally
since aesthetics might vary significantly from elderly individual to individual social care
ethos plays an important role to investigate people’s reactions and expectations towards
SARs aesthetics. Thereby in the benchmark of imitation we are considering the ethical
principles of beneficence and non-maleficence aligned with social care ethos. To date the

core principles of justice and autonomy pose no additional challenge in the context of

imitation.
HRI

benchmark Beneficence Non-maleficence Social care ethos

Imitation Imitation is not only confined to | What is the perception and the | Through practical robotics
imitation of humans and robots (vice | realistic outcome obtained in | demonstrations we should
versus). New categories of aesthetics | HRIs with elderly groups? listen to people’s opinions
where the anthropomorphization, and expectations towards the
zoomorphication, proxemics, FOVs, imitation aspects of SARs.
colours or ergonomics could be New categories involving the
determinant for the outcome of HRIs aesthetics of SARs could be
with elderly groups. unveiled in imitation.

TABLE 2 - ETHICAL ANALYSIS OF THE HRI BENCHMARK IMITATION

3.8.7.2. SAFETY

Safety (table 3) is the first topic of discussion in HRIs. It brings perspectives of physical
safety to mind. It is likely that further testing and analysis with SARs target groups needs to
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be done within the context of safety. Feil-Seifer and Matari¢ (2009) ask how safe is a robot
and how safe can it make the life for its users? This relates directly to the ethical principle of
non-maleficence in which SARs should be designed in ways that promote user safety.

In health care ethics the core principle of autonomy states that people should be able to
make informed decisions about their own care. In the context of SARs this could play a
similar role when deciding what type of SARs technologies could and should assist
individuals (Feil-Seifer and Matari¢ 2011). Despite the fact that the generic notion of safety
still pertains, the context of SARs is more related to the individual experiences and
perceptions (including visual) of HRIs safety, which could be translated for example by the
level of autonomy displayed by a SAR with a vulnerable user. In the context of elderly care
this issue is aggravated by the fact that the cognitive abilities of elderly persons are reduced
with time. Periodic assessments should be done to analyse the individual’s ability to make
judgments about the outcome of SARs technologies with special regard to elderly safety.

The robot displayed autonomy could therefore contribute for the human perceived level of
safety towards SARs. In broader terms it is likely that safety is not confined solely to physical
safety and further categories such as psychological safety need to be reframed to better
inform the design of SARs when applied to elderly care. Social care ethos will involve
talking to elderly groups and analysing their perspectives, attitudes, dignity and expectations
towards safety in SARS.

In terms of the ethical principles selection as safety is related to the notion of physical safety
we have to consider the ethical principle of non-maleficence. Safety should be exhaustively
tested in order to minimize the risk involved in harming elderly individuals. SARs perceived
notion of safety could also influence the decision about the level of care selected by the
elderly thereby the ethical principle of autonomy should be considered. Lastly it is important
to read people’s perspectives and that such perspectives could be influenced by their limited
cognitive abilities. So social care ethos reinforces the need for supervision and understanding
of the elderly cognitive abilities. That is an exercise crucial to guarantee the elderly safety
and better inform their decisions about SARs safety. Thereby in the benchmark of safety we
are considering the ethical principles of non-maleficence and autonomy aligned with social
care ethos. To date the core principles of beneficence and justice pose no additional challenge

in the context of safety.
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HRI
benchmark | Non-maleficence Autonomy Social care ethos
Safety SARs should be | Elderly people should | Due to inherent cognitive limitations continuous

designed in ways | make informed | assessment should be performed to analyse the elderly
that promote user | decisions about the | ability to judge SARs. We should observe carefully the
safety. desired level of care | elderly individuals behaviours arising from HRIs and talk
delivered by SARs. to them about it. Safety might not be confined solely to
physical safety and further categories need to be explored.

TABLE 3 - ETHICAL ANALYSIS OF THE HRI BENCHMARK SAFETY

3.8.7.3. AUTONOMY

In elderly care (autonomy) decisions (table 4) constitute a complex issue to debate. There
are relevant factors that could influence the types of decisions about one’s care. The fact that
beyond a certain age the elderly individual cognitive capabilities are usually diminished could
involuntarily reduce the individual intervention on care decisions; the financial conditions to
access care might not be linear; the cultural and religious beliefs could also shape final
decisions. Manifestations such as social pressure, confusion or divergences between relatives,
caregivers and the elderly themselves could aggravate such problem. The ethical dichotomy
between beneficence - autonomy could be coexisting from households and care settings to the
more formal environments such as hospitals where medical ethical challenges constantly take
place. Thereby it is likely that we will experience similar kinds of challenges when deciding
about SARs displayed levels of autonomy. Despite such challenges it is important to remark
that the ethical principle of beneficence should guide the development of SARs autonomy in
ways that try to promote the wellbeing of their users. Subsequently, non-maleficence should
be central to considerations of autonomy in ways that promote elderly users safety.

When it comes to the autonomy benchmark, Feil-Seifer and Matari¢ (2009) highlight the
functional advantages of having more automation and higher degrees of autonomy in SARs.
Task executing speed, automation of individuals’ supervision and the reduction of costs are
among the most cited points when it comes to the potential use of SARs in assistive care.
However autonomy could also lead to undesirable situations such as medication dispensing or
stopping a set of therapeutic activities deliberately (Feil-Seifer and Matari¢ 2009). The ethical
principle of autonomy states that individuals have the right to make informed decisions about
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their own levels of care. However when working with vulnerable groups, users might not be
capable of being fully informed about the capabilities and limitations of a specific robotic
system. As an example an elderly person can have the perception that a robot is more capable
than actually it is when delivering care. This raises an important ethical issue related with the
description provided to vulnerable groups of the current SARs capabilities and how the robot
IS going to be used throughout care (Feil-Seifer and Matari¢ 2011). Another ethical issue with
the benchmark of autonomy deals with the notion of authority in HRIs. Since SARs are
deployed to deliver care, in certain situations they can conflict between the individual’s
autonomy and the robot autonomy (Feil-Seifer and Matari¢ 2011). Since SARs are
programmed to primarily deliver care there is a need for certain authority and credibility
arising from the robot peer. In another perspective human users still need to retain authority,
especially in situations where a high level of uncertainty and unpredictability of robot actions
will take place. Situations where a person might be in pain or suffering must be overridden by
human input to dictate the course of actions (Feil-Seifer and Matari¢ 2011). Autonomy could
also trigger confusion among SARs users. Due to health problems and the normal ageing
process an elderly person could easily underestimate the supervising capabilities provided by
a SAR and might be persuaded to reject it. Such behaviour is likely to occur, and information
and guidance must be put in place to inform as best as possible the individuals choices when
benefiting from robotic care. It is important to mention the role of social interaction to
reinforce care through HRIs. It is unlikely that SARs will achieve its “assistive” objectives
without any caregiver’s intervention around them. From an ethical perspective SARs
autonomy and human contact have to be well calibrated when it comes to the emerging
outcomes of HRIs.

To better synthesize the objectives, bottlenecks and emerging solutions we need a more
detailed exposition of the HRI benchmark of autonomy. What levels of displayed autonomy
are available in SARs? How do the concepts of active or passive user and their roles
influence HRIs? What human supervision levels and human contact are put in place
constitute some of the fundamental questions in autonomy. The search for such answers can
reinforce the ethical understanding of emerging issues and possibly translate into technical
solutions when it comes to product design and usability of SARs within the context of elderly
care. Social care ethos will involve talking to elderly groups and analysing their perspectives,

attitudes, dignity and expectations towards autonomy in SARs.
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Relative to the ethical principles selection in the benchmark of autonomy we are considering
the levels of displayed autonomy in elderly care. Thereby in the ethical principle of
beneficence we reinforce the fact that SARs levels of autonomy should be constructed and
delivered in ways that benefit elderly individuals. On the same line in the ethical principle of
non-maleficence it is important to reinforce the notion of user safety. Autonomy in SARS
could originate difficult situations where users might be in pain or suffering and such levels
of displayed autonomy should terminate in such cases. In the ethical principle of autonomy it
is important to consider the elderly right to make informed decisions about the levels of
SARs displayed autonomy. Nevertheless social care ethos plays an important role in
informing elderly individuals about the advantages and disadvantages arising from such
levels of displayed autonomy. In the benchmark of autonomy we are considering the ethical
principles of beneficence, non-maleficence and autonomy aligned with social care ethos. To

date the core principle of justice poses no additional challenge in the context of autonomy.

HRI
benchmark Beneficence Non-maleficence Autonomy Social care ethos
Autonomy Autonomy in | Autonomy should be | The elderly have | Elderly people should be listened and

SARs should be

developed and tested in

right to make

provided with enough information to

delivered in | ways that promote elderly | their own care | guide their decisions towards the
ways that | users safety (do not harm). | choices displayed levels of SARs autonomy.
promote the | In situations where a | relatively to the | However it is important to constantly
benefit of elderly | person might be in pain or | displayed SARs’ | assess elderly people cognitive
users. suffering SARs autonomy | autonomy. abilities to decide about SARs

must be overridden by autonomy.  Periodic  supervision

human input to dictate the
course of actions.

Despite SARs levels of
autonomy human contact
should be maintained with
vulnerable users by
promoting social
interaction between care
receivers, caregivers and

families.

checks should make sure that elderly
users have sufficient human contact
with caregivers and families. Further
synthesis is needed to reveal new
categories of displayed autonomy to
be included in SARs.

TABLE 4 - ETHICAL ANALYSIS OF THE HRI BENCHMARK AUTONOMY
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3.8.7.4. SOCIAL SUCCESS

According to Feil-Seifer and Matari¢ (2009) the task oriented benchmark of social success
(table 5) tries to understand if SARs accomplish their primary objectives. As an example if a
robot is programmed to being funny, is it really being funny? However in ethical terms such
vision might be too reductionist. Initially SARs should be designed for promoting the
wellbeing (beneficence) of elderly individuals, but for example the relation between SARs
success and the ethical principle of non-maleficence is extremely complex. If we consider
examples where robotic animals are used as relaxation exercises to comfort elderly people in
nursing homes the notion of success could become relative. Academic studies ((Wada, et al.
(2008); Turkle (2005); Kidd, et al. (2006)) refer notions of attachment taking place between
vulnerable groups and robotic animals such as PARO (a baby robotic seal used in care homes
in Japan and USA). When attachment takes place one could argue that such phenomenon is
actually an excess of success, however the opposite is also likely to happen in other social
robotics scenarios through the form of deception when for example a robot doesn’t meet the
human user expectations in HRIs. To date the psychological repercussions of such
phenomena in elderly groups is still unknown. However information about the robots
capabilities and direct behavioural responses are extremely important to be clarified. As
SARs have a synthetic appearance and since humans are heavily influenced by visual cues,
we could expect several types of instant responses to robot appearance (Wainer, et al. 2006).
In imitation we already talked about incomplete categories of exploration when considering
the aesthetics of a machine designed for social assistance. However the notion of scale (size
of robot), the concept of usability (how to turn it on off, how to interact with it), or even the
way that the machine is “dressed” and accessorized could influence the way it is perceived by
elderly groups. It is highly probable that social care ethos will play an important role in
determining or not the success of HRIs. As a result personalizing elements in HRIs could
arise and will need to be identified as they can positively inform future SARs developers and
manufacturers.

Still in non-maleficence there is the notion of meaning and earnestness. High levels of HRI
could also translate false expectations when for example a vulnerable user communicates
health problems to machine and expects it to inform an agency (health care) or react like a

real clinician. Sensitive information about a person’s health and wellbeing might fall into
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such scenario that can originate ethical repercussions. The opposite effect was also mentioned
in the benchmark of autonomy when humans lose the notion of earnestness associated to a
machine and underestimate robots that are performing towards care. To aggravate such
challenge is the fact that the loss of earnestness and machine authority during HRIs may not
be instantaneous. The user might be receptive and amenable to interact with a SAR for some
initial period perhaps due to the novelty of the machine, however the user might lose interest
in it with time (Feil-Seifer and Matari¢ 2011). So to act in ways that both benefit and do not
harm users, SARs systems should be constantly updated and create high expectations
throughout the interaction life cycle. However the solution for such issues isn’t likely to
emerge solely from algorithms and robotic behaviours. We might need further engagement of
caregivers, relatives, users and robots to continuously cultivate meaning to HRIs through
classical social interaction. Lastly the ethical principle of justice talks about the fair
distribution of resources. If SARs are going to be implemented in the near future then care
institutions have to debate the fair access to such type of technology how to supervise their
interactions, maintenance of SAR systems and responsibility towards them. Beyond the
access challenge, justice also questions the benefit and cost of such HRIs which could
become inspired by existing governmental health systems policies across nations.

In reality as with autonomy one should consider such types of researches and clarifications
to be extremely challenging with vulnerable groups that frequently suffer from cognitive
problems. Questions such as where is the boundary between comforting exercises and
addiction to robots in elderly groups? How to act in cases of robotic attachment or losses of
interest? What is the responsibility of caregivers and clinicians relative to such types of
practices, and where is the line between living more independently and becoming socially
isolated? All SARs four core areas of supervision, cognitive assistance, entertainment and
companionship pose similar challenges that need to be further analysed. Social care ethos will
involve talking to elderly groups to analyse their perspectives, attitudes, dignity and
expectations towards social success in SARSs.

In terms of the ethical principles selection in the benchmark of social success we are
primarily concerned with the qualitative elements that can build good levels of HRIs.
Thereby we are considering the ethical principle of beneficence as the HRIs should be
constructed for the benefit of elderly groups. On the same line the ethical principle of non-
maleficence is important to avoid potential situations where HRIs could possibly harm
elderly individuals. As social success is researched a fundamental question arises with the fair
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access and distribution of SARs technologies that can benefit elderly groups. Thereby the

ethical principle of justice should be considered. Lastly as social success represents a set of

qualitative elements also elderly groups opinions and expectations towards SARs are crucial

to analysed. So social care ethos is crucial here. In the benchmark of social success we are

considering the ethical principles of beneficence, non-maleficence and justice aligned with

social care ethos. To date the core principle of autonomy poses no additional challenge in the

context of social success.

HRI

benchmark | Beneficence Non-maleficence Justice Social care ethos
Social The outcome | HRIs with elderly groups | Justice brings notions of fair | Information about SARs
of HRIs using | could result in attachment | distribution of resources. If | capabilities and  direct
suceess SARs should | behaviours with | SARs are going to be | behavioural responses are
promote  the | unknown repercussions. | implemented in a near future | extremely important to be
benefit of | The opposite | then care institutions have to | exposed and analysed with
elderly users. phenomenon could also | debate the fair access to such | elderly groups. There are
be true. Robotic | type of technology, how to | aspects such as the notion of

deception could occur if

a robot doesn’t meet
users’ expectations. Both
phenomena could
counteract the predicted
outcome of care.

There is also the notion
and
earnestness in  SARs.
High levels of HRI could

also

of meaning

translate false

expectations when for

example a vulnerable
user communicates
health  problems to

machine and expects it to
inform an agency (health
care) or act like a real
clinician. Still in the level
of earnestness

SARs

become surprising for an

systems  could

initial period of time but

supervise HRIs, how to
maintain SAR systems and
what levels of responsibility
are involved in such robotics
practices. Despite the access
challenge, justice also
questions the benefit and cost

of SARs for elderly groups.

scale (size of robot), the
concept of usability (how to
turn it on/off, how to interact
with it), or even the way that
the machine is “dressed” and
accessorized  that  could
influence the way SARs are
perceived by elderly groups.
Thereby peoples’ attitudes

and  expectations  could
determinant  to

the

become
understand eventual

success patterns and
personalizing elements that
can reinforce HRIs.

Social interaction between
caregivers, families and the
elderly is the wvehicle to
reinforce

understand and

social success.
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HRI
benchmark Beneficence Non-maleficence Justice Social care ethos
then decline in terms of
interest, engagement and
. therefore credibility
Social .
(problematic in health
Success

checks and supervision).
Thereby SAR systems
should be constantly
updated to create high
expectations throughout
the HRI life cycle.

TABLE 5 - ETHICAL ANALYSIS OF THE HRI BENCHMARK SOCIAL SUCCESS

3.8.7.5. SCALABILITY

In scalability (table 6) Feil-Seifer and Matari¢ (2009) talk mainly about the types of
interfaces displayed in SARs. How does a SAR respond to different users’ requirements?
How adaptable are the existing robotic interfaces to someone who cannot speak or cannot
move? Another question raised on scalability dealt with the fact the robotics research is
taking place in controlled environments such as robotic labs or hospitals. As Cairns and Cox
(2008) point out, “well designed and executed controlled experiments, can give confidence in
the practical results” especially in situations such as cognition or interactive behaviour.
However it is also true that the “causes of success or failure of new interactive systems are
commonly found in the broader context of activity rather than on the details” Cairns and Cox
(2008).

In the context of SARs we could expect such typical challenges with the aggravation that
robots do move and can affect directly the human perspective as well as the surrounding
environment. We should ask and be critical about how do robots adapt and respond outside of
such controlled environments such as robotic labs?

If we consider scenarios where interacting with the robot is essential to human beings then
the nature of SARs communication between robots and humans is relevant for defining the
nature of the interaction (Feil-Seifer and Matari¢ 2011) and the users’ role in such interaction.
As an example speech and body language could translate different levels of interaction
between humans and machines and inspire the development of new interfaces. This is of

primordial importance as scalability deals also with how SARs are able to respond to
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different users’ requirements and environments. Such area could be determinant in
complementing the outcome of the interaction itself, act towards the benefit of the user and
promote non-maleficence (Feil-Seifer and Matari¢ 2011). When it comes to the ethical
principle of autonomy one should regard that the level of care depicted in SARs isn’t to date,
anywhere comparable to a professional clinician (e.g. doctor or nurse). Thereby SARs
represent a tool to complement elderly care.

In terms of justice the judgment that care institutions could make for example when buying
a robot could be manipulated by marketing or wrongly perceived by potential users (both
caregivers and elderly users) about the realistic care potential of such SAR. Scalability needs
to be further research possibly also to understand how different cultures show different levels
of acceptability and interest in robotics technologies and how those could influence and
educate such growing industry over the next decades. Social care ethos will involve talking to
elderly groups and analyse their perspectives, attitudes, dignity and expectations towards
scalability in SARs.

Relative to the ethical principles selection in scalability we are considering different types of
interfaces provided to robotic users. However scalability is also associated with the space
where the HRIs take place. So the ethical principle of non-maleficence should contemplate
the spatial context of action and also the different types of interfaces that can reinforce HRIs.
In the ethical principle of autonomy it is important to consider that the level of displayed
autonomy of SARs is far from the level of human care and thereby SARs selection should be
informed as best as possible. On the same line it is important to highlight that the potential of
SARs could be involuntary misunderstood or wrongly depicted by marketing sources so the
ethical principle of justice plays an important role. Lastly social care ethos reinforces
people’s views and expectations towards different types of SARs and interfaces. One should
be aware that as SARs are used in different cultures also the people’s responses might be
different. Thereby attention is needed relative to cultural elements that can shape the outcome
of HRIs.

In the benchmark of scalability we are considering the ethical principles of non-maleficence,
autonomy and justice aligned with social care ethos. To date the core principle of beneficence

poses no additional challenge in the context of scalability.
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HRI
benchmark Non-maleficence Autonomy Justice Social care ethos
Scalability Currently SARs are | The level of care | The judgment that care | SARs communication

mainly developed in
controlled

environments such as
and

robotic labs

research centres
however it is required
much more HRIs focus.
Also the study of HRI
elements  such  as

speech and  body
language could inspire
the development of
better human machine
interfaces capable of
suiting different user
requirements and

environments.

depicted in SARs
isn’t to date,
anywhere

comparable to a
professional

clinician (e.g. doctor
or nurse). Thereby
SARs are a
complement for

elderly care.

institutions could make
for example  when
acquiring SARs could be
manipulated by
marketing sources or
wrongly perceived by
(both

caregivers and elderly

potential  users
users) about the realistic
care potential of such
SARs.

between robots and humans
is relevant for defining the
nature of the interaction itself
and users’ roles.

As an example speech and
body
translate different levels of

language could
interaction between humans
and machines and inspire in
the development of new

interfaces. Observing and
talking to the elderly relative
to the HRI experiences is
absolutely
develop SARs.

It is also important to notice

important  to

that cultural
should be
analyse different

investigations
promoted to
cultures,
feedback
towards SARs interfaces and

religions  and

their outcomes.

TABLE 6 - ETHICAL ANALYSIS OF THE HRI BENCHMARK SCALABILITY

3.8.7.6. UNDERSTANDING OF DOMAIN

In the task oriented benchmark of understanding of domain (table 7) Feil-Seifer and Matari¢

(2009) point out that the understanding of social dynamics of vulnerable users is essential to

develop good HRIs in SARs. Despite the fact that | recognize such argument as valid it is still

too futuristic to be part of the main technical guidance for SARs development. To date

robotics technical awareness towards human users and environments is immensely reduced.

In non-maleficence for example one should regard that currently robots lack the technical

abilities to recognise the majority of human alarming situations which could lead to

undesirable scenarios where the user is in need for urgent care (Feil-Seifer and Matari¢

2011). Scenarios such as medication reminders are tremendously critical to be misinterpreted
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by elderly users (is the person really understanding which medicine to take and when
(timetable))?. The understanding of messages delivered by SARs has an ethical dimension
that has to be closely followed. As an example in health information systems and tele-
monitoring technologies a recent case study revealed that the content of such monitoring has
to be well understood by patients. Dar, et al. (2009) reported a decrease in hospitalizations for
heart failure decompensation and a reduction in clinic and emergency room visits in 182
patients. The tele-monitoring system used involved constant intervention and understanding
from health patients. Elderly people were monitoring daily their weight, blood pressure, heart
rate and oxygen saturation and had to answer four questions relative to symptoms of their
heart rate decompensation. The binary answers were then forwarded remotely for posterior
analysis by a heart failure nurse.

From another perspective when it comes to the outcome of HRIs, Kidd (2008) demonstrated
better results in coaching individuals when monitoring long diets using robots rather than
using computer software or paper log methods. Both in health informatics and personal
robotics we start to sense the importance of understanding of domain and the need for
developing strategies that promote it.

In the domain of SARs results are unlikely to be mapped solely by delivering robots to
elderly individuals. In current care homes, human contact, personal motivation and
entertainment between caregivers, relatives and health professionals are of primordial
importance. Next stages of potential SARs ethical research might involve how to understand,
communicate and transmit meaning to elderly groups. Such challenge involves establishing
good multimodal interfaces reproduced by engaging robotic behaviours that can be mapped
with elements of imitation. When a SAR achieves such balance it is more likely to
communicate a message, in a pleasant, respectful and yet credible way (with authority) to
vulnerable users. In non-maleficence it is absolutely essential to retain the idea that the
message transmitted by SARs is being well perceived by vulnerable groups such as the
elderly. Social care ethos will involve talking to elderly groups to analyse their perspectives,
attitudes, dignity and expectations towards understanding of domain in SARs.

In terms of the ethical principles selection the understanding of domain benchmark deals
with the need for robots to understand social dynamics to better conduct HRIs. However in
the ethical principle of non-maleficence we should be aware that to date robots lack of such
functionality. Thereby attention is needed when elderly groups are under SARS supervision.
SARs supervision might change according to the elderly physical and mental condition and it
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is likely to be shared with human contact. However understanding of domain might also
encompass the notion of understanding SARs messages. Thereby social care ethos plays an
important role to continuously supervise the elderly and assure that the messages delivered by
SARs during care are perceived by their users.

In the benchmark of understanding of domain we are considering the ethical principle of
non-maleficence aligned with social care ethos. To date the core principles of beneficence,

justice and autonomy pose no additional challenge in the context of understanding of domain.

HRI benchmark Non-maleficence Social care ethos

When SARs for

communicating with elderly groups and reading

Understanding | Currently robots lack of technical abilities to using delivering care

recognise the majority of human alarming

of domain
lead to undesirable

situations which could their cognitive perceptions is essential. Next

scenarios where the user is in need for urgent | stages of potential SARs ethical research might

care. involve how to understand, communicate and

Scenarios such as medication and task reminders
are tremendously critical to be misinterpreted by
elderly users (is an elderly person really

understanding which medicine to take and when

transmit meaning to elderly groups. SARs should
be able to communicate messages in credible,
comfortable and yet respectful ways for elderly

groups. Talking and sharing points of view with

(timetable)?)

complement medication and task reminders with

It is likely that we need to | the elderly is absolutely crucial.
human supervision schemes. It is absolutely
essential to retain the idea that the message
transmitted by SARs is being well perceived by
vulnerable groups such as the elderly.

TABLE 7 - ETHICAL ANALYSIS OF THE HRI BENCHMARK UNDERSTANDING OF DOMAIN

3.8.7.7. PRIVACY

In privacy (table 8) Feil-Seifer and Matari¢ (2009) mentioned that robots could become
more invasive experiences than ubiquitous systems (e.g. CCTV cameras with image
processing techniques, microphones or other sources of surveillance) existing today.
However the author also mentions that due to the synthetic aspect of robots, SARs could be
in certain cases perceived as a less invasive experience than having a human being
supervising individuals. Feil-Seifer poses the following questions, does the user sense of
privacy relates to better robot performance as an assistive presence?; does the user privacy

impact on user satisfaction?””.
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According to the ethical principle of autonomy, when it comes to privacy in robotics, users
tend to perceive a robot’s camera as having similar capabilities to human vision which
represents a natural but false assumption (Feil-Seifer and Matari¢ 2011). It is likely that
SARs users will desire to be fully informed about their levels of privacy and how to select
such levels in assistive care. In beneficence it is important to highlight and demonstrate to
elderly groups the advantages of being supervised by SARs. However if one imagines that
SARs could supervise someone twenty four hours a day, seven days a week a question about
the location of the robot in an institution/ household and its patrolling routes arises. Locations
such as bedrooms, bathrooms are sensitive even for non-vulnerable groups so further
discussion and information is required with potential elderly users when it comes to robotic
supervision (Feil-Seifer and Matari¢ 2011). From a technical point of view privacy in
robotics could be established with the use of 3D silhouettes, or models that resemble the
human shape but do not promote the direct identification of individuals. Still in the autonomy
ethical principle a robot might not have sufficient capabilities to distinguish between
privileged information and information that can be shared with other systems (e.g. other
robots, search engines, social networks) or simply with human users. Such inability could
lead to potential unintended violations of user’s privacy. A robot is also constrained when it
comes to distinguish between individuals who can access and use information stored in a
robot from those who don’t (Feil-Seifer and Matari¢ 2011). The dimension of privacy in
HRIs is likely to be significant. In situations such as the supervision of elderly groups when
for example taking medications or monitoring walking patterns, a pleasant and respectful
relationship has to be continuously searched between humans and machines. Lastly in justice
if privacy agreements take place, different methods of supervision might well contribute for
the benefit of elderly users by reinforcing the standards of care that they have received.
Conversely high levels of supervision could also become part of jurisprudence when
analysing situations such as care negligence or abuse of individuals. As a result the privacy
benchmark needs to be further researched and developed in line with ethical core principles
and social care ethos.

Relative to the ethical principles selection in the benchmark of privacy we saw that robots
could be more or less invasive when for example supervising elderly users. The initial
privacy interpretation also questions the role of the user’s sense of privacy to the outcome of
the HRI. In the ethical principle of beneficence it is important to retain that SARs supervision
of elderly groups could contribute for the wellbeing of elderly users. However in the ethical
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principle of autonomy it is also important to be able to inform elderly users about their levels

of privacy during care. In that area further research needs to be done to better describe new

forms of elderly supervision. Privacy is a complex issue and because of its extension and

advantages it might in the future involve law considerations. Thereby the ethical principle of

justice should be considered. Finally in privacy, it is also important to read people’s

perspectives and expectations towards their levels of privacy involved in supervision. To date

the core principle of non-maleficence poses no additional challenge in the context of privacy.

HRI
benchmark Beneficence Autonomy Justice Social care ethos
Privacy Advantages of | SARs users should be fully informed | High levels  of | If SARs could
the elderly being | about their levels of privacy and how | supervision and | supervise elderly

supervised by

SARs  during
certain  periods
of time.

to select such levels in assistive care.
New forms of supervision could
encompass different  technologies
where the user privacy is guaranteed
according to different
Beyond that a SAR might not have

sufficient capabilities to distinguish

protocols.

between privileged information and
information that can be shared with
other systems (e.g. other robots,
search engines, social networks etc).
Lastly questions around who can
health

the

access (caregivers,

professionals or  families)
information stored in a SAR are also

pertinent.

privacy could also
become part of
jurisprudence  when
analysing situations
such as care
negligence or abuse

of individuals.

people questions about
the location of robots
and their patrolling
routes in institutions/
households arises.
Therefore we should
listen elderly groups

relatively to this.

TABLE 8 - ETHICAL ANALYSIS OF THE HRI BENCHMARK PRIVACY

In this section we reviewed Feil-Seifer’s HRI benchmarks considering the ethical principles

of beneficence, non-maleficence, autonomy, justice and social care ethos (table 9). It is

noticeable that there are advantages and disadvantages arising from the existing HRI

benchmarks. It is important to remark that beneficence guides the development of SARs

towards the benefit of elderly groups. However this assumption is directly related to non-

maleficence in the sense that as we develop machines for providing care we also
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acknowledge that they should not harm elderly individuals. Autonomy is also related to non-
maleficence since it can provide a set of advantages in care. At the same time the reliability
of SARs become extremely important to debate in order to find a balance between autonomy
and reliability in elderly care. Justice is related to the fair distribution of care resources
however justice might also be interpreted in legal terms if SARs become omnipresent in
ageing societies. Social care ethos constitutes an important guide to investigate elderly
people’s opinions, attitudes, dignity and expectations towards the use of SARs. That is an
essential exercise to better understand potential generic patterns and personalization elements

to be included in SARs capable of delivering care to elderly groups.
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HRI benchmark

Beneficence

Non-maleficence

Autonomy

Justice

Social care ethos

Imitation

Imitation is not only confined to
the imitation of humans and
robots (vice versus). New
categories of aesthetics where
the anthropomorphization,
zoomorphication, proxemics,
FOVs, colours or ergonomics
could be determinant for the
outcome of HRIs with elderly

groups.

What is the perception and the
realistic outcome obtained in
HRIs with elderly groups?

Through
demonstrations we should listen

practical  robotics

to people’s opinions and
expectations towards the
imitation aspects of SARs. New
categories
aesthetics of SARs could be

involving the

unveiled in imitation.

Safety

SARs should be designed in
ways that promote user safety.

Elderly people should make
informed decisions about the
desired level of care delivered

by SARs.

Due to inherent cognitive
limitations continuous
assessment should be performed
to analyse the elderly ability to
judge SARs autonomy. We
should observe carefully the
elderly individuals behaviours
arising from HRIs and talk to
them about it. Safety might not
be confined solely to physical
safety and further categories need

to be explored.
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HRI benchmark

Beneficence

Non-maleficence

Autonomy

Justice

Social care ethos

Autonomy

Autonomy in SARs should be
delivered in ways that promote
the benefit of elderly users.

Autonomy should be developed
and tested in ways that promote
elderly users safety (do not
harm). In situations where a
person might be in pain or
suffering SARs autonomy must
be overridden by human input
to dictate the course of actions.

SARs

human

Despite levels of

autonomy contact
should be maintained with
vulnerable users by promoting
social interaction between care
and

receivers, caregivers

families.

The elderly have right to make

their own care choices

relatively to the displayed
SAR:s levels of autonomy.

Elderly people should be listened
and provided with enough

information to guide their
decisions towards the displayed
SARs

However it is

levels of autonomy.
important  to
constantly assess elderly people
cognitive ability to decide about
SARs autonomy that can act
towards their benefit. Periodic
supervision checks should make
sure that elderly users have
sufficient human contact with
caregivers and families. Further
synthesis is needed to reveal new
categories of displayed autonomy
to be included in SARs.

Social success

The outcome of HRIs using
SARs should

benefit of elderly users.

promote the

HRIs with elderly groups using
robotic animals could result in
with  unknown
The

phenomenon could also be true

attachment

repercussions. opposite

in terms robotic deception (a

robot doesn’t meet users

Justice brings notions of
distribution of
If SARs are

fair
resources.
going to be implemented in
a near future then care
institutions have to debate

the fair access to such type

Information about SARs

capabilities and direct

behavioural responses are
extremely important to be

exposed and analysed with
elderly groups. There are aspects

such as the notion of scale (size
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HRI benchmark

Beneficence

Non-maleficence

Autonomy

Justice

Social care ethos

Social success

expectations) and could
jeopardise the outcome of care.
There is also the notion of
meaning and earnestness in
SARs. High levels of HRI
could also translate false
expectations when for example
a vulnerable user communicates
health problems to a machine
and expects it to inform an
agency (health care) or react
like a real clinician. Still in the
level of earnestness

SARs systems could become
surprising for an initial period
of time but then decline in
terms of interest, engagement
and therefore credibility (e.g.
problematic in health checks
and supervision). Thereby SAR
systems should be constantly
updated to create  high
expectations throughout the
HRI life cycle.

of technology, how to
supervise their interactions,
maintenance  of  SAR
systems and responsibility
towards them. Despite the
access challenge, justice
also questions the benefit
and cost.

of robot), the concept of usability
(how to turn it on/off, how to
interact with it), or even the way
that the machine is “dressed” and
accessorized could influence the
way SARs are perceived by
elderly groups. Thereby peoples’
attitudes and expectations could
become determinant to
understand  eventual  success
patterns  and  personalizing
elements that can reinforce HRISs.
Social  interaction  between
caregivers, families and the
elderly is the wvehicle to
understand and reinforce social

Success.
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HRI benchmark

Beneficence

Non-maleficence

Autonomy

Justice

Social care ethos

Scalability

Currently SARs are mainly
developed in controlled
environments such as robotic
labs and research centres
however it is required much
more HRIs focus.

Also the study of HRI elements
such as speech and body
language could inspire the
development of better human
machine interfaces capable of
suiting different user

requirements and environments.

The level of care depicted in
SARs isn’t to date, anywhere
comparable to a professional
clinician (e.g. doctor or nurse).
Thereby SARs are a
complement for elderly care.

The judgment that care
institutions could make for
example when acquiring
SARs could be manipulated
by marketing sources or
wrongly  perceived by
potential  users  (both
caregivers and elderly
users) about the realistic
care potential of such

SARs.

SARs communication between
robots and humans is relevant for
defining the nature of the
interaction itself and users’ roles.
As an example speech and body
language could translate different
levels of interaction between
humans and machines and inspire
in the development of new
interfaces. It is also important to
notice that cultural investigations
should be promoted to analyse
different cultures, religions and
feedback towards SARs

interfaces and outcomes.

Understanding

of domain

Currently  robots lack of
technical abilities to recognise
the majority of human alarming
situations which could lead to
undesirable scenarios where the
user is in need for urgent care.

Scenarios such as medication
and task  reminders are

tremendously critical to be

Communicating  with  elderly
groups and read their cognitive
perceptions towards care
delivered by SARs is essential.
Next stages of potential SARs
ethical research might involve
how to understand, communicate
and transmit meaning to elderly

groups. SARs should be able to
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HRI benchmark

Beneficence

Non-maleficence

Autonomy

Justice

Social care ethos

misinterpreted by elderly users

communicate messages in

Understanding (is an elc'ierly p.erson rfeailly credible, comfortable and yet
understanding which medicine respectful ways for elderly
of domain to take and when (timetable)?) groups. Talking and sharing
It is likely that we need to points of view with the elderly is
complement medication and absolutely crucial.
task reminders with human
supervision schemes. It is
absolutely essential to retain the
idea that the  message
transmitted by SARs is being
well perceived by vulnerable
groups such as the elderly.
Pri Advantages of the elderly being SARs users will desire to be | High levels of supervision | If SARs could supervise elderly
rivacy supervised by SARs during fully informed about their | and privacy could also | people questions about the
certain periods of time. levels of privacy and how to | become part of | location of robots and their
select such levels in assistive | jurisprudence when | patrolling routes in institutions/

care. New  forms of
supervision could encompass
different technologies where
the user privacy is guaranteed
according to different
protocols. Beyond that a SAR
sufficient

might not have

capabilities to  distinguish

analysing situations such as
care negligence or abuse of

individuals.

households arises. Therefore we
should

relatively to this.

listen elderly groups
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HRI benchmark

Beneficence

Non-maleficence

Autonomy

Justice

Social care ethos

Privacy

between privileged
information and information
that can be shared with other
systems (e.g. other robots,
search engines, social
networks etc). Lastly
questions around who can
access (caregivers, health
professionals or families) the
information stored in a SAR

are also pertinent.

TABLE 9 - HRI BENCHMARKS ETHICAL ANALYSIS
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SUMMARY:

In this section we have discussed the current HRI benchmarks along each of the cardinal
ethical principles of beneficence, non-maleficence, autonomy, justice as well as with social
care ethos. Imitation seems not only related with SARs imitation of human behaviour or
human imitation of SARs. Imitation in SARs is likely to expand aspects of aesthetics such as
anthropomorphization, zoomorphication, colours or ergonomics. Safety involves perspectives
of physical and psychological safety. The robot displayed autonomy could therefore
contribute for the human perceived level of safety and the user’s decision towards autonomy
selection. In autonomy we understood both the advantages and dangers associated to
medication dispensing, stopping therapeutic activities or robot safety issues. On other prism
the ethical principle of autonomy reinforces the user’s right to make informed decisions about
care, however when working with vulnerable groups such as the elderly users might not be
capable to understand the capabilities and limitations of a specific robotic system.

When it comes to social success the existing interpretation tries to understand if SARs do
accomplish their primary objectives. However the relationship between SARs social success
and the ethical principle of non-maleficence is extremely complex. Academic studies already
reported notions of attachment towards robotic animals during trial periods of HRIs with
elderly groups. Also the previous imitation elements presented in aesthetics could influence
the way SARs are perceived by elderly groups.

In scalability the previous HRI benchmarks work talks mainly about the types of interfaces
displayed in SARs. How does a SAR respond to different users’ requirements? How
adaptable are the existing robotic interfaces to someone who cannot speak or move.
Questions about locations of such SARs research also come to place, how do robots adapt
and respond outside of controlled environments such as robotic labs?

When it comes to non-maleficence, SARs communication is extremely relevant: speech,
gestures, facial expressions or body language could inspire the development of better human
machine interfaces capable of suiting different user requirements and environments.

The benchmark of understanding of domain highlighted the SARs understanding of human
social dynamics. However in terms of non-maleficence one should regard that currently
robots lack of technical abilities to recognise the majority of human alarming situations
which could lead to undesirable scenarios. In non-maleficence it is absolutely important to
retain the idea that the message transmitted by SARs is well perceived by its primary users
(the elderly).
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In privacy we examined the idea that robots could become more invasive experiences than
ubiquitous systems (e.g. CCTV systems). However due to the synthetic aspect of robots,
SARs could be in certain cases also perceived as a less invasive experience than having a
human being supervising someone. In autonomy when it comes to the supervision of elderly
groups a question about the selected location of a robot or its patrolling routes arises.
Additionally a robot might not have sufficient capabilities to distinguish between privileged
information and information that can be shared with other systems (e.g. other robots, search
engines, social networks) or simply other users.

Lastly it is important to mention that we need more practical HRI studies that could
incorporate the existing knowledge on HRI benchmarks and extend it. Such iterative journey
is likely to unveil ethical issues which are unique to human history. To address such
challenges we will need roboethics guidelines that can provide enough flexibility to
understand the ethical issues involved in different SARs applications. In assistive care, the
core ethical principles of beneficence, non-maleficence, justice, autonomy represent a base
for research allied with the concepts of social care ethos. In the next chapters we will explore
such paradigm through SARs “in-situ” research with the direct participation of elderly

groups, caregivers and relatives.
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CHAPTER 4 - RESEARCH METHODOLOGY

4.1. RESEARCH PHILOSOPHIES

Research philosophies guide researchers through the process of collecting data and further
analysis. Two main research philosophies are commonly applied: positivism and
interpretivism. Positivism advocates that reality is stable and can be observed and described
from an objective point of view (Levin 1988). On the other hand interpretivism states that
access to reality can be better explained by subjective thought (Winch 1958). Because of their
nature, the current research philosophies are better suited for certain types of studies than
others. As an example scientific contributions usually follow a positivist philosophy in the
sense that they try to prove and quantify an hypothesis through observed elements (e.g.
medical research, chemistry, physics, engineering, computer science). Social sciences and
humanities use interpretivism as a vehicle to access reality. The emerging effects and human
perspectives arising from a subject of study are key elements in social sciences. Additionally
research philosophies also encompass a set of proposed research methods (table 10) (Davison
1998). In positivism, research methods usually range from laboratory experiments, field
experiments, data collection through surveys and quantitative methods, case studies, theorem
proof through demonstrations, forecasting based on statistics or simulation of phenomena.
Interpretivism uses people’s subjective/argumentative views, observations and action
research to test theories, case studies to illustrate different perspectives, uses descriptive and
interpretive analysis of facts and opinions, makes predictions resulting from statistics and

lastly investigates the role of humans in theory and practice.

Scientific/Positivist Interpretivist/Anti-positivist
Laboratory experiments Subjective/argumentative
Field experiments Reviews

Surveys Action research

Case studies Case studies

Theorem proof Descriptive/interpretive
Forecasting Futures research

Simulation Role/game playing

TABLE 10 - POSITIVISM AND INTERPRETIVISM RESEARCH METHODS
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Quantitative research methods are usually used in natural sciences to study natural
phenomena. They typically use statistics to quantify data and generalize results from a sample
population. From a different perspective, qualitative research is used to gain understanding of
people’s attitudes, behaviours, value systems, concerns, motivations, aspirations, culture or
lifestyles. Qualitative research methods usually include interviews, focus groups discussions,
and “in-situ” observations with specific groups.

To better synthesize research philosophies, strategies and methods Saunders, et al. (2007)
present a “onion” research model which helps researchers illustrate their selected research
philosophy. The model shows research philosophies (positivism, interpretivism), approaches
(deductive (top-down) or inductive (bottom-up)), strategies (e.g. action research, case studies,
grounded theory) and the use of research methods (quantitative and/or qualitative) to

potentially collect data and analyse it.

4.2. RESEARCH METHODOLOGY

As we saw qualitative studies are related to the interpretative understanding of human
experience. This research (figure 6) follows an interpretivist philosophy with an inductive
approach (bottom-up). It uses different strategies to collect data such as practical robotics
workshops (experiments) and focus groups interviews. When it comes to choices mixed
methods are used (qualitative and quantitative). In terms of time horizon a cross sectional
period was delimited (8 months) to perform practical robotic workshops and gather data for

further analysis.
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Philosophies

Techniques and
procedures

FIGURE 6 - ONION RESEARCH MODEL IN THE CONTEXT OF THIS RESEARCH

Because of the robotics practical nature, field experiments need to be performed to better
understand emerging ethical issues when delivering SARs in elderly care. As we saw in the
HRI benchmark of scalability robots are mainly tested and operated in controlled
environments such as robotic labs which is not likely to translate the real ethical scenarios. As
Cairns and Cox (2008) mention the access to reality provides a better insight of how
information technologies can be used and ultimately perceived by their prospective users. On
the same perspective in SARs we need to connect with target audiences to investigate the real
benefits/dangers and limitations of SARs within the context of elderly care. As a result “in-
situ” robotics workshops will be performed with the presence of elderly residents, caregivers
and relatives in care/extra facilities. A qualitative analysis investigates limitations of the
existing HRI benchmarks and contributes with a new roboethics framework for the
development and introduction of SARs in elderly care.

Because of the particular sensitivity (e.g. health problems, lack of motivation etc.) of elderly
groups we had to investigate innovative ways of presenting the research and therefore explore

creativity as a method for data collection. Thereby the robotics workshops were originally
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designed through the form of a weekly “show” that involved a high immersive approach from
presenter and audience. We wanted to maintain the current care and extra care settings as
much as possible. The elderly residents should feel comfortable and act normally on their
daily activities to keep observations valid. Great care was taken to ensure that residents
understood their participation was voluntary and provided fully informed consent.

The robotic experiments were designed for approximately 45 minutes where user
participation was completely voluntary and the participant could manifest the will to stop at
any time. We try to minimize as much as possible the psychological pressure (it is always
present in any kind of technological trial). We are constantly monitoring any signals of
physical/psychological distress and ready to stop the experiments if needed. The research was
granted ethical approval by the University of Salford Research Ethics Panel in April 2011
under the code REP10/144 (see appendix I).

Such innovative research will analyse the emerging outcomes of HRIs in their natural
environments which is primordial to ethically inform the development and introduction of
SARs. Due the high sensitivity of the subject it is probable that the proximity between
researcher and participants might not be equally reproduced by other research projects.
However as elderly care providers mention “working with elderly groups, requires human
proximity and good communication levels” (Ensign 2004). Such premise was part of our

practical robotic workshops and data collection.

4.3. QUALITATIVE DATA PROCESS

As we saw the interpretivism philosophy assumes that access to reality, is possible through
social constructions such as language, consciousness and shared meanings. Interpretive
studies try to understand phenomena through the meanings that people assign to them. In the
case of information systems Walsham (1993) states that interpretive methods of research are
aimed to produce an “understanding of the context of the information system and the process
whereby the information system influences and is influenced by the context™. In the case of
SARs we need to understand the ethics of HRIs and its context. Such process is likely to
benefit from the interpretivism philosophy. However as Benbasat, et al. (1987) have
commented no single research methodology is intrinsically better than other. In fact authors
such as Mingers (2001) call for a combination of research methods in order to improve the

quality of research. As an example common research methods in human computer interaction
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involve controlled experiments, questionnaires and users interviews (Cairns and Cox 2008).
Controlled experiments have been used to evaluate interfaces and to understand cognition in
the context of interaction. The goal of a controlled experiment in human computer interaction
is to support a theory and make predictions about human behaviour (Cairns and Cox 2008).

Questionnaires are one of the tools to evaluate subjective measures in human computer
interaction. It is important to ensure the respondents can easily understand, interpret and
complete the questionnaires. Questionnaires can be delivered to respondents in online or
paper based formats and the number of respondents is depending on the objective of study
(Cairns and Cox 2008).

In interviews the main objective is to understand the meaning of what the interviewees say
(Kvale 1996). Interviews are particularly useful for getting the story behind participants’
point of view. The interviewer can pursue in-depth information around a certain topic.
Interviews are one of the most common methods used in qualitative research.

Another example of research methods deals with participants’ observation which is
commonly used in social sciences and psyc