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Nomenclature

List of operators

3
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cond()
sgnQ)
my
o[
E[T
F{¥
i
De{ly
Om{ 31

Scalar

Vector

Set of vectors between m-th response and allagiait locations
Matrix

Integration in time domain

Constrained quantity

Transpose of vector or matrix
Moor-Penrose pseudo-inverse (ef.=[H'H]™H ")
Inverse of square matrix

Regularised Moor-Penrose pseudo-inverse
Estimated value

Noise corrupted value

Averaged error gradient

Condition number

Signum function extracting sign of quantity
Gradient of a quantity

Partial derivative of a quantity

Statistical expectation operator

Fourier transform

Inverse Fourier transform

Real part of complex quantity

Imaginary part of complex quantity

Complex variable [ =+/-1)
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a(n) Acceleration response in (discrete) time domairijms

A (w) Accelerance function (excitation lgtresponse a) [mMNs?]
ACF Assembly Conductivity Function [response/unit exiodn]

B(w) Susceptance (imaginary part of mobility) [d¥]

CSS Component Source Strength [response/unit excifation
CV(Yi) Conductance value

e(n) Estimation error in (discrete) time domain for SISg@tem [m3]
en(n) Individual estimation error for SIMO and MIMO systdms?]
EM®) Eigenvalue measure

dm(n) Desired m-th response in (discrete) time domairims
dop,r{N) Measured operational desired m-th respons&[ms

Crattie,m(1) Fraction of measured desired m-th response cayseattting [ms?]
f,(w) Blocked force at source interface [N]
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Abstract

During driving on rough roads, rattle noise may pata from (electric power) rack-and-
pinion steering gears as a result of reverse feddifi@m the road. This project is in
collaboration with a German steering system marufac and aims to develop a
methodology facilitating identification and quard#tion of transient structure-borne sound
sources within electrical steering systems. To ehithis aim, a conceptual source-path-
receiver model has been developed that disclosghioretical locations and associated
mechanisms of all possible transient sound sounséde the steering gear. This information
forms the basis for a subsequent measurement stégh vis required to experimentally
guantify the strength of each individual sourcee Tileasurement approach is based on a time
domain equivalent of the in-situ blocked force noeththus facilitating independent source
characterisation on the fully assembled structlihe time domain (TD) approach relies on a
robust inversion routine that uses an adaptiverdlgo to simultaneously reconstruct multi-
channel (blocked) force signatures from operatioegpponses and the corresponding impulse
response functions both measured (in-situ) on #ssegmbled) structure. The TD inversion
routine is derived from the least mean square (LMgprithm which is widely used in
adaptive filter design. The accuracy and sensjtigftthe TD inversion routine is elaborated
and compared to the standard frequency domain savaerethod using simple numerical
examples. Its general applicability for sophisgchttechnical structures is evaluated by
example of an electric powered steering systemgbsubjected to artificial excitation. The
use of the TD approach for characterisation ofdiemt structure-borne sound sources based
on the blocked force method is discussed and difteprocedures to improve the force
estimation accuracy are proposed. These procedarede classified into methods that (i)
help to evaluate the quality of pre-measured fraqueresponse functions (FRFs) which are
required to set up the (inverse) system model,nfasurement routines that may help to
improve future FRF measurements conducted in4sguwhilst the steering gear is connected
to a special rattling test bench, (iii) correctginategies to separate contributions from known
(external) structure-borne sound sources diffefiem the desired (internal) rattling sources
and (iv) criteria that in theory allow for monitog the performance of the iterative TD
inversion routine precisely. Finally, the developertthodology is used to identify and

quantify rattle sources within a steering systemenmealistic testing conditions.
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1.1. Background

Today’s car manufacturers have to establish brdedtities around customer expectations
which are not purely based on functional or pragmebnsiderations but rather depend on
impressions and emotions. Vehicle acoustics andatiim comfort make significant

contribution towards these subjective quality atpaad have increasingly become important
sales arguments in international automotive indestrintensive research and development
effort has been directed to all kind of sound eegiing and Noise, Vibration and Harshness
(NVH) issues in order to design vehicles being @iaat with the steadily increasing quality

and comfort awareness of the customers. Howeveanrspg the physical as well as the

psychological domain, engineering NVH quality isheallenging and often iterative process.

Since the late 1990s, a rigorous reduction of engyre-road and aerodynamic induced noise
has been achieved [1]. Though, this improvementdiss given rise to lower masking of
previously less prominent air-, fluid- and struetdnorne sound sources, such as ancillary
units like fans, compressors or pumps for instaf@e Their contributions to the overall
interior vehicle sound and vibrations have in tgained significance with respect to
subjective assessment of the quality and comfoviebifcles. In the face of future hybrid and
electric powered vehicles, where the interior ndésels caused by the power-train will most
likely drop further, significant efforts have to beected to assuring high NVH standards for

all automotive components.

In vehicles, steering systems play a fundamented since they give distinction to the
passenger’s overall driving experience and henees@ongly involved in subjective quality
assessments. Furthermore, steering systems neachieve high power density, i.e. high
performance combined with lightweight design reiqgjiittle space, which, in some respects,
is contradictory to low-noise NVH targets [2],[3]o make things worse, secondary actions to
reduce vibro-acoustic transmission from the stgersystem into the adjacent vehicle
structure, e.g. by installing isolators at thedastg points or decoupling of steering gear and
steering column, are not necessarily possible dusafety, handling and vehicle dynamic
specifications. Considering these arguments, abious that NVH design and optimisation
is of particular interest for the development psscef steering systems; likewise it poses

significant challenges to the engineers responsible
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ZF Lenksysteme GmbH (ZFLS) is one of the major nfacturers of steering systems which
enjoys worldwide recognition. In order to cope witle continuous social and technological
changes, ZFLS has a policy of developing innovaktiigh quality products in every respect.

For this reason, intensive research is done irouarfields of engineering.

Regarding NVH, a major part of the research isairiby the necessity of providing the
engineers with appropriate tools for assessingtrating and designing NVH behaviour in
early development stages. Ideally, these tools ldhoensider both, objective and subjective
factors in order to account for the complete ‘cagffect-chain’ involved in the development
process. Here, ‘causes’ are thought of as phygeahmeters which are accessible as
measureable (objective) quantities to the enginebereas ‘effects’ reflect the customer’s
(subjective) degree of satisfaction with respecinttividual NVH demands. Grasping these
psychological aspects from an engineering pointviefv is already sophisticated. This,
however, becomes even more challenging with respeangineering NVH quality for
steering systems since the acoustical targets teeadatch the expectations of passengers
inside the compartment. Especially at early develamt stages component suppliers like
ZFLS do not have access to vehicles with repreteataibro-acoustic characteristics since

these may only exist as laboratory prototypes eneas numerical models.

Nevertheless, in the course of developing steesygiems it is of great interest whether a
structural modification will affect the NVH behawupinside the cabin. The method of ‘virtual
acoustic prototyping’ [4],[5],[6] offers powerfubbls capable of answering these and many
other NVH related questions. For this reason, &uslrAcoustic Prototype (VAP) for electric
power steering systems (EPS) was recently develiopid scope of an earlier PhD project at
ZFLS [7]. This VAP constitutes a computer repreatoh of a steering system installed in a
passenger car that allows prediction and auradisaif the steering induced sound inside the
compartment. Although the applicability of the VARs successfully been tested for different
types of electrical steering systems, using spesitering manoeuvres [8], its general use is
limited to cases where the steering system is densdl as one entire vibro-acoustic source in
the vehicle. Certainly, treating the steering systes a collective of all inherent sub-sources
yields important information about its overall vebacoustic behaviour. However, in many
situations designers and engineers strive towaidgeeh levels of detail. Identification,
quantification (characterisation) and rank ordemfighe underlying source and transmission
mechanisms is often thought of as the bases fectefe NVH design [1]. Having this

information on hand, designers and engineers dectallecide whether specific sub-sources
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and transmission paths respectively have to benig#d in order to reach distinct NVH
targets.

One recent field of research at ZFLS in which teiel of sophistication is essential deals
with the occurrence of ‘transient sounds’ in elieelrsteering system and its perceptibility by
passengers inside the car. The aim is to idertéyttansient sound sources within the steering
system and to develop robust methods to quantdyiritiating dynamic excitation forces
acting inside the steering system. Based on thevleuge of the internal excitations more
detailed VAPs of electrical steering systems cdodldachieved which has been the motivation

for ZFLS to set up the research project presemt¢kis thesis.

Before elaborating the exact motives and relatgdatibes of the thesis (section 1.6) the idea
of Virtual Acoustic Prototyping (section 1.2) , serfundamental thoughts on the generation
and the assessment of steering induced sound ide®lisection 1.3), as well as a more exact
statement of the physical problem (section 1.4)lamal it can be best addressed (section 1.5)

will briefly be reviewed.

1.2. The general approach of Virtual acoustic Prototypim

For the purpose of this thesis, a ‘Virtual AcousBeototype’ (VAP) will be considered

pursuant to the definition given by Moorhouse ir. [Bccordingly, a Virtual Acoustic

Prototype (VAP) is “...a computer representationaofachine, e.g. a washing machine,
fridge, lawnmower etc., such that its sound cahdmsd without it necessarily having to exist
as a physical machine”. Explained in a more comgmsive way, a VAP constitutes a
numerical tool to synthesis and auralise the safralvirtually assembled machine which is
constructed from elementary vibro-acoustic souraed transmitting elements that best
represent the generating mechanisms inside the meahine. The latter explanation is
preferred at this stage since it discloses onédh@fnbost basic principles of virtual acoustic
prototyping, namely: sub-structuring an assembladhme into its most basic vibro-acoustic

‘active’ and ‘passive’ components.

Active components are those that initially geneestteustic disturbances, e.g. electric motors,
compressors etc., while all remaining parts ofrttechine that transmit or radiate excitations
from the active components, such as housings @paices, are considered as being ‘passive’
[4]. Each individual source is characterised by Gorhponent Source Strength’ (CSS)
accounting for the elementary vibro-acoustic getmggamechanism taking place within the
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machine while transmission and radiation proces$éise passive structure are characterised
by ‘Assembly Conductivity Functions’ (ACF), usingmow band frequency domain metric in

each case.

In order to allow for ‘virtually’ combining and ekRanging active and passive components in a
non-reactive way, an essential requirement of tA€ 6 that sources can be characterised
independently of the remaining passive structur@ \@ne versa [6]. Accordingly, the CSS
must constitute an intrinsic property of the soutself [5].

Hypothetically, all data could be obtained from heit measurements or numerical
calculations. Yet, it is stressed that auralisatiequires adequate description of all internal
source mechanisms as well as the sound transmiasbmadiation processes over the entire
audible frequency range. For sophisticated techmoafigurations, e.g. a steering system
assembled in a vehicle, these demands make it atngable to obtain reliable VAPs purely
by employing numerical methods. Especially sourcedefiing is still insufficiently
developed to handle most active components [6].s€Eguently, the source strengths (CSS)
generally have to be measured. By contrast, exeatah characterisation of the active
sources is particularly difficult since meaningfueasurements can only be obtained whilst
the source is operated under realistic load andntirag conditions. However, applying
advanced measurement techniques, as mentioned or fhore recent developed methods
such as [9], have proved sufficient to yield rea®WAPs even for sophisticated industrial
applications, as discussed in [4]-[6] and [10] extjwely. In the framework of this study it is
assumed that characteristic data for both, actidepassive, components can only be obtained

from experimental measurements.

Having determined all essential characteristice #ttive and passive data sets can be
combined in order to synthesise the noise outpth@iirtually assembled machine. The sum
of all M excitations (CSS) weighted by the appropriatesfi@rfunctions (ACF) yield the total
output of the machine (usually sound presg)rat a defined external receiver poiRf,and a

given frequencyp, [4]
P (@) =3, 0S8, (@) ACE(a). (1.1)

Note, equation (1.1) is written in the most genéoain and does not specifically distinguish
whether an active component comprises airborne ,(ABid- (FB) or structure-borne (SB)

excitations. In general, each elementary vibro-attoumechanism requires a separate CSS
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and the appropriate ACF. Furthermore, the terms maybased on different physical
guantities accounting for AB, FB or SB excitations.

The synthesised spectrum of the noise output, & fdllowing considered to be sound
pressure, is only an intermediate result. To satls postulated audibility requirement of the
VAP, the spectrum has to be converted into a peedesound by auralisation [4]. Various
problems to achieve audible sound of sufficiengterfor an operating machine have to be
overcome. Different solutions to this issue canfdend in literature, see amongst others
[6],[7].[8] and a brief discussion on general drawks of the frequency domain VAP

approach is given in section 1.5.

Regardless which method is used for conversion,ctlteome of the VAP is always an
auralisation of the sound pressure at discretaadpgadints in the virtual environment. The
auralised sound provides a more or less accurgteession of how the assembled machine
would sound if it were operated under the same itiond in reality. In [6], Moorhouse refers

to this substantial feature of a VAP as ‘listeniagnachines that don’t exist’.
To sum up, the following steps are essential ttdNMAP:
* Sub-structuring of the complete machine into actind passive components.

* Independent characterisation of all active souusesg measurement techniques that
allow quantifying the source strengths, while tbgpective sources are operated under

real conditions.

* Independent characterisation of the remaining passiructure using measurement

techniques that account for all transmission, pgagan and radiation processes.

* Virtually assembling active and passive data set®erder to achieve spectral and
temporal signals that can be (objectively and iively) analysed and heard by

experts and non-experts respectively.
Note, the first three steps are of particular sgéfor the presented research project.

Having understood the general approach of virtualuatic prototyping, one could argue
whether all the efforts required to construct a VAR proportional to its advantages. If
measurements on the physical components are stliied, why not assembling the whole
machine and simply capture the temporal struct@irégscsound output? The answer to this
question purely depends on the specific purposenfich a VAP is used. To discuss this

question in detail in the context of using VAPs #ectrical steering systems, some basic
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understanding of the generation and assessmeneefirgy induced sound in vehicles is
required, as provided in the following.

1.3. On the generation and assessment of steering indctsound

While driving a car, multiple sound sources arengcin parallel. According to their particular
strengths and the corresponding fluxes of vibradatio energy, a mixture of all contributions
from each source can be perceived by passengede itne cabin (cf. equation (1.1)). Aside
from the well-known sources of driving noise, suab engine, drive line, tyre-road
interactions or wind [11] many other air-, fluidr structure-borne sound sources are present
in vehicles. According to Brass [1], in modern cags to 200 ancillary components pose

possible vibro-acoustic sources, amongst themralgmiwered steering systems.

Under normal driving conditions, the contributiohsteering induced sound on the overall

interior sound is insignificant. Contributions frodominant driving noise sources, such as
engine, tire-road rolling contact or wind, are kmote be orders of magnitudes higher so that
they typically mask steering sounds [12]. In these, passengers inside the car cannot

perceive the steering system as a sound sourbe wehicle.

As soon as the dominant driving noises drop ogft, when parking the car or performing
standstill steering, electrical steering systems weke substantial contribution towards the
overall interior vehicle sound. However, even & thteering system becomes noticeable as a
sound source in the vehicle, most passengerseilaite the perceived sound to the function of
the steering system. Hence, the annoyance for pgeise experiencing this or a similar
situation is typically judged as low, if a modeayeration according to the specifications of
the EPS can be assumed. In the following, the temational sound’ will refer to this kind of

steering induced sound.

In other driving situations, e.g. rapid steeringlawing on poorly conditioned road , transient
forces at random times can be originated insidestbering system. These forces result in
unintended acoustical phenomena with likewise tesmissound patterns that often stand out
the accustomed driving sounds. Such stochastic gghena can emerge as ‘rattling’
[3],[13],[14], ‘klonk’ [13],[12], ‘groaning’ [11],[13] or other sound patterns, depending on the
underlying excitation and driving conditions regjpesly. In this report, the generic term
‘transient sound’ will be used to describe thesengmena. The main interest of the presented
research is devoted to the generation of rattlgd.
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Whenever transient sounds are excited, the chanteat passengers inside the cabin will
perceive the disturbance and judge it as a dedgety though no mechanical faults are present
or the functionality of the steering system is etiéel. This so-called "perception of a fault’
(PF) is purely dependent on the subjective judgerokthe passenger and poses a high risk

for complaints [1],[15], for which reason ZFLS aitasminimise PF by design.

No matter if functional or transient sound is sebg® noise control, difficulties always result
from the fact that assessing NVH quality comprises individual perception of each
passenger (perceptual domain) whereas the parameittrin the control of designers and

engineers are restricted to physical parametegs(phlysical domain).

As discussed prior to this section, VAPs could helpnk both domains, the physical and the
psychological. Doing so, designers and engineersildvdoe able to perform design
optimisation in the physical domain while evalugtithe improvement of a certain design
modification in the psychological domain by listegito and rating of the auralised interior
vehicle sound. Yet, this approach will only be mignt if the VAP comprises a detailed
description of the physical domain. Regarding time @ minimize PF by design, this means
that all internal transient sound sources needetednsidered when modelling the physical

problem in a VAP.

1.4. The physical problem

Electric powered steering systems (EPS) are coregidgess predominant structure-borne sound
sources in vehicles [2],[3], for which reason air® contributions are negligible regarding
their audible perception in vehicles [7]. By defioin [16], structure-borne sound is originated
due to internal dynamic forces acting within a aiorg solid body, e.g. the steering system.
Physical connections between this source and tha@nady passive structure allow for
transmission of vibrational energy from the vibmgtsource into that passive receiver, e.g. the
vehicle body. The injected energy is propagatetiiwithe receiver, forcing it to vibrate. Due
to vibro-acoustical coupling, e.g. between the iaside the cabin and the shell of the
compartment, audible sound may be radiated whicbaled ‘structure-borne sound’. All
interrelated processes of generation, transmisgoopagation and radiation of structure-
borne sound span the physical domain of steeridgced noise in vehicles and are to be
considered when modelling the problem, as showngare 1.1.
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Steering system (StSys) Interface Vehicle body (VB)
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Je—— Virtual Acoustic Prototype (VAP) —>]|
Figure 1.1: The physical problem behind steerirtyged noise in vehicles

The physical domain can be modelled as a multipfuti single output (MISO) system:
Several different source mechanisn(k =1..K ), act as inputs of the system and, according
to the mixing and filtering matrice& and ACF accounting for related transmission,
propagation and radiation processes within therisigesystem and the vehicle body
respectively, contribute in varying degree to timgle sound at the driver’s equz. Note, the
system model in Figure 1.1 is depicted in most ggnrm to allow approaching the
problem in time domain as well as in frequency diomkn time domain the matrices and
ACF perform convolutive mixing to their respective utgsignals whereas linear mixing is

assumed in frequency domain.

From an engineering point of view it makes senssefmarate the physical domain into two
sub-domains, the steering system (StSys) and thieleebody including the air space inside
the cabin (VB). Both parts are coupled through ssvehysical links. Physical links in this
respect only account for mechanical but not foruatioal or vibro-acoustical coupling. In
reality, such links are usually formed by rigid oestions between the steering system and
the remaining vehicle structure, e.g. bolting oByat and sub frame (Figure 1.1
connections between StSys and tie rodg (€ coupling of StSys and steering colummy)C

respectively. The entity of all mechanical connatsi represents the interface through which
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vibrational energy can be transmitted from therstgesystem into the vehicle body. At the
same time, this interface separates the part ofpttysical domain that is in the range of
control for designers and engineers at ZFLS (St&ysh the non-controllable part (VB).
Although the design targets for engineers at ZFteSdefined only for the steering system,
both parts have to be considered in order to aehaewvalisation of the interior sound which is
required to judge NVH quality.

In Bauer’s aforementioned VAP [7], the steeringteysis assumed as ‘black box’ which is
characterised by its ‘external properties’ at thieriface to the vehicle. Doing so, no detailed
information about the structure-borne sound praeegsside this box is necessary. A VAP is
achieved by relating the external dynamic properaé the steering system (CSS) and the
properties of the conducting vehicle body (ACF}he cabin soundpf, using equation (1.1).

It has been shown [7] that the external properiea steering system can be characterised
independently of a receiver structure, allowingnteasure its source strength in arbitrary
physical assemblies, e.g. when connected to abtssth. For this purpose, the component
source strengths (CSS) has to be expressed in @hiblwcked forces obtained in-situ by
employing frequency domain inverse techniques [18], Transmission, propagation and
radiation processes taking place inside the conmayeehicle body are accounted for by using
vibro-acoustic transfer functions (ACF), measunedaireal vehicle between the connection
points of the StSys and a point inside the compamtngoinciding with the head position of
the driver. Although auralisation can be achiewedhis way, the usability of this VAP for
noise control engineers with respect to minimizipgrception of a fault’ (PF) by design is
limited. The major shortcoming of this approach tkat neither the internal source
mechanismss() nor the internal mixing and filtering processAs inside the steering system
are considered.

Gaining this information is the aim of the presentesearch project. Concerning the source
mechanismsg), the internal transient sound sources withintaleal steering systems are to
be identified and suitable methods have to be dgeel in order to quantify their strengths.
The source strengths have to be intrinsic quastitiethe internal sources to make them
independent of receivers coupled externally tostieering system, e.g. test bench or vehicle
body. This requirement allows considering transieaiund sources in future VAPSs.
Transmission and propagation processes within tBgsSare to be characterised as well,
yielding the mixing and filtering matriA. This matrix directly relates the contributionstiog

independent internal sources)( to the external quantities of the steering Sys(€SS), e.g.
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blocked forces at the interface to the vehicle. €kternal quantities (CSS) composedsof

andA then could be auralised using Bauer’s VAP [7].

Providing such a detailed VAP, noise control engisewvere able to rank order the internal
transient sound sources according to their partiatribution to the perceived interior vehicle
sound. In this way, dominating internal sourcesdde identified and optimised first, before
focussing on weak contributing sources that majuemice PF only moderate. Applying a
detailed VAP of a steering system would furthervpde essential insight into the internal
generation, transmission and propagation procesbdsansient structure-borne sound in
electrical steering systems. This comprehensioridcbelp engineers to evaluate whether
primary modifications on the active sources or sdapy actions on the conducting passive
structure are necessary for minimizing PF. Clealygh a sophisticated VAP, allowing users
to figuratively ‘look into the steering system’ tead of studying the overall vibro-acoustic
behaviour of the entire assembly, would be innaeaéind could offer many other advantages

for various noise control tasks, too.

1.5. Time domain representation of electrical steeringystems

Having disclosed the physical problem of steerimduced transient sound in vehicles, the
guestion of how best to address it remains. Asoeédbd, sources and transfer paths are to be
characterised independently of each other andiaatiain based on the combination of these
characteristics should be possible. Each of tresees is challenging and various solutions of
different level of sophistication to each matten dze found in literature. Most of them
employ techniques in which the physical problemejgesented either in frequency domain or
time domain. Favouring one representation overwther depends on the specific application

and the particular motivation.

It is believed that the problem of transient soundvehicles originated within electrical
steering systems can be best approached in timaidoirhe motivation for this hypothesis is
explained in the following.

First, it is noted that the temporal structurehsd tnvolved signals should generally be taken
into account when choosing between frequency domathtime domain representation. For
example, impulsive, irregular or modulated sigreas generally hard to catch in frequency
domain [19]. Regarding transient sounds in steesggtems, e.g. rattling, the internal

originating forces, aimed to be identified withinig study, are caused by some transient
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mechanical phenomena, such as colliding assemfiiresnstance. Hence, structural and
acoustic responses provoked by the internal foades carry transient features, so that

tackling the problem in time domain is favoured.

Second, the source characterisation issue posesense problem since neither the transient
excitation forces inside the steering systesy or the external dynamic (blocked) forces
acting at the interface to the vehicle connecti@SS) can be measured directly. Commonly,
such ill-posed inverse problems are addressecquéncy domain where matrices containing
measured frequency response functions (FRFs) lmabe inverted. Yet, these methods are
well known to suffer from poor conditioning andhe highly sensitive to measurement noise.
Although the robustness of the solutions may beravgd with some form of regularisation
(see amongst many examples [20],[21]), usually iBaamt effort and expertise is to be
directed to obtaining satisfying results. Regardpugsible applications of VAPs for NVH

engineers, this special know-how cannot be expected

Third, the transfer paths between the internal sieait sound sources and the external
connection points of the steering system are tcchracterised. Although the structural
dynamic properties at the external interface tovileicle have proved to be invariant on the
steering angle [7],[8], it is not known if the im@l transfer path may vary in time due to
dynamic steering. If so, employing time domain niloig techniques could be advantageous
to account for the time-varying nature of the int#rdynamic properties. It is noted that
dynamic steering will not be considered within ttesearch project.

Considering the VAP issue, one of the main objestief Virtual Acoustic Prototyping is to
synthesise and auralise the sound of a virtualnasige As discussed in section 1.2, the
general approach of virtual acousting prototypisdased on representing the active (CSS)
and passive components (ACF) in the form of nartmamd spectra. A spectrum of the
machine’s sound output can be synthesised by congbboth data sets according to equation
(1.1) and auralisation is achieved by converting gpectrum into time domain. However,
directly employing inverse Fourier transformatianthe obtained sound pressure spectrum
does not necessarily yield sufficient time sigrfalsauralisation. Time signals gained in this
way may suffer from missing phase information, aga result of spectral averaging which is
sometimes required to determine equivalent souteengths (CSS), or from bandwidth
limitations in frequency domain yielding insufficienumbers of data points so that only very

short time samples can be processed [6]. Solutmonsercome these hurdles can be found in
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literature, e.g. by artificially increasing the nien of data points of the synthesised spectrum
by spectral interpolation [6] or adopting compuiaglly intensive hybrid approaches in
which frequency domain methods are used to gainsfiea functions of the passive
components (ACF) that first are transformed inteetidomain FIR filters before synthesis and
auralisation is carried out by convolution with sesed source strength time histories (CSS)
([7], [8])- However, it is argued that a VAP ditgcrepresented as time domain model in this
context would be more straightforward. First, ibedieved that auralisation carried out solely
with time domain data could avoid most of the abmentioned problems. Audible sounds of
any length could simply be generated by directiyvaiving the temporal data of the passive
structure (ACF) with the time data of the activeurses, the latter representing time
dependent CSSs captured for an arbitrary operétirgy In this way, general problems due to
converting data from frequency domain into time domcould be avoided completely.
Second, time domain VAP models would possibly bedteow for relating time dependent
passive data (ACF), e.g. steering angle dependansfer functions, to specific causative

events in the captured source data (CSS).

Finally, since perception is generally dependenthantime signature of a noticed sound [1],
capturing a signal's temporal waveform throughditesolutionary stages, i.e. generation,
transmission, propagation and radiation, may pmwadditional important information to

noise control engineers.

1.6. Thesis objectives

To provide useful guidance for addressing the mmobbf transient structure-borne sound
originated within electrical steering systems ahd &associated problem of perception of a

fault, the following aims have to be achieved:
* Identification of internal transient sound sources:

The most crucial phenomena responsible for thergéona of transient sound within
electrical steering systems and their correspondipgrating conditions have to be
identified. A methodology needs to be developedciviallows the source locations
inside electric powered steering systems (EPS)eodétermined. The underlying
physical mechanisms are to be characterised as lweltder to provide better insight
in transient sound issues to engineers and design&trLS, a simple and clear model

of the theoretical structure-borne sound processtein EPS shall be achieved.
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Development of a measurement strategy:

In order to provoke internal transient generatimgés, external excitations need to be
applied to the steering system. Therefore, a gjyat@s to be evaluated that allows
applying controlled external excitation forces tee tsteering system. The concept
needs to consider that all measurements have tcabeed out while the steering
system is coupled to another structure, e.g. ab@sth, which is required to provide

this external excitation. Thus, in-situ measurenteciiniques have to be used.
Independent characterisation of the internal s@urce

To independently characterise the transient soondces within real steering systems
a concept and a practicable approach have to belaped that allow the individual
strength of each structure-borne sound source tpubstified, ideally in terms of time
domain blocked forces obtained from measurementsedaout in-situ. This task
poses several challenges. First, a general timeasioroutine being able to provide
robust and accurate solutions to the associateztsavproblem has to be established.
The method should allow for simultaneously recarting multi-channel (blocked)
force time signatures based on measured data goitthe applicable even for
sophisticated technical structures, such as sgpeystems. Second, since the time
domain routine is used to quantify the individuaiesgths of each internal transient
sound source from measured data, numerical to@fi be achieved that can be
employed to evaluate the quality of this measumd.dn this way, defective data can
be detected before carrying out the inversion @lgor. Theoretical and practicable

feasibility are to be tested in both cases.
Relating internal transient sources to externgpertes:

The contributions from all independent internal rees have to be related to external
properties (blocked forces) determinable at theneotion points of the steering
system. As can be seen from Figure 1.1, this o#lahiip is given by the mixing and
filtering matrix A. A philosophy and a practicable approach are todéeeloped
allowing for quantifying the mixing coefficients dfiis matrix. If both, the internal
sources &) and the mixing matrixA) are identified, a model of the physical system
can be built directly relating the internal tramdiesound sources to the external
properties of the steering system. If this objexi achieved, Bauer’s VAP [7] could
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be employed in order to investigate the influen€es@ach internal transient sound

source on the perceived sound inside the vehidmca
» Validation of the obtained methodology based ohlieach measurements.

The methodology as well as all theoretical and tprakcapproaches developed within this
research project shall be feasible for any typeledtric powered steering system produced by

ZFLS. By way of example an EPSapa PL2 steeringesyst used within this study.
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2.1. Introduction

In the previous chapter the problem of transienticstire-borne sound and the associated
phenomenon of perception of a fault (PF) withirctleal steering systems were discussed. In
this respect, independent characterisation of itiesient sound sources inside the steering
system was stressed to be one of the most fundahtasks to be achieved within this study.
Being able to quantify the activity of the internaburces as well as the respective
transmission paths between each source and thesciimm points at which the steering
system is coupled to a supporting structure, ewghécle body or a test bench, would provide
important information to designers and engineetsraay serve as initial guidance in order to
reduce PF by design.

Unfortunately, structure-borne sound source charaettion in general is complicated due to
the highly individualistic nature of each sourceei@er system and the required balance
between accuracy and simplification [22]. Typicalltructure-borne sound is originated
within the source due to internal dynamic forcesilng from one or more sound generation
mechanisms, e.g. stick-slip, impact, unbalances[28] that make the source vibrationally
active. Activity, in this respect, is defined a® ttombination of all internal processes which
give rise to the vibrations [24]. Source activitgncbe expressed as the free velocity, the
velocity of the freely suspended source, or thek®d force, the force at the contact with an
inert receiver [25]. If the active source is cortedcto a receiver both structures exert forces
and moments on each other so that vibrational gneag be transmitted at the connections
between the source and the receiver; the lattewln€h may ultimately radiate audible
structure-borne sound [16]. The interfacial foree&l moments as well as the vibrational
responses (e.g. velocities) acting at both strastuhowever, dependent on the structural
dynamic coupling of source and receiver, convemtigrexpressed as mechanical mobilities
or related frequency response functions [26], dbagethe activity of the vibration source. In
most engineering structures, like machinery, caogpletween active components (sources)
and the connected passive receiver is possibleghrearious very different types of physical
links and, at each connection, translational foalesg three mutually perpendicular axes as
well as three moments about these orthogonal axesct at the interface. As a consequence
of this, the power transmission at a contact poam be influenced by vibration induced by
forces and moments acting in all degree of free{D@F) at adjacent mounts on the source-
receiver interface [27]. Thus, rigorous source abarisation and determination of power
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transmission theoretically requires consideratiballokinds of coupling between the different
contact points, i.e. transfer, cross and crossfeanmobilities are to be considered [24].

Moreover, to fully quantify structure-borne soundnismission from the source into the
receiver in theory all of the causative forces amaments have to be considered. However, on
account of several practical limitations direct si@ang the interfacial forces and particularly
the moments is rarely possible. Instead, invers¢hotks may be employed that allow
inferring the causative quantities from more adtéssquantities, like structural responses,
which are representative for the effects of thespdal problem [28]. Since the source
characterisation problem in this way may emergarasll-posed inverse problem, severe
numerical difficulties have to be dealt with in erdto obtain robust solutions [28],[29]
required to achieve reliable quantification of trespective source activities. Additional
challenges inherent in the source characterisairoblem result from the need to quantify
active sources independently of a connected receaiwvacture. In the context of transient
structure-borne sound, as in the case of electstesring systems, the ambition to achieve a
description of the source activity in time domased section 1.5) further increases the

complexity of the general source characterisatiablem.

In this chapter some of the existing methods taléathe general problem of structure-borne
sound source characterisation will be overviewdte most basic relationships and state-of-
the art methods regarding structure-borne soundacteisation will be reconsidered in
section 2.3. Particular attention will be devotedrtobility based methods since these allow
sub-structuring, i.e. calculation of the propertoésn assembled structure using the properties
of its parts, as well as utilising measured inpatadwith reference to repeatable boundary
conditions which is favourable with respect to ipeledent source characterisation
[22],[26],[17]. Furthermore, basic aspects of thengral inverse problem in structural
dynamics, as inherent in some of the presentedigebs, will be discussed. A number of
different approaches for solving the inverse problen the context of indirect force
identification will be presented in section 2.4lldwed by a discussion on their applicability
for sophisticated structure-borne sound problemsumary and some concluding remarks
on the source characterisation problem as reldearthis study will be reasoned in section
2.5.
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Since all of the presented techniques invoke cascegying on linear and time invariant
(LTI) system theory a brief discussion on the agsion of LTI behaviour for electrical

steering systems subjected to internal transiamtiégeneration is provided in the following.

2.2. Assumption of linear and time-invariant system behwsiour

All methods presented and used in this study invpkeciples and concepts based upon
linear and time invariant (LTI) system theory. Imetcontext of steering induced transient
structure-borne sound assuming LTI behaviour mayelver be controversial. The generation
of transient structure-borne sound is caused byedonm of mechanical excitation inside the
steering system (StSys) which sometimes may betrtmusas being related to time varying
or even nonlinear system behaviour. Consideringpiiienomenon of rattling for example,
transient forces are provoked inside the steergay ¢y impacting assemblies due to load-
dependent short-time lifting and abrupt equalisimgvements between adjacent components
(see section 3.3.3). The associated non-determsinsbcesses of interfacial movement,
occurrence of clearance as well as possible tagsthanges in the local physical properties
of the structure (i.e. dynamic mass, stiffness dacdhping) point towards nonlinear, rather
than linear, system behaviour [30]. If furthermatgnamic steering is considered, the
transmission paths between the internal sourcemegand any point on the coupled source-
receiver system, e.g. StSys connected to a teshhmma vehicle body, may vary with time so

that again the strict LTI assumption is violated.

On the other hand, considering the StSys expliaflya nonlinear and time-varying dynamic
system is believed to be over-constrained and, overe would exceedingly exacerbate
tackling the problem of steering induced transgind. This is due to the fact that no unique
analytical or experimental approach to deal witihnlmear system identification is available
[30],[31],[32] and modelling of time-varying systeproperties for sophisticated technical
structures is generally difficult, in particular @m non-deterministic and fast varying

mechanisms are to be dealt with.

In practice, almost all complex technical structuaee nonlinear to some extent or show some
form of time variant behaviour [32],[33]. Howevean the vast majority of engineering
applications concepts and methods based on linesers theory have satisfactorily been
employed to analyse the structural dynamics angetform system identification, provided

that (i) the original system can be assumed to &akapproximate time-invariant state at the
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time when analysis or system identification is perfed and (ii) some check of linearity is

carried out to ascertain that the degree of noatibefor the prevailing testing conditions is

sufficiently small [33]. In this respect, test pedcres based on the evaluation of
homogeneity, distortion and reciprocity of pre-mead frequency response functions or
evaluation of the system’s linear input-output tielaship by means of the coherence function
are most commonly used [30],[32],[33].

The problem of impact excited structure-borne soocclrring within mechanical structures
has been studied by numerous researchers, as esidéor example, by Dobson and Rider
[34], Inoue [35] or Hundhausen et al. [36]. MostthEé published approaches favour the
reasonable compromise of invoking concepts ancciplies based on LTI system theory. For
example, in agreement with premise (ii), Inouelef3b] place emphasis on assuming linear
system behaviour when the deformation of a mechhmsitucture being subject to impact
excitation can be considered to be small enougtetpect geometric nonlinearity. In [37] and
[1] Steinberg explicitly stresses that the vastarmgj of impact provoked rattling phenomena
perceivable inside passengers cars can be condideramear and approximate time invariant
problems if a mode of operation according to thsigie specification can be assumed and

under the assumption that premise (i) is met.

Within this research project, it is assumed thdhlpremises, (i) and (ii), can consistently be
met for which reason approximate LTI system behaviwill be assumed for electrical

steering systems with regard to internal transsenind generation. However, all fundamental
assumptions as well as actions or test procedum@sriaken to justify this hypothesis will be

discussed in the relevant sections of the thegs.aft this point, it is re-emphasised that LTI
system behaviour constitutes the most basic assumpt the presented research project. As
a corollary of this, all concepts, theories and hnds based on the linear superposition

principle can be invoked, including
« Convolution integrals
* The theory of linear integral transforms, such asrker transformation and its inverse
* Frequency response functions (FRFs) for vibratiedysis in frequency domain
e The theory of linear operators and spectral theory,

amongst others [33]. This enables one to addresprttblem of source characterisation in the

context of steering induced transient structuregab@ound in either time domain or frequency
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domain, since approaches may be transformed fra@momain into the other without losing

generality.

As discussed in section 1.5 it is beneficial tofgren identification and quantification of
transient sound sources within electrical StSystime domain. However, all source
characterisation approaches that will be emplogatiis study represent time domain duals of
established frequency domain techniques; some afhare widely used in the realm of
vibration. In the following, the most promising dugency domain source characterisation
methods for the given application case are reviewed noted that most of these methods
have rarely been employed in time domain mainly tuthe fact that the computational task
for deconvolution, as typically required to soluavérse) source characterisation problems, in
frequency domain is far less than that for decamvarh in time domain [35]. However, it will
be shown (chapter 4 and 5) that a novel time donmamersion routine can be used to

overcome most difficulties inherent in the generlrce characterisation problem.

2.3. Characterisation of structure-borne sound sources

To predict structure-borne sound in assembled tsires such as vehicles, machinery and
many other situations two essential problems inrdam of vibration are to be dealt with.
First, a description of the source’s vibration wtyi is required. Second, the ability of the
source to transmit vibrational energy to connestedctures (receiver) has to be quantified. A
combination of both quantities can eventually bedu® characterise the power transmission.
Difficulties associated with the related discipbneof source characterisation and
determination of power transmission result parttgnf the inherent complexity of the
interaction between structure-borne sound sourpdstlaeir connected receivers and partly
from the different objectives that motivate reskarcthese fields, e.g. formulation of source
strength as an independent property of the sourabeotrade-off between simplicity and

accuracy of an approach.

In literature, the expression ‘structure-borne sbwource characterisation’ has been used as a
synonym for a wide range of approaches descrilviregpme way the vibro-acoustic behaviour
of a source based on an ensemble of physical gesntvith respect to internal excitation
mechanisms, dynamic properties, time dependengendence on the operation conditions,
etc [23]. For the sake of clarity, ‘structure-boseund source characterisation’ in this study

will refer to a unique description of the sourcatslity to deliver structure-borne sound power
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expressed as a set of measured data. Ideallyotireescharacterisation must be a property
solely of the source, i.e. it has to be insensitvehanges in the receiver structure. In this
way, characterisation of a vibrational active seuro/ariant to a given installation case or the
dynamic coupling between the source and the recam& which it is mounted can be

achieved. This is what will be called ‘independaftaracterisation of structure-borne sound
sources in the following. Some other desirableufiest of such an approach would be to
express source strength as a single (frequencyndep® value and to achieve a

characterisation that forms a basis to calculate gbwer transmitted when the source is
installed [38].

Source characterisation and vibrational power trassion has been under intensive research.
In 1987 ten Wolde and Gadefelt [39] suggested abmunof possible characterisation
approaches and it became apparent that differerdtgte-borne sound problems may require
different source descriptions and associated methimd characterisation. Since then
significant effort has been directed to addres#eggeneral problem of structure-borne sound
characterisation and prediction. There have be@ews and comprehensive introductions in
papers, for example by ten Wolde and Gadefelt [B8éen [40], Olhrich [41],[27], Verheij
[42],[43], Fulford and Gibbs [44],[45],[46], Moorlase and Gibbs [47], Petersson and Gibbs
[24], Moorhouse [38], Hynna [22], Elliott [17], Ema [48], Bauer [7], Pa¥iand Elliott
[49],[50], Moorhouse et al. [9],[51], Bonhoff [5$$3] or most recently by Alber et al. [38].
The various concepts and approaches proposed atwated by different objectives
according to which different classification betwebe methods can be made. However, it is
noted that no consistent categorisation can bedfauiiterature. In the following, distinction

is made between measurement approaches and pyadagproaches. There is, however, a
certain overlapping of these categories and somthads may be classified differently

according to the particular purpose of use.

M easurement approaches:

Measurement approaches are mainly concerned wathdtuisition of the required data such
as the source activity or the structural dynamiopprties of the involved structures.
Examples are the direct measurement offitbe velocity of resiliently mounted machines as
issued in the international standard ISO 9611 [$Hé direct measurement of blocked
forcese.g. [55], different approaches to measureoherational forces(and moments) acting
at the source-receiver interface although thesenatrénvariant to the receiver structure, e.g.
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indirect methods by Thite and Thompson in [20],[2R&vE and Elliott’sin-situ techniques

to indirectly measure mobility and free velocitywhen the source is coupled to a receiver by
elastic mounts [49],[50] or indirect methods pragmbsby Elliott and Moorhouse et al.
[9],[51],[17] allowing forin-situ measurement of the blocked force and the nmlity for
arbitrary coupling conditions between source ameiker. However, none of these measured
guantities can be collapsed to a single value thhmanslational and rotational degrees of
freedom (DOFs) are present, because of their diimealsincompatibility. Furthermore,
considering that up to 6 DOFs at each connectidwdsn source and receiver may be
relevant for characterisation, the measurementted®well as the comparability of different
sources on the basis of so much data can be sebgadsyantageous. Usually, simplifications
can be achieved by (i) neglecting cross-couplingvben local and global transmission
coordinates, and (ii) reducing the number of trassion paths taken into account by ignoring
contributions in the occasional troublesome rotatiocoordinates, which are often of
negligible influence [27]. Note that measuremergrapches will be discussed in more detail
in the subsections 2.3.1 to 2.3.4.

Prediction approaches:
Prediction approaches facilitate simplified compani of vibrational sources by processing

(measured) data in order to calculate, for exantpke transmitted power when the source is
connected to a receiver structure. Examples areetteption plate method e.g. Spéh and
Gibbs et al. [56],[57],[25], where the vibrationusce is attached to a standardised receiver
structure and the transmitted power is calculatesked on the averaged velocity response as
well as the knowledge of the receiver’s loss factord its mass. Unfortunately, the
characterisation is not independent of the receaed does not generally allow the
subsequent prediction of transmitted sound whetalied [38]. However, velocity source
(source mobility much lower than the one of theereer) and force source (source mobility
much higher than receiver mobility) approximatiaas be achieved by choosing receivers
that constitute light-weight [58] or heavy weigh9] structures, respectively. The reception
plate method has been developed to become an Eurdiandard as issued in EN 15657-1
[60] and EN 12354-5 [61]. The method reduces thaplete complex power description to a
single equivalent value which can be seen as detriah with respect to physical transparency
[62].
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Mondot and Petersson [63] propose characterisatian single-point and single-component
source-receiver installation based on $berce descriptor and the coupling functionBoth
expressions can be derived by manipulation of Kaeteequation of the complex power (i.e.
half the dot product of the force applied to theereer by the operational source and the
coupled velocity at the source-receiver interfadd)e source descriptor characterises the
ability of the source to deliver power independegrdf the connected receiver while the
coupling function represents a ‘filter’ (ratio die source and receiver mobilities at their
common interface) determining how much power is ifieated. Together, as a product, the
two functions establish the power delivered [46JleDo using a power basis to describe the
source strength translational and rotational cbations are dimensionally compatible and
can be collapsed to a single frequency dependdoe \j&3],[38]. Although this method
allows rigorous characterisation of the source petelently of the receiver as well as
determination of the transmitted power, it is ofied practical use regarding multi-point and

multi-component systems.

To overcome this problem the methodology of thes®descriptor and the coupling function
can be combined with Petersson and Plunt’'s corafefbie effective mobility [64],[65]. The
concept is based upon the premise that any poiat nmulti-point-connected system can be
considered individually if the effects on that pgoof all other points and components of
motion are taken into account [44]. If this prentsdds, the concept of effective mobility can
be used to reduce a multi-point and multi-componsatirce-receiver coupling to an
equivalent single-point and single-component capeessed as a linear combination of point,
transfer, point-cross and transfer-cross mobilieslving force (and moment) ratios [53]. As
shown by Petersson, Gibbs and Fulford in [66] at#],[respectively, the effective mobility
can be used in the source descriptor for sourceactaisation. However, due to the force
(and moment) ratios which are inherently dependgain both the source and the receiver
structures, the source descriptor is no longernaariant property of the source [44]. By
assuming or statistically estimating these ratid§],[ the independency of the source

descriptor can however be retained [62].

The source descriptor concept was further develdgyeiloorhouse in [38] where multiple-
point-connected systems can be dealt with usinghlagacteristic power which represents
the equivalent to the source descriptor for sipglats. In analogy to Mondot and Petersson'‘s
coupling function Moorhouse introduces the coupliagtor which is defined as the constant
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of proportionality between the complex power (emoisspassing through the source-receiver
interface to a receiver structure and the magnitoidéhe characteristic power. Thus, the
characteristic power together with the couplingdacan be used to determine the emission
of machines. Furthermore, Moorhouse [38] introduties maximum available power
(mobility of receiver is complex conjugate to theusce mobility) and themirror power
(source and receiver mobility are equal in magmitadd phase) which can be considered to
represent the ‘worst case scenario’ and the ‘mdtdueirce-receiver scenario’, respectively.
However, experimental investigations of the chamastic, mirror and maximum available
powers showed that the power transmission from wacsoattached at multiple points to
different receiver structures was best describedhleycharacteristic power [17]. All three
descriptors, the characteristic, maximum availaiplé mirror power are theoretically rigorous
results since (i) they are purely based on indepeingroperties of the source, (ii) they
characterise the source’s ability to transmit stmesborne sound power accounting for all
mechanisms such as forces and moments and (i)f#uditate useful comparisons between
different sources based on single frequency-depgngieantities [38]. However, since no
simplification is included in the formulation ofehcharacteristic power the characterisation
effort is generally high. Furthermore, the approaghbased on a formulation requiring
inversion of a possible ill-conditioned matrix $@t obtaining the characteristic power purely
by measurement is likely to be problematic. Thesetgal difficulties are, however, inherent
in any attempt to characterise structure-borne d@onrces and do not devalue the theoretical
importance of the characteristic power [38]. Inesrtb reduce the measurement effort and to
circumvent amplification of measurement errors tluehe inherent matrix inversion [62],
Moorhouse and Gibbs in [67] introduce some simdtiions for measuring the characteristic
power. Based on Moorhouse’s characteristic powerdimplified ,characteristic structure-
borne sound power level’ has been issued in thegaan Standard EN 12354-5 [61].

Verheij et al. [23],[42] introduce a characterieatimethod based on so-callegdséudo
forces. Note that a similar approach, termed ‘equivalemtes’, is presented by Laugesen
and Ohlrich in [68] as well as by Janssens etngl69]. Pseudo forces represent a number of
fictitious forces that are assumed to be fully gglént to the actual internal excitation so that
they produce exactly the same vibrational resparséhe source’s outer surface and the
entire receiver structure. The measurement metlepdesents a variant of indirect force

identification (cf. section 2.4) in which the pseuftirces are measured in-situ, i.e. while the
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source is coupled to the receiver. In this way iethod respects the multi-dimensional
interactions between source and receiver struciire.pseudo force method has been used
successfully for rank ordering of transmission pd#é8] or for a comparison of the activity of
different machines [70]. An advantage of the metiwthe flexibility in choice of pseudo-
force excitation positions due to which no greadcfical restrictions or limitations with
respect to performing the necessary measuremefiteappear [23]. At the same time, the
flexibility of the method has a drawback as welhc® the choice of pseudo-force positions is
arbitrary, sets of pseudo-forces are not uniquewhbich reason comparisons of different
experiments may be cumbersome, and need additodélling and/or measurements [70].
Furthermore, pseudo-forces are in general deperafetite receiver structure and therefore

are not a truly independent property of the so{B8¢

A similar approach to Verheij's pseudo forces wesspnted by Lai in [71]. Based on in-situ
measurements of the mobility and the operation&city at the source-receiver interface
whilst both source and receiver are coupled, théhoaeyields the so-calledsynthesised
force approximation’ from the product of the inverted mobility and tbperational velocity.
As stressed by Elliott and Moorhouse in [18] thetbgsised force turns out to be the blocked
force. The method as formulated in [71] is valid éosingle point only. Since the excitation
and response points are defined at the contaafantethe method allows for prediction of
structure-borne sound power transmission at thistpbBor sources with multiple excitations,
the total input power can be approximated by surgrttie input powers from all components
at all contact points. However, the method requineasurement of the driving-point mobility
at the contact between source and receiver whash Istructures are coupled. Applying
excitation to measure the mobility in most casewsispractical.

Simplified characterisation of the structure-bosmeind excitation and determination of the
transmitted power of operating machinery can alsoabhieved by measurement of the
equivalent force on the source-receiver installation using directreciprocal substitution
methods, as outlined by ten Wolde in [39] and dised in Janssens et al. [69]. Here, a single
equivalent force is used to describe the overallosacoustic behaviour of the source. Further
application of the equivalent force technique afenenced in Bonnhoff and Petersson [62].
They also stress that the approach is promisingsisimplicity but, considering multi-point
and multi-component systems, it is rather unlikélgt a single fictitious excitation force will
characterise the source sufficiently well.
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Other advanced and elaborate techniques for detemgnipower transmission have been
developed that provide helpful physical insighthwiéspect to design and optimisation of the
source or the complete installation. In [72],[78)#ngton et al. achieve useful simplification

by employing amultipole expansionfor predicting low frequency power transmissiohisl

is done by expanding the acting forces and vekxitto a number of poles, e.g. monopole,
dipole, quadrupole etc. The power transmitted friv@ operating source to the connected
receiver is approximated as the sum of the powarsinitted by these poles. However, the
receiver structure must be geometrically symmdtiacathe source is a set of uncorrelated
outputs [74].

Moorhouse and Gibbs et al. [75],[76] usigenvalue expansiorof the mobility matrix for
characterising multi-point transmission. The traittad power is expressed as the sum of
orthogonal power modes based on the eigenvaluesigedvectors of the real part of the
receiver mobility matrix. This approach can be ¢deed as a generalisation of the multipole
approach [27] and for structures featuring two padicular axes of symmetry the gained
eigenvectors correspond to physically highly corhprsible excitation modes such as
monopoles or dipoles etc. [62]. However, withouiayetry a physical interpretation of the
eigenvectors is difficult. In Ji et al. [74] thisetihod is referred to as thedwer mode
approach’ and further approximations are developed for tme@ximum possible, the

minimum possible and the mean value of the traristhjtower.

Recently, Bonhoff and Petersson in [77],[78] haxaneined a characterisation method based
on ‘interface mobilities’ that can be used for multi-point transmissionhpems involving
parallel source—receiver interfaces of either @icror continuous form [27]. Instead of
treating each contact point between the sourcetlandeceiver separately, a single interface
comprising all contact points is considered. Withinlosed contour, the velocities, forces and
mobilities at the source —receiver interface areodgosed into orders by means of Fourier
series [79]. As shown in [77] the interface molebt can be used to reformulate the source
descriptor concept [63] so that source-receiveerabiies with multi-point or continous
connections can be investigated. The applicabibty interface mobilities for source
characterisation relies upon the admissibility @glecting a possible coupling between
different orders. In [80] the coupling between eiéint orders is found to be negligible.
However, the practicability of the concept of ifiéee mobilities is primarily determined by

the number of orders required to achieve a progsolution in the intermediate and upper
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frequency range. At the moment there exist no geéndarification of the influence and
significance of higher-order terms [62].

In summary, rigorous characterisation of structure-borne soswurces and determination of
the transmitted power for multipoint connected seureceiver installations is extremely
complicated. Research in these fields has beererdrby different objectives and various
approaches of different level of sophistication dndoeen developed. At the present, there
exists no general applicable method for the presicof structure borne sound or the
characterisation of structure borne sound sourdesvever, despite the different points of
view the general consensus tends to favour an erdEmt source characterisation with
simplifications made where possible and approprja#. The focus within this research
project is on applying and establishing measurenmaethods that facilitate accurate
acquisition of the data required for structure-lgosound source characterisation which may
form the basis for rigorous prediction of the tmaitted power in future studies. In the
following the most promising measurement approaaras basic principles with respect to
characterisation of structure-borne sound sourcegectrical steering systems are elaborated.

2.3.1.Mechanical mobility and related frequency responséunctions

The dynamic characteristics of a linear and timaiiant structure can be described by the
frequency response function (FRfFaccording to

H(w =P e 2.1)

a(w) ae™

where B is a kinematic variable used to describe the mesp®f the system to an excitation
acting at its input described by the kinetic valeab , o is the circular frequency,denotes
time and j =+/-1.

For mechanical structures the kinetic variable camstitute an excitation either by a
rectilinear force or a moment. The kinematic vdeaban be a translational or rotational
response expressed in terms of displacement, welociacceleration [81],[26]. Thus, FRFs
given as per Eqg.(2.1), i.e. the ratio (kinematariable / kinetic variable), defines the
willingness of a structure to vibrate in responseatforced disturbance [82]. Note that for
each FRF a reciprocal (inverse) function exists,ictvhis also a FRF (kinetic

variable / kinematic variable), describing the stmice of a structure to vibrate to a given
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excitation. Depending on the choice of the kinematrriable (response) different standard
definitions of the FRF and the equivalent inversaction have evolved [26].

The FRF formed by the phasor ratio of the accetaratesponsea (w) at a pointi on the
structure to a forcef, (w) applied at poink is called ‘accelerance’ or sometimes ‘inertance’.
Under the condition that the structure is alloweddspond freely without any constraining
forces acting on it other than the intended exoitastk, the accelerance is formally defined
as

_a(@)
A@=3a (2.2)

jek =0

Note that ‘point’ in this context is used to meastiba location and a direction. When the
point of excitation collocates with the responsep6 =k ) the FRF is called ‘direct’,‘driving
point’ or ‘point’ accelerance. OtherwiséAk ) it is termed ‘transfer’ accelerance. Other FRFs

can be obtained in a similar way by relating theoeigy responsey,(w) or the displacement

responsex (w) to an input force yielding FRFs defined as thebitty’

Y, (@) =)

f (@ (2.3)

fjzk =0

and the ‘receptance’ (also termed ‘admittance’ipbance’ or ‘dynamic flexibility’ [26])

- X ()
Re(w) = f@ (2.4)

fja =0

respectively. The corresponding reciprocal FRFs aseally termed ‘apparent mass’
(M =12/A), ‘mechanical impedanceZ(=1/Y) and ‘dynamic stiffness’ =1/R) respectively
[26]. In engineering vibration problems, structwedponses are commonly measured in terms
of accelerations for which reason accelerancesliaeetly measureable using a dual channel
analyser, an accelerometer and a force transducdr Measuring mobilities requires
knowledge of the velocities which corresponds toirgegration of the acceleration time

histories. Integration in time domain is equivalemtn multiplication by(1/ jw) in frequency

domain so that the mobility can conveniently beaoted from the accelerance by

Y, (@) = D). (2.5)
jw
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Similar relationships can be found for all otherAF-fgpes [81]. The mobility and impedance
representation is most widely employed in struchoee sound source characterisation since
it is more convenient in describing mechanical pots@nsmission in contrast to accelerance

or receptance and their inverses, respectively. [17]

To describe the dynamic characteristics of mulgrde of freedom (MDOF) systems mobility
functions between several input and response DGive o be measured. A convenient
formulation can be achieved by stacking all mopilitinctions up in one big frequency

dependent mobility matriX, according to

Y11 Y12 T Xq
Y, Y, Y,

Y= 7 Z 7 (2.6)
le Ym2 Ymn

wherem denotes the total number of response DOFsnati number of excitation DOFs.

Note that for convenience the frequency dependefgy of the mobility elementsy;is

dropped in Eq. (2.6).

In practice, the elements of the mobility matrande measured by applying one force at a
time to each DOF of interest allowing the structtwerespond freely, and the individual
elements are obtained as the complex ratio of #récplar velocity response to the single
induced excitation [81]. Thus, considering anotlmgut DOF of the mechanical structure
results in adding another column for the excitatiory, whereas considering an additional
response DOF requires expandivdy another row. Generally, the mobility matixis not
necessarily square, allowing more responses toohsidered than induced forces and vice
versa.

For LTI systems the principle of vibro-acoustic ipeocity [43] holds so that the transfer
mobility between any pair of DOHRsandj remain unchanged if the response and excitation

DOF are reversed, and th¥g«w) = Y; (@) . As a consequence of this, an ideal mobility matri

has to be symmetrical along the main diagonalatufe that will be discussed in more detail
in chapter 4.

Furthermore, the imposed boundary conditions (ateseof further forces) ensure that
individual elements of the mobility matrix remainaffected if additional rows or columns
are added or eliminated so that they are invat@mamach other [7]. This means that a certain

mobility elementY, remains the same although measurements are madeeatpoints [81],
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which allows structures to be subdivided into ddfg parts and each part can be
characterised separately. Instead, elements ofctmesponding impedance matrix, i.e.
Z(w) =Y *(w) where the inverse is assumed to exist, are nairigmt of each other making

experimental determination of the impedance madtimost impossible (see e.g. [26] for
further explanation).

However, different techniques to measure mobilaydibeen established (see e.g. references
in [82],[83]) so that the mobility concept can sctintly be used to describe the dynamic
characteristics of even sophisticated MDOF systeas®d on experimental data only. Hence,
it allows sub-structuring but does not suffer fronodelling inaccuracies as, for example,

imposed by high-frequency limitations when thetérelement method is utilised [26].

In the following the mobility concept is used tesdebe the dynamic properties of the passive
source-receiver system which is required to obtam independent characterisation of

structure-borne sound sources.

2.3.2.Direct measurement of free velocity and blocked fae

Independent characterisation of structure-bornengdagources is possible in terms of the
source’s active properties. Parameters typicalgdusre the free velocity [39],[84],[45] and
the blocked force [85].

The velocity of the source when operating with rtemal forces acting is defined as thee

velocity of the source
Ve (@) =V (@) (2.7)

where v is the vector of operational velocities at the iifstee at which the sourcB is
connected to a receiver structure in normal opamatf is the vector of forces applied

external to the source and denotes radian frequency [17]. The boundary carditof no

external forces limit approaches to measure fréecitees to situations where (i) a constant
velocity source idealisation can be assumed [16thab free velocities can theoretically be
obtained from in-situ measurements or (ii) the seucan be separated from the receiver
structure to conduct operational measurements wudgormable boundary conditions. In the
more prevalent latter case, the separated souscwliee mounted resiliently, e.g. by means of
elastic bands, foam or suitable isolators, in sashay that free boundary conditions can be

assumed. As a rule of thumb, in practice the sonorahbility has to be much smaller than the
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mobility of the required mounting and the surroumgdimedia. Commonly a mobility
mismatch of more than 10 dB within the interestiingquency range is considered as
sufficient [7]. Although these conditions most oftean be met sufficiently and the free
velocity approach is widely accepted in principtetihe extent that it has been standardised
[54], severe difficulties prohibit the general uditdp of the method for many engineering
vibration problems.

The major downside of the free velocity conceptltssfrom the need to separate the source
from any rigid support which is not practical foany machines and active components [51].
In practice, this requirement prohibits charactgr of sources running under load or rather
to account for internal excitation mechanisms iesid@tive components that may vary with
the external loading, e.g. transient sound sountceslectrical steering systems which are
caused due to interactions of the StSys and extdynamic forces. Hence, the assumption of
ordinary operation conditions without load is nengrally valid for engineering applications
as machines may be designed to work against loat,as motors or pumps, for instance.

To circumvent difficulties with free mounting ordd-less operating conditions blocked forces
may be used for independent source characterisaliomblocked force is defined as the
force that is required to counter the operatiomalrse velocity at the interface at which the

source is connected to a receiver to zero

fbl (w) = _fs(w) (28)

vg(w)=0"

The blocked force vector is directly related to flee velocity vector (Eq. (2.7)) by the source

mobility matrix Y as follows
Vi (@) = Y (0 (@) - (2.9)

Note, since the source mobility is a structuralpemy invariant of the receiver and the free
velocity is an independent characteristic of theirse, the blocked force must also be
invariant of the receiver.

In theory, true blocked terminations, i,(w) =0, can be achieved by connecting the source

to an infinite rigid receiver structure. In praetithese conditions can only be approximated
over a limited frequency range requiring large agal test rigs [51]. As a rule of thumb, the
mobility mismatch between source and receiver nigstopposite to the one of the free
velocity concept so as to ensure approximate btbdkeminations. However, even if the

boundary conditions can sufficiently be met, measwent of the blocked forces is not always
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straightforward. Blocked forces cannot be measureersely while the source is blocked as
the velocity downstream to the source-receiverriate need to be zero according to the
definition in Eq. (2.8). Therefore, the only way ieeasure blocked forces is directly using
force transducers which have to be inserted betwbensource and the (purpose-built)
receiver. Difficulties result from the fact that,each point where source and receiver connect,
up to three orthogonal forces and three momentsitatbese axes exist so that direct
measurement of all interfacial blocked quantitiesymot be practical for sophisticated multi-
point-connected structures. Design and functiopail#sues of the source or potential
alteration of the interfacial conditions may funthprohibit non-reactive instrumentation into
the flux of forces (A detailed discussion can benfd in section 2.4).

Hence, the free velocity and the blocked force ea@hn yield independent source
characterisation if the mounting and operationalditions are fulfilled in theory. However,
the fact that these conditions differ from the istad conditions and practical difficulties with
experimental measurements limit the usability oés#h approaches, in particular for
sophisticated engineering problems as in the chskectrical steering systems, for example.

2.3.3.Measurement of operational contact force

An alternative method to the free velocity and kbxt force approach is to measure
operational forces. From the earlier discussions dear that for source characterisation the
transmission process between the source and tleéveeds crucial. The transmission is
governed by the interfacial dynamic forces, thecalted contact forces, acting between the
active source and the passive receiver. Hencecdméact force can be interpreted as a
representative quantity of the source activityd@pecific source-receiver installation. Source
characterisation based on contact forces is adgeots in the sense that measurements can
be conducted in-situ, i.e. when the source is cciedeto the receiver; thus ensuring realistic
operating and mounting conditions.

Since direct measurement of the contact forcegmuffom the same difficulties as discussed
previously for the direct blocked force method,itadt measurement techniques have to be
conducted using inverse methods. Inverse methods h&en widely and successfully
applied, particularly in transfer paths analysiPAT (see for example [19],[86],[87]).
Sometimes these methods are referred to as ‘invierse synthesis’. The basic idea of
applying inverse force synthesis is to infer theigdd forces from structural responses
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observed in-situ at some points on the receiver-gihich can be related to the actual
excitations utilising the corresponding FRFs wharle measured on the separated receiver
structure between the assumed force input locatiansl the response locations.
Conventionally, operational velocities and molsktiare used as response and FRF quantities,

respectively. The relationship is illustrated igiiie 2.1.

Figure 2.1: Two-stage measurement approach forrdatation of contact forces in-situ. Assembled ciive
C comprising the sourcg& which is active due to some internal source meishass, and the passive receivey
a,b andc represent all degree of freedom on the correspgnidiierfaces of structures B andC, respectively;
o indicates that operational measurements are coedluc

Accordingly, a two-stage measurement approachgsimed from which the true operational

contact forced, . can be synthesised as follows

fo (@) =Y (@V ¢ o) (2.10)

B,bc

where " indicates that the contact force is eswghatather than directly measured,

Y, ,.denotes the mobility matrix of the separated resrestructureB containing the mobilities

measured between all DOFs on the contact intertaemd the reference DOFs on the

receiver-interfaceb (see Figure 2.1-right),v., is the vector of operational velocities

measured in-situ on the coupled structu@ewhilst the source is active (see Figure 2.1-left)
and the inverse of the mobility matrix is assumedxist. To improve the force estimation
process the number of considered response locatbrtbe receiver interface should
increase the number of force input locations arfatec, so as to overdetermine the set of
linear equations in Eq. (2.10). The inverse in tiase is replaced by a pseudo-inverse. Note

that inverse methods and associated difficultidisexplicitly be discussed in section 2.4.

The disadvantage of this approach is that the eouphobility as well as the obtained
dynamic contact force is dependent upon the prigsedf both the source and the receiver.

Thus, measured contact forces are only valid foeréain source-receiver installation and so
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are generally not suitable for independent souhaacterisation. From a practical point of
view separation of the sub-structures for measunésnef receiver FRFs is not ideal since
dismantling is time consuming and is not alwayssfms. However, it is re-emphasised that
the operational measurements are conducted irsgitinat realistic operation and mounting
conditions can be achieved. Furthermore, no ingniation within the sensitive contact zone

between source and receiver is required.

2.3.4.The in-situ blocked force approach

A relatively new approach, known as the in-situckkd force method, was published by
Elliott and Moorhouse et al., see for example [@8],[17],[9] or [51]. The measurement
approach of blocked forces in-situ is very similarmany respects to the measurement of
operational forces by inverse force synthesis [88)s combining practical merits of the in-
situ measurement techniques with the merits ofpeddent source characterisation by the
blocked force approach. In the following the irudilocked force method is introduced with

reference to its application for characterisatibtransient sound sources in steering systems.

As discussed in chapter 1, the generation of temtsiounds in steering system is caused by
external excitations (EBO and EBR). Thus, the stgesystem needs to be coupled with
either the vehicle body or a test bench in orderxcite internal transient sources. To
characterise the steering system at its connegimnts or the internal source locations
independently of a receiver structure the in-siticked force method is essential. The basic

principle of the method is illustrated in Figur@ 2.

Figure 2.2: Two-stage measurement approach forrrdatation of blocked forces in-situ. Assembled
structureC comprising the sourcA which is active due to some internal source meishass, and the passive
receiverB; a,b andc represent all degree of freedom on the correspgniditerfaces of structurels B andC,

respectivelyp indicates that operational measurements are ctediuc
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Considering an assemb{y consists of a sourck, e.g. the steering system, and a recesjer
e.g. a test bench. In this assembly the sourcensexted to the receiver structure at the given
subset of co-ordinates. Furthermore, it is assumed tasburce can only be operated in the
given assembly since the internal source mechansgiman only be excited iA andB are
coupled. The resulting challenge is to charactetise source structurd at interfacec
independently of the receiver structuBe As investigated by Elliott in [17] this can be

achieved by the blocked fordg measured in-situ, defined as

VC,bo(w) =Y, bc(a))f bl c(w) . (2.11)
Equation (2.11) reveals that for the determinatbiblocked forces, . at interfacec a two-

stage measurement is required. First, the opesdtisocitiesv,.,, have to be measured at

the receiver interfacke when the source mechanisms inside strucdusee active (Figure 2.2-
left). Note that this measurement is essentiakysame as in the previous mentioned inverse
force synthesis approach, thus realistic mountind aperation conditions are retained.
Second, the generalised transfer mobilities ofdiwngpled structuréf ¢ . are measured. This
guantity describes the passive properties of teemablyC by relating the degrees of freedom
at interfacec to those at interfade on the receiver structure. Note that the degréésedom

at interfaceb are the same as used in conventional inverse feyoéhesis methods; the
significant difference, however, is that the mdlas are of the coupled structuCaather than

of the receiver structur® as used conventionally [90]. This is illustratedrigure 2.2-right,
where the internal source mechanisms of strucduaee inactive. As mentioned in [51], the
reciprocity principle could be invoked an@ ., measured instead ofc pc Since the number
and location of the degrees of freedom at interfacan be specifically selected for ease of
applying an excitation. Invoking the reciprocityirmiple requires modifying Eq. (2.11) as

follows
VC,bo(w) =Y¢ cb(a))f bl c(w) (2.12)

whereT denotes matrix transpose. Note that Eq. (2.12phateund implications with respect
to practical applications of the in-situ blockedd® method [88]. The relationship has been
validated numerically and by measurement in [9] &ad also been discussed in [51] and
[18]. It can also be inferred as a special casthefrelationships given by Bobrovnitskii in

[91]. Furthermore, Elliott and Moorhouse in [18] taothat the ‘synthesised force
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approximation’ of a single degree of freedom systrived by Lai in [92] (cf. ‘prediction
approaches’ in section 2.3) is a special case o{E?2).

Assuming the inverse (or pseudo-inverse if overdatetion is used) of the generalised

transfer mobility matrix exists, Eq. (2.12) candmdved for the sought blocked force vector
fbl,c (w) :Y(;,ch(w)v C,bo(w) ’ (2.13)

facilitating independent characterisation of soufceat its contact interface based on
measurements thoroughly conducted in-situ. Assurfurter, that interface may be moved
towards the internal interface, the same procedure can also be applied for indigmen
source characterisation of the internal sous;@d interfacea. Both characterisation purposes
are of high relevance for addressing the issuerafstent sound generation in electrical

steering systems.

The in-situ blocked force method has proved sufiti for simplified structures and
conditions in test labs, see for example [88],[B8], but also for a number of sophisticated
engineering applications ranging from predictionstrfucture-borne sound from building-
mounted wind turbines [94],[95],[96],[89] and autotive components [97],[10], through
Virtual Acoustic Prototyping [10], to TPA in vehesd [98],[99]. With reference to engineering
vibration problems the advantageous of the in{siticked force method can be summarised

as follows. The in-situ measurement approach essure
» better accessibility to measurement sites whichbeaselected arbitrarily
* non-reactive instrumentation remote from the samsdontact interface
» realistic mounting and operation conditions of sherce
» consideration of all contributions including momand in-plane excitations
» time saving since dismantling is not required ht al

e possibility to improve the mathematical conditiainof (FRF) matrices by

overdetermination
while independent source characterisation basetieohlocked force

* avoids the need for special test rigs so that stahtést benches can be used, which

e.g. is required to provoke rattling in electristdering systems
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* enables operation of the source in different itedi@ahs without affecting the
characteristic source activity so that resultsgaeerally valid and may be transferred
to predict structure-borne sound in other instalfet, e.g. internal transient sound
sources in steering systems can be characterisadest bench but may ultimately be

used for sound prediction in the real vehicle Y&P concept in section 1.2), and

» allows for experimental validation of the sourcamtterisation by measuring in-situ
blocked forces when souréeis connected to a certain receiBrand utilising these
dynamic forces to predict the operational velositrea different installation, i.e. when
A is connected to a receiv@,. For validation the operational velocities on the
installation A-B,’ have to be measured which is possible without eedipg

difficulties.

Note that all these merits are required to fulié tobjectives of the thesis as discussed in
section 1.6. For this reason the in-situ blocked@damethod has been found to be the most
promising source characterisation approach andbegillised in the remainder of the thesis to

quantify transient structure-borne sound sourcdéisinvelectrical steering systems.

However, as with inverse force synthesis the in-bibcked force method employs inverse
methods in frequency domain, in which measurecdsitral responses are propagated back to
the assumed known source regions by inverting oegrcontaining pre-measured FRFs. This,
however, can be disadvantageous in some respeds@assed with reference to inverse

force identification in the following section.

2.4. Inverse force identification

Knowledge of the dynamic forces experienced by raeal structures is a critical aspect to
many engineering applications, ranging from genatasign tasks [100] to structural

reliability analysis [101], health monitoring [102)r impact and collision engineering

applications [34]. Regardless of the actual appboaor the underlying physics, the actual
dynamic forces and moments will play a significaole in the determination of adequate
systems properties or parameters [103]. For theareb presented in this thesis, identification
of the time-varying forces at sub-system interfaces the in-situ excitations acting between
the active source and the passive receiver steicisiicrucial in order to achieve meaningful

structure-borne sound source characterisation.
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A trivial solution to this problem is to measuree tiesired interfacial quantities directly by
placing force transducer(s) between source andvescato the load paths at the point of
force application. However, in many real-life stioas, non-reactive implementation of the
required transducer(s) is impractical, if not imgibke, due to restrictions imposed by the
physical design, the functionality of the assempbssible impacts on the load and mounting
conditions or potential alterations of the interdaconditions (unless there is significant
mobility mismatch over a particular frequency regjmj104],[105],[106]. In cases where
direct force measurement cannot be conducted,eicidimeasurement techniques may be
employed in which the unknown dynamic input ford@md moments) are determined
utilising a model of the dynamic system and measatrictural responses, e.g. displacement,
velocity, acceleration or strains. For continuonset the responsa(t) of a linear dynamic
system observed at a points related to an impact lodgdt) applied at poinf by a linear

convolution integral as
a()=h (t-7) f (r)ar (2.14)

whereh;(t) is the corresponding time impulse response Kei®eie situations may allow
measuring these responses directly at the excitdtioations, i.e. the response positions
coincide with the one of the applied forae=(). This kind of vibration problem is usually
referred to as acbllocated problem and is associated withinimum phase systemsin
many engineering vibration problems, however, ptaagt of response sensors directly at the
force input locations is prohibited due to the abawentioned practical issues or not intended
due to some consideration on conducting responssumements at locations away from the
excitation points. As a consequence of thign-collocated sensor placement £ij) has to

be used causing severe difficulties when attempgtndirectly solve Eq. (2.14) for the input
force based on the knowledge of the (measuredpnsgpdata and a model of the system

which, in this case, hason-minimum phase

In essence, the fundamental idea behind indirecefmeasurement is to use the instrumented
structure as its own force transducer [107],[108]literature, this approach is often referred
to as ‘indirect’ or ‘inverse force identificationinverse force reconstruction’, ‘inverse input
estimation’ or ‘inverse analysis of input forcehse the solution is based on one or more

inverse problems to infer causes (the excitatidne)n effects or results (the measured
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structural responses) [34]. The two associatedrggvéentification problems in structural
dynamics are diagrammed in Figure 2.3.

—»] > D -«
Input Model Output Input Inverse Output
forces Moae! responses forces Model responses

—» R ] «——

(@) (b)
Figure 2.3. Schemes of two inverse problems inciral dynamics: (a) inverse system identificati¢),

inverse force identification. Problem solutions anelerlined.

The Figure 2.3-(a), consists of finding a matheoahtmodel of a dynamic system based on
the knowledge of the input forces, the structueaponses and the boundary conditions. This
problem has been widely studied in literature arfterént approaches depending on the
nature of the structure (linear time-invariant, dimear and time-variant systems) or the type
of the applied signals (transient, periodic, randetm) have been published, see amongst
many examples [109]. Although system identificatiechniques are employed within this
thesis, it is stressed that the inverse systemtifa@tion problem is not the major concern.
Thus, unless stated differently, established erpamial methods guaranteeing well-defined
boundary conditions will be used to identify dynamroperties of the structures under test.
These properties are required to build inverseesysinodels which are ultimately used to

perform inverse force identification.

The challenge of thmverse force identification problem illustrated in Figure 2.3-(b), is to
find the unknown dynamic input forces, based upbe knowledge of the (measured)
structural responses, the boundary conditions dsasea sufficient inverse system model.
Referring to Eq. (2.14) the problem to be solvedaisleconvolution one. To do so, the
convolution integral in (2.14) first has to be dettsed into algebraic equations in time

domain as

a= Hf (2.15)

where a=[3 (At),....a(m)] and f=[f (0)....f,((h-1At)] are vectors composed of

discrete values of the response and the forcegcésply,

() o (2.16)
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Is the transfer (convolution) matrix consistingtbé discrete values of the system impulse
response functiorh =[ hy (At),...,h (nAt)T, 1/At is the sampling frequency ark denotes

transpose of a vector or matrix. In theory, theetinistory of the sought impact force can be

estimated by solving Eq. (2.15) for
f=H'a (2.17)

where ” indicates estimated values ahd denotes the inverse (or Moor-Penrose pseudo-
inverse, i.e.H*=[H'™H]™H ") of the discrete-time transfer matrix. Howeveristimverse

problem isill-posed in the sense of Hadamardwhich means that one of the following
conditions is violated: (i) the existence of théuson (ii) the uniqueness of the solution or
(i) the continuous dependence of the solutiontie® data (stability condition) [110],[35].
With respect to inverse force identification, commtyothe second and third condition cannot
be met causing severe difficulties in obtaining @joeconstruction results of the sought input
forces. The uniqueness of the solution is genendilated due to the availability of, in a
mathematical sense, only incomplete data. Resmnistin this respect result from practical
issues. First, only a limited number of responda dan be observed (measured) although the
actual system response is generally a continuonstiin of the spatial coordinates [110].
Second, placing sensors at spatially discretizedassumed point-like locations can result in
spatial aliasing if there are poorly placed or tew sensors [110]. Third, when dealing with
non-collocated problems, in which at least one e tinknown input forces does not
permanently have distinguishable influence on ahthe used sensors, the effect of spatial
aliasing and the general incompleteness of theorespdata may be increased further [111].
Note, time delays between an excitation event dred dorresponding remote response,
inherent in all non-collocated problems, will cauke first row(s) of the transfer matrkt
(Eq.(2.16)) to become zero so that the convoluti@atrix drops rank. Besides, the inverse
problem is well-known to bdl-conditioned which means that small perturbations in the
response data or the modelling excite large exomrsn the estimated input forces
[110],[112]. The instability refers to the inheresensitivity of the solutions to noise and
measurement errors [101] so that the stability t¢mrdis generally violated. In a nutshell, if
one of Hadamard’s criteria is not met, the ‘nais@ution of the inverse force identification

problem, as performed in Eq. (2.17), will neveregavsatisfactory solution.
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Therefore, the general consensus on accuratelyingolthe inverse force identification
problem is tarelax the ill-posedness of the problenby incorporating appropriate additional
information about the solution sought. Such infaiora may be based on (i) physical
conditions, e.g. non-negativity as often used wheoovering impact forces [113] or
additional time delays when dealing with non-caditad problems in time domain [114], or
(ii) incorporating non-physical information such @ampromises between the residual norm
and the smoothness on the solution [113]. In thlel of inverse force identification, the most
widely used approach to involve the additional infation is to employ mathematical
methods, classed a®gularisation techniques [35], based on the minimisation of an
assumed objective function subjected to the additiconditions. Typically, the least square
error, i.e. the distance between the predictéd if ) and the desired (measured) system
responsesa, is utilised as objective function in order to i@ste stable solutions. The
regularisation problem then consists of identifythg force vectoff in such a way that the

general functional

mfjn” [Hf]-a “2 subject tofurther conditions (2.18)

is satisfied [113]. Several systematic approacleeshtain regularised solutions to the

inverse force identification problem have been pegaul.

For relativelysmall least-squares problemshe use of direct parameter-based regularisation
methods is common. These techniques usually emgbleySingular Value Decomposition
(SVD) of the transfer matrix. For the general casdee SVD of a real-valued matrix

HOR™"with m= n is defined as

H=uUxV’' =Zn:uiaiviT (2.19)
i=1

where U=[u,,...,u JOR™ and V =[v,,...,v,]JOR™ are unitary matricesu{U =V'V =1,)
composed of the left and right singular vectorgipfespectively, and =diag(o,,...,0,) IS a

diagonal matrix containing non-negative real nurapéne so-called singular values laf

which are arranged in non-increasing orderxo, >...2 g, 20), the so-called ‘singular value
spectrum’ [29]. Note that ag decreases, i.etends ta, the associated left and right singular
vectors u;and v, become more and more oscillatory so that high xntems can be

associated with noise. The number of non-zero smngealues determines the rank of the
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coefficient matrixH. Utilising the SVD (Eq. (2.19)) allows to re-forfate the problem in

EqQ. (2.17) based on a least-squares scheme awdollo

f=veiua=y 22y, (2.20)

N

From Eq. (2.20) it is obvious that the high indexris are responsible for the ill-conditioning
of the problem. For example, whertends ton, the factorl/g; tends to infinity so thata
has to tend to zero faster thanin order to achieve a stable solution. Furthermadegni
tends ton, v, becomes more oscillating so that the solution besoatrongly oscillating if
ua/ o, does not tend to zero as quickly [113]. Thus,ahiity to solve the inverse problem

depends on the singular values and singular veofdise transfer matrixl. The nature of the
ill-conditioned inverse problem can be characteriaecording to the spectrum of singular

valuesg, . If the singular values decay gradually to zerthawt a distinct gap in the singular

value spectrum, the problem is a discrete ill-poze€l. Instead, if there is a well-determined
gap in the spectrum of the singular values the Iprobis said to be ill-posed and ‘rank-
deficient’ [29]. In the latter case, the ‘pseudakaof matrix H can be determined by the
number of singular values which appear before #yg dacquelin et al. [113] note that for
solely ill-posed inverse problems the unknown intfacces can be recovered by directly
solving the discrete convolution problem stated@ (2.15) by employing either Eq. (2.17)
or (2.20). If the problem is ill-posed and rankideint this solution will fail, yielding
unstable and highly erroneous force estimationss. moted that in Eq. (2.20) the division by
small singular valuesi( n) amplifies the high-frequency (noise) components ai
Therefore, the sensitivity of the solution to redaterrors in the measured responses and the
transfer matrix depends on the conditioningHofThe ratio of the largest and smallest non-

zero singular value, i.e. the condition numbero,/o,, can be used to quantify the

conditioning. Low condition numbers are related wiell-conditioned problems whereas
problems with large condition numbers are saidetdlaconditioned.
To improve the conditioning of the problem, SVD-bdsegularisation techniques can be

achieved by including some paramegeiin Eg. (2.20), the so-called filter factors, yieid

f=>4, Ua, _(vrziuia (2.21)

n
= . %/—J
i=1 0-| "
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where I =diag(¢,,...,4,) is the diagonal filter matrix and” denotes the regularised pseudo-
inverse ofH. The filter factorsg are incorporated with the aim to minimise the niega

influence of the high index (noise) terms. Notet ttee filter factors are commonly chosen
between 0, i.e. the contribution of tleh term is completely suppressed, or 1, i.e. the
contribution of thei-th term is completely passed through. Thus, ong emder damp the
high index terms by choosing the filter factors@ading to Eq. (2.22), which in conjunction
with Eq. (2.21) results in dikhonov regularisation schemein which the regularisation
parametera has to be determined, or one may completely réggnts higher than a certain
rank n = r, according to Eq. (2.23), which together with Ej21) results in th&runcated
Singular Value Decomposition (TSVD)scheme

2

=i Tikhonov filter factors 2.22

¢| a.i2 + a,reg ( )
1 0O i<

é :{ "=T" TSVD filter factors. (2.23)
0O O i>r

Note that the index in the TSVD method assumes the same role as thdaresation

parametera,, in the Tikhonov method [113]. To specify the filttactors the associated

regularisation parametersy@ndr) have to be determined in order to achieve a physi
meaningful solution to the inverse force identifioa problem. This can be done by
employing so-called parameter-choice methods, agctine L-curve criterion, ordinary cross
validation (OCV), generalised cross validation (GG Morozov’s discrepancy principle
[115],[29].

For large least-squares problemsas often posed when performing inverse forceyasain
time domain, the functional in Eq. (2.18) can bédve utilising iterative regularisation
methods, such as the conjugate gradient method (C[&01],[112],[116],[117], or non-
iterative recurrence algorithms, e.g. dynamic paogning [111],[118],[119],[120],[121].
Detailed research monographs on numerical regatasistechniques to solve general inverse
problems have been published, for example, by Haf&8 or Engl et al. [28].

However, there is an ongoing research effort inftakel of inverse force identification. A
diversity of methods motivated by different objge8 and incorporating various
regularisation strategies have been developed thieyears. Somelassical reviewsoften

referred to in literature have been published bilaHi and Ewins (1984) [122], Stevens
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(1987) [123], Starkey and Merrill (1989) [124], Dzxuim and Rider (1990) [34] or Doyle
(1993) [125]. Relativelyrecent reviews and comprehensive introductions in papers
summarising emerging advances in different fieldseerse force analysis can be found, for
example, in Ma et al. (1998) [126], Inoue et alDQ2) [35], Jacquelin et al. (2003) [113],
Hundhausen et al. (2005) [36], Gunawan et al. (200®&1], Uhl (2007) [111], Nordstréom and
Larsson (2007) [103], Jankowski (2008) [117], Maalke (2010) [127] or Zhang et al. 2010
[102].

Usually, (i) the properties of the involved struetye.g. linear time-invariant or non-linear
and time-variant parameters), (ii) the a prioriommhation of the applied load profile (e.g.
number of input forces, pointwise or distributedcts, steady or moving forces) as well as
(iii) the type and number of the unknown load chteastics to be identified (e.g. location,
direction, magnitude, evolution, duration etc.) edetine which of the various force

identification techniques may be best suited fepecific application case.

The different inverse force analysis methods camlassified into three main groups [111],
namely stochastic methods (e.g. based on regressde! inversion [111]), methods based
on computational intelligence (e.g. artificial nelunetwork (ANN) [35],[128], case-based
reasoning [102] or methods based on statisticahileg theory, e.g. [100]) and deterministic
methods. The latter are most widely studied inrdiigre. In essencegeterministic
approachesaddress the inverse force identification problemdbeconvolution of a limited
number of measured structural responses utilisiggteen models that are estimated
analytically, numerically or experimentally in ade® to the force identification process.
Note that some deterministic input identificati@chiniques have been developed that do not
require system models, e.g. blind deconvolutionho@$ as discussed in [129], for instance.
According to the employed signal analysis procesluised for data processing and modelling
the various deterministic approaches can roughlguielivided into frequency domain (FD)
methods and time domain (TD) methods, disregardinigw hybrid techniques, such as
frequency-time domain (FTD) methods for moving ®rdentification [130],[131], for

instance.

The aim of the following sections is to briefly rew and categorise some of the most widely
used deterministic FD and TD force identificatieshniques. Advantages, difficulties as well
as some typical applications of the different mdthare discussed. To deliver insight into
various fields of inverse force identification avelisity of methods is touched, although the
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focus of this study is on linear problems whereltsl locations are known a priori and the
corresponding force time signatures (magnitude)taree identified. Although most of the
presented approaches have rigorous mathematicadiétions, these are not elaborated in the
following. Instead appropriate references are mpledi (see also the overview given in
APPENDIX A.1).

2.4.1.Frequency domain inverse methods and related appraaes

FD inverse methods involve transformation of thgnals and the underlying differential
equations into the frequency domain for which reafeey are most suited for linear time-
invariant systems [103]. Using spectral analydis, ariginal TD deconvolution problem can

be solved by pre-multiplying the vector of measuresponse spectra(w)OC"* at each

frequency w by the inverse (or the least-square Moore-Penmssudoinverse) of the

corresponding FRF matrixH (w)OC**" at that frequency, according to the relation

f(w)=H"(w)a(w), whereN andM (M>N) refers to the number of excitation and response
DOFs, respectively. Inverse discrete Fourier tramsf may be applied to the estimated
spectral force vectof(w)D(CN*l in order to gain the time signatures of the dymamput

forces.

Unfortunately, due to poor conditioning of the FRfatrix, particularly at frequencies
associated with the natural frequencies of thectitra [132], the robustness of the solutions
usually needs to be improved by applying some fofmegularisation. It is stressed that
invoking the regularisation techniques touchedhi@ previous section is straightforward in
FD if the matrix transpose operafbis replaced by the Hermitian transpose so astoust
for the complex-valued double-sided frequency spettof the respective quantities.
Regularisation techniques are, for example, utlibg Inoue et al. [133] where Tikhonov
regularisation (cf. Eq. (2.21) with (2.22)) in congtion with the L-curve parameter-choice
method is employed to calculate impact forces.dnd Shepard [134] utilise the TSVD filter
(cf. Eq. (2.21), (2.22)) as well as the TikhonoWtefi method (cf. Eq. (2.21), (2.23)),
respectively, in conjunction with a parameter-ckaicethod based on Morozov’s discrepancy
principle to reconstruct the time signatures of tipld harmonic forces applied to a beam
structure. Further applications and comprehensveews of conventional FD inverse force
reconstruction methods can be found, for examplelnobue [35], Thite and Thompson
[20],[21], Choi et al. [135] or Hundhausen et 86].
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A specific problem of all FD inverse techniquesaised by averaging the measured data in
frequency domain and the necessity to provide gtgdwhse relationship between different
response channels; the latter is crucial for yrgdieliable force reconstruction. However, for
structures subjected to multiple simultaneous akoms the operational responses may only
be partially correlated, if at all, so that a steqthase relationship between them may not
necessarily exist. To overcome these problems, rodgveh FD inverse methods have been
developed that utilise decomposition methods, stscRrincipal Component Analysis (PCA),
to condition the measured operational responsegelgrencing them to virtual inputs
(sources), the so-called principal components [Bi8jte that PCA is used to decompose the
response cross-spectral matrix into a set of in@otie responses ‘produced’ by a
corresponding set of incoherent virtual sourcethoalgh the physical sources are possibly
partially correlated [136]. In literature, this rhetl is sometimes referred to asdrtual
coherence methotland has successfully been applied for transféngpanalysis (TPA), see
amongst others [137],[98]. Leclére et al. [136] @gp a FD inverse method in conjunction
with the virtual coherence principle to identify liple main bearing loads in operating diesel

engines.

The modal model methodis another indirect FD force identification methd®8], which is
different to the direct FD inverse method discussedar. In modal modelling the FRF matrix
is somehow reduced to a parametric model that oantly be obtained from conventionally
(measured) FRFs. To reconstruct the actual FD ifqmges, a set of (measured) structural

(displacement) responsegw) is (i) transformed into modal responsgfw)=®"x(w) and
then (ii) pre-multiplied by the inverse of the mosleape matrix¥ yielding a set of modal

excitationsf, (w) =¥ (w) which eventually (jii) is transformed back intoysital excitation

f(w)=@™f, (w) [139], where ®, @ denote the modal matrix and the truncated modal

matrix, respectively. Y.-R. Kim and K.-J. Kim [13@ompare different extensions to the
modal model method in which discrete multi-channeddal filters are used to identify
multiple input forces based on numerical examplesery recent review on classical and
operational FD modal filtering methods includinyes@l examples and references related to
indirect load identification has been publishedvgndrok and Kurowski (2013) [140].

Other indirect force identification techniques whiare closely related to inverse FD methods
have also been published. The following two aresiibg the most popular approaches.
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Instead of using spectral analysis, Doyle [141] iy awavelet deconvolution methodn
conjunction with a finite element modelling methtad identify impact forces applied to a
numerical plate model. The time history of the rasted forces can be obtained by
performing an inverse wavelet transform to the dsrcalculated in wavelet domain. To
reconstruct diesel engine cylinder pressures GabRandall [142] useepstral analysis
which can be thought of as an extension of the eotional FD inverse method in which the

division is replaced by subtraction [113].

The different FD approaches has been demonstratgield satisfying force identification
results for specific application cases. Howeverliterature the generalse of FD inverse
force analysis methods is controversialue to inherent limitations which have been fotmd
be primarily introduced by the need to invert freqay-dependent matrices [34]. Particular
difficulties arise from the severe ill-conditionirag frequencies associated with the natural
frequencies causing highly unstable solutions torsr and noise are included in the
measurements. Several researchers have studidddbeditioned nature of the problem and
possible remedy by means of regularisation teclesgsee e.g. Lee and Park [143] or the
discussion and literature provided above. In so@tsons the use of FD deconvolution may
also not be favoured due to signal processing ssseig. when the available data is of such
short duration (early time problems) that leakagmders FD processing inaccurate
[113],[144], when real-time force estimation iswegd [132],[108], or due to other practical
considerations as it has been elaborated in settrfor instance. Also, for transient input
forces, it is natural to use time domain method€]1Since transient forces play a major role
in the presented study, the most widely used tiomain force identification methods are

reviewed in the following.

2.4.2 Direct deconvolution methods in time domain

A great deal of research has been devoted to gpth inverse force identification in time
domain. Especially, the seismic and signal proogsstcommunities have developed
deconvolution methods that directly solve the tiod@main convolution matrix equation
(Eg. (2.15)) using methods such as least-squaresnéd filtering or minimum-variance
deconvolution [107]. Unfortunately, most techniqueeveloped in these fields are
prohibitively memory intensive for which reasonyleannot straightforwardly be applied for

force identification in structural dynamics.
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Vibration problems in structural dynamics usualiwalve multiple in- and outputs and
commonly require consideration of thousands of dadats [107]. Thus, the direct TD
deconvolution approach and the regularisation tiectes introduced previously (Introduction
of section 2.4) can only be applied for ‘small’ @mge input identification problems. With
‘small’ it is meant that the inverse force analyisisestricted to cases in which short-duration
force histories are to be identified for structumesh a small number of excitation and
response positions. Note, that for vibration protdewith multiple responses and possibly
multiple excitations (MIMO) the convolution matrequation (Eq. (2.15)) and all subsequent

relations, in theory, can be extended to partitiblble@ck matrix without loosing generality.

Due to the limitation to only small vibration prelbhs direct TD deconvolution methods have
mainly been studied with respect to impact engingeproblems, e.g. foreign object impact
identification in aerospace [36] or ground vehiclgd3], as these typically involve
reconstruction of a single transient load from oalyfew structural responses. Numerous
researchers have applied direct TD deconvolutichrtigjues for impact force reconstruction.
Reviews and different applications can be foundgefample, in Hinoue et al. (2001) [35] or
Hundhausen et al. (2005) [36]. Jacquelin et al082Q113] elaborate general difficulties of
TD devonvolution methods and provide comprehensnathematical understanding and

examples with focus on different SVD-based regsédion techniques.

For engineering applications in which the vibratpneblem cannot be considered as ‘small’,
i.e. for force excited structures with many in- amatputs and long or even progressional
response data, the use of other time domain metkadsre straightforward. In the following

some of the most widely used linear TD inverse wdthare presented. Basically, these
methods can be subdivided into modal filtering rd#) state-space methods including
inverse filters and Kalman filters, sensitivity metls and a number of other advanced

techniques.

2.4.3.Time domain modal filtering

Reconstruction of dynamic forces in time domairalso possible by employing TD modal
filtering. Using measurements of the structurapoeses and a modal model of the structure
these methods isolate the portion of the responaased by certain modes which can be
mapped to the physical excitations. Note that #eadoprinciple of TD modal filtering is very
similar to the one of the FD modal matrix approgsgction 2.4.1).
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The most widely known time domain modal filteringpaoach is named ‘Sum of Weighted
Acceleration Technique’ (SWAT). The basic principfeSWAT is to reconstruct the sum of all
forces applied externally to a free elastic strreefiitom measured acceleration time responses
by (i) isolating and summing the rigid body accetems using modal decomposition, i.e.
elastic vibration responses due to the dynamicefarput are removed (filtered out) from the
measured responses, and (ii) simply multiplying tesum of weighted accelerations’, which
is acting at the centre-of-mass, by the structuneéss according to Newton’s second law
[145]. The SWAT algorithm is capable of estimatihg forces acting on a structure in real
time, e.g. as required for system control purposesvhen time data is available over such a
short duration that frequency domain methods (Fidnot be applied effectively [108]. Using
SWAT, the spatial force distribution is implicitigtegrated over the structure, so that only the
sum of all externally applied forces and the sunalbinoments about the centre-of-gravity
can be obtained for the chosen bandwidths [146koime applications this lack of spatial
information may be disadvantageous. In other sanatwhere no spatial information of the
exciting forces is required, e.g. structures extcidy a single force with known excitation
location, the summing of data in time domain makestechnique more robust and generally
insensitive to noise that normally affects FRF measients made at distributed locations on
the structure [146]. By demanding less informatidhe SWAT technique avoids ill-

conditioning problems that have affected other isgdorce identification techniques [147].

The major difficulty of the SWAT approach is to @alate the scalar weights required for
isolating the rigid-body accelerations from the sgad structural responses. Various ways to
determine these weights have been developed angoidi which distinction between
different variants of SWAT can be made.

The fundamental principles of thdrdditionall SWAT approach were first explored
analytically and experimentally by Gregory, Pridatyd Smallwood [148],[149] where it was
shown that for linear systems the required weightioefficients can be determined from the
mode shapes of the structure with free boundarylitons by inverting the modal matrix.
Depending upon the locations at which the mode-ehape measured and the accuracy of the
measurements, this matrix can easily be invertegrdduce estimates of the weights [147].
Thus, the number and placement of sensors is vepprtant for reconstructing the time
signatures of forces acting on a structure. Thesaigt, the traditional SWAT algorithm

requires one acceleration measurement for everyernbthe structure that affects its motion
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in the frequency band of interest. In [150] theatgtgic placement of accelerometers with
respect to force reconstruction based on the toadit SWAT approach was discussed. For
cases where the structure under test is equippéd additional sensors, Mayes [145]
proposed a systematic sensor selection methodnthminises the condition number of the
mode shape matrix in order to find the optimal neménd the best locations of sensors on
the basis of initial laboratory tests. Wang anditirger [151] extended the traditional method
by providing an analytical procedure to determine weighting coefficients based on finite
elements which may be used for simple structuregl32] they applied the SWAT method to
nonlinear structures. Kreitinger [153] provideseatensive review of the basic developments
of the SWAT algorithm until 1990. Bateman et a§l used the ‘traditional’ SWAT algorithm
to determine the dynamic impact force experienged bomb during full scale dynamic tests

based on acceleration measurements and initiatiexgetal modal tests.

However, for sophisticated technical structuresfquering experimental modal tests is
laborious and the use of finite element procedigegstricted to very simple structures. To
facilitate force reconstruction for structure’s vgleomode shapes are not available or
measurable, Mayes et.al. [154],[145],[147] pres@mious extensions to the traditional SWAT
approach. The so-calle8WAT-CAL (SWAT using a calibrated force input) approach 154
utilises the measured force input and the accederaesponses with the rigid body mode
shapes obtained from an initial calibration testatculate the scalar weighting vector. The
obtained weight vector can then be used to deterrthie dynamic forces from a second
acceleration measurement carried out whilst thecstre is exposed to the ‘operational’
external forces. The method has successfully beerodstrated for a lumped mass beam. The
SWAT TEEM (SWAT using time eliminated elastic modes) aldomnt[145] also employs an
initial laboratory test in which the structure mpacted and allowed to decay freely. The
scalar weighting factors can be calculated onlynfrthe free-decay time response of the
structure with the rigid body mode shapes by uigjsa constraint least square solution. As
shown in [145], the SWAT TEEM algorithm requires nasensors than modes to achieve
satisfactory results within the considered bandwgdiCarne, Mayes and Bateman in [147]
describe an alternative approach, the so-caB®IAT Max-Flat procedure in which
measured FRF data is employed to assemble a beghdy over-determined equations which
is solved for the weighting coefficients in a leaguares sense. Problems associated with

estimating the mode-shapes, as required for tlutiomal approach, and the inaccuracy that
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may be generated in that process can be avoidedidRoerrors in the measured FRFs may of
course affect the determination of the weight vebtat the Max-Flat procedure is relatively
insensitive to measurement errors since it is nde@nvolution technique in the sense of
inverting a FRF matrix as a function of frequenioygtead, the technique stacks up the FRF
data into one large matrix with each new frequerggresenting an equation in this matrix
which is used to determine the weights [147]. Wegletermined by the SWAT Max-Flat
algorithm would be equivalent to weights obtaingdrversion of the mode-shape matrix in
the traditional approach if both the used mode-shaand the FRF data could be perfectly
determined. In an experimental study [147], in wahice SWAT Max-Flat approach was used
to reconstruct the transient force experienced hyeapon impacting a rigid barrier, the
method performed very well. In comparison with tihaditional approach the Max-Flat

variant showed similar accuracy but the data adgunseffort seems to be less.

The effectiveness of the different variants of SWiave successfully been demonstrated for a
variety of different engineering applications, €155],[156],[153],[154],[145],[147], mostly
with respect to reconstructing forces of impactaltision events, and SWAT has become one
of the most widely known TD force identification theds [100]. Since elegant theory exists
for predicting its performance SWAT is sometimesduas a benchmark technique to evaluate
the accuracy of other less popular TD force recan8bn approaches, see e.g. [144] or [108].
However, somdéundamental limitations inherent in the SWAT approach restrict its more
general utilisation. First, the method only allosgsonstructing the sum of the external forces
(and moments) acting on the structure’s centre-aésnwhile the spatial distribution of the
individual applied forces remains unknown. Secasidce only the rigid body modes are
considered by the modal filtration, the SWAT al¢fum can only be applied to structures

featuring free boundary conditions.

To overcome these hurdles Genaro and Rade [15€]ajed a more advanced method based
on an extension to SWAT. Nordstrom and Larsson][i€f&r to this extension as theartial
modal matrix approach’. The basic principle of this method still relies applying modal
filtering to structural time responses measureds#thhe structure is exited by the external
loading to be identified. The major difference latt Genaro and Rade’s method considers
both rigid body and elastic modes for which reasiosan be applied to either free or
constrained structures. Furthermore, it allows vedag multiple forces simultaneously so

that the spatial distribution of the external far@an be retained [157]. In order to solve the
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equations of motion for the unknown input forcegn&o and Rade’s technique requires (i)
integration of the structural acceleration timensigires so as to generate corresponding
velocity and displacement time responses as wdlii)asversion of a partial modal matrix,
which is generally well-conditioned if a conveniesdt of sensor locations is chosen. The
effectiveness of the method and the effects ofrefirothe used data have been demonstrated
for a simple test structure using numerical datg f¥67]. However, this application is to be
considered as feasibility study and it does app&arno experimental application of Genaros
and Rade’s SWAT extension has been published yee €ssential limitation that may
prohibit the general use of the method for expenitaleexercise is the number of required
sensors which needs to be equal to or greatertbiganumber of modes responding [132]. In
particular, for complex or large structures withnypalosely spaced modes this constraint

may be difficult to achieve.

2.4.4.Inverse filtering using state-space methods

A different way to address inverse force identtii@a is to invoke multi-channel inverse
filters in state-space form. These filters congitimathematical models of the inverse
structure in the sense that a set of responsesvelosen the physical structure, when applied
to the inputs of the inverse filter, will produce astimate of the associated actual exciting
forces at the filter's outputs. State-space reprasi®n is used in order to collapse the
continuous-time governing equations of motion fausal LTI MIMO systems into a more
convenient and simple mathematical form. The difidial equations can generally be
reduced to a set of first-order differential eqoasi in terms of input, output and state
variables [35]. To avoid difficulties with integnaty or differentiating measured (response)
data to achieve state-space model representationgst cases discrete-time state-space from
is preferred to its continuous-time dual [108]f@kws:

x(k +1) = Ax (k) +Bu (k)

y (k) =Cx(k) + Du(Kk) (2.24)

where xOR"is the state vector for thestate systemyR®is the input vector considerirg
input forces,yOR™is the output vector considering structural responses andOR™",
BOR™, COR™" and DOR™® are the state, the input, the output and the dtreoughput

matrices, respectively, which are determined by pheperties of the physical (forward)

system. Assuming zero initial conditions, the stgiace representation in Eq. (2.24) can also
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be stepped forward in time to write an expressionthe pulse response of the forward

structure
y(K) =§H (Du(k=1) (2.25)

where the Markov parameteks,, OR™* have the form [132],[114]

D i=0

CA™B i=12...N’ (2.26)

HMp(i)={

From Eq (2.25) and (2.26) it is obvious that therkda parameters represent the response of
the discrete system to unit force pulses at thatitgcations; thus containing the dynamic
properties of the (forward) structure which candieained from analysis or experiments
[107]. It is further noted that Eq. (2.25) is iretifiorm of a moving average representation

which at each time stdpprovides the system output to an arbitrary in[alumsence[u(k)}io.

Alternatively, this can be expressed in block nxafiorm

y(N) HMP(O) H MP(l) H MP(N) U(N)
YIN-DI | 0 Hip(0) - Hip(N =D u(N =) 2.27)
y© | | © 0 - HyO) u(0)

Hwp
where the coefficient matrix,, is in upper-block-triangular Toeplitz form and s@is of

(N +1)x(N+1) Markov parameter blocks, each of dimensforx s) .

In order to solve this deconvolution problem sdaasstimate the time signatures of the input
forces, two basic inverse filter approaches hawnlestablished. The first approach, pursued
e.g. by Kammer [107], Steltzner et al. [158],[182]Allen and Carne [144],[108], is known
as the ‘inverse structural filter’ (ISF) method. éssence, the ISF approach is based on a
manipulation of the forward state-space model in(E@4) in which the role of the input and
output vectors are interchanged. This yields aestpace model of the inverse structural
system in which the system dynamics are represehiedhe inverse system Markov
parameters. The second approach tackles the ddatiomgoroblem by solving the (forward)
state-space form in Eq. (2.27) for the unknown irggguence which is achieved by inversion

of the forward system Markov parameter block matHy,. Both TD inverse filtering

methods are discussed in more detail in the folgwi
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The idea of time domaimverse structural filtering (ISF) in the context of indirect force
identification was first presented by Kammer [10i#]o derived the basic ISF algorithm for
MIMO structures withcollocated force input and response measurement locatiorthagto
minimum phase forward system are maintained. Byipugaiting the linear discrete-time state
space representation of the forward system (E4JRin such a way that the system’s in- and
output are interchanged, a causal MIMO moving ayera@pproximation of the input/output

relationship for the inverse structural system loarfiound
k
u(k) = ZO H e (Dy (k=) (2.28)

whereH ., OR*™ are the inverse structure Markov parameters. G&msalso be construed as

a discrete filter that acts on the sampled resptmsedata for which reason the term ‘Inverse
Structural Filter* (ISF) was suggested by Kamme7][1 Thecausal finite length ISFconsist

of the inverse system Markov parameters which canthpught of as a compressed
generalized pulse response for the inverse stricsystem [159] representing the dynamic
properties of the inverse system. To obtain the Kdmmer [107] uses a computationally
intensive linear predictive scheme to estimate ¢beesponding inverse system Markov
parameters from the associated forward system Mapkoameters. In order to stabilise the
computation of the inverse Markov parameters, whsckensitive to noise included in the
forward Markov parameters, a Tikhonov regularigatiechnique is employed. The forward
system Markov parameters are identified using famgt data and response data from
standard vibration tests of the physical structdiee obtained ISF then can be used to
perform near real-time force estimation by simpbyolving the operational response time
histories measured on the physical structure vighdbtained inverse system parameters. In
[107], Kammer demonstrates the proposed ISF foecenstruction technique for a simple
numerical model of a communication satellite forieththe time signatures of six simulated
input forces are successfully recovered from th@mesaumber of acceleration responses
whilst noisy measurement conditions for the stashdeibration test and the structural
operation are assumed. However, the general ustheofbasic ISF force identification
approach has shown to be limited due to the hightgnsive computational effort, the
sensitivity to noise of computing the inverse Markparameters and, moreover, the

requirement of collocation of the system’s in- audputs [107].
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A generalisation of the basic ISFapproach for MIMO systems witinon-collocated
input/output pairs is given by Steltzner and Kammer et al. in [1583 §132]. The method
only requires as many response measurements as ifgpat locations. Due to the non-
collocation there is always a delay between impulseplied to the inputs of the physical
system and their resulting responses measured dyetmotely positioned sensors. As a
consequence of this, at least one of the inputs do& have instant influence on any of the

sensors causing at least the first Markov paraméter. (i =0)) of the non-minimum phase

forward system to be rank deficient [114]. Thus, rion-collocated problems, the according
inverse structural system is generally unstablé].1%0 overcome this hurdle, Steltzner and
Kammer et al. [132],[158] construct a non-causdtad’ inverse state-space model in which
the time leadl’ is used to omit the contributions from the first Markov parameters to the
output of the forward state-space model. The cpaordingnon-causal finite length ISFcan

be found from the modified inverse model as
k
u(k):;HlMP(i)y(k—iH). (2.29)

In practice, however, the computation of the noasaaISF is not straightforward since (i) the
measured and possibly ill-conditioned forward Markarameters have to be inverted and (ii)
the optimum non-causal lead, which is related ® wave travel times between the force
input locations and the sensors, is problem deperatied thus has to be estimated for each
structure. To solve these difficulties, Steltzned &Kammer et al. [132],[158] propose an
empirical method to compute the non-causal ISF ofitimum lead from the forward Markov
parameters in which (i) the pseudo-inverse of thssibly ill-conditioned forward Markov
parameters are calculated by a TSVD method andh@)resulting pseudo-inverse is pre-
multiplied by a unit pulse sequence with a preceddength lag. While step (i) has to be
performed only once for a structure, various IS&kchewith a different non-causal lelthust

be calculated by performing step (ii). The diffearé&Fs (comprising different leads) then are
evaluated using vibration test input / output dataenerate force estimations for a known
broadband input force. The ISF which performs léseconstructing the vibration test force
input sequence is chosen to be optimum and is afiéiy used for the reconstruction of
operational forces when the actual structure isqaan service [132]. The non-causal ISF
force reconstruction approach was successfulledeby Steltzner and Kammer et al. [132],

[158] for numerical simulated vibration tests o8ESO spring/mass chain in which a remote
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accelerometer is used to estimate an input forceaaMIMO FEM model to estimate six
docking forces and moments between the Space Slautl the Russian MIR Space Station
during a numerical simulation of a docking everdr Ehe spring/mass chain Steltzner and
Kammer et al. [132],[158] illustrate the ISF-dependestimation error as a function of the
non-causal leadl. As discussed by Nordstrom and Nordberg in [11H4@, large estimation
errors apparent for either very small or very latgee leads can be traced back to ill-
conditioning of the first used Markov parameter amwdst likely to truncation effects
associated with disregarding too many Markov patarserespectively. Thus, the choice of
the optimum ISF is very critical and requires esgtea study of a variety of different non-
causal leads. The usability of the method for expental applications is investigated by
Allen and Carne in [144],[108] where inverse stmuat filtering is employed to reconstruct
the time signature of a single impact force appt®é free-free aluminium beam equipped
with multiple non-collocated accelerometers. Altgbudifferent non-causal leads were
investigated, according to Steltzner and Kammen'pidacal method, the force prediction
only shows satisfying accuracy for the short doratf the transient impact event whilst the

prediction contains a spurious, large amplitudginig after the force impulse had ceased.

A slightly different formulation of the non-caud&F force reconstruction algorithm is given
by Allen and Carne in [144],[108]. They presentextension to the non-causal ISF, dubbed
the delayed, multi-step inverse structural filter (DMISF), that utilises data from multiple
time steps simultaneously to improve the accurany @bustness of the ISF. Instead of
deriving the ISF directly from experimental datangsthe proscribed technique [108] as
suggested by Steltzner and Kammer in [158], theers® structural filter in the DMISF
approach is created from a forward system modelctra be identified by any standard modal
analysis algorithm [144]. In a comparison, basedAlian and Carne’s beam experiment
mentioned in the previous paragraph, the DMISF rélym is shown to yield more robust
reconstruction of the transient input force thareltdher and Kammer’s original ISF
technique, although it is shown that the DMISF galie suffers from high sensitivity at its
pole frequencies [108]. Although observed empilycal is stressed in [108] that no general
proof exists that the DMISF produces a more stablerse system than the original ISF
approach in every case. Furthermore, at the timegther experimental application of either
the original ISF or the DMISF algorithm seems tasexn literature, for which reason the

general practicability of TD inverse structuraltdiing for sophisticated engineering
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applications is arguable. Moreover, both methodkfail if some collocated and some non-
collocated senor/force input pairs are used togethehat the general applicability is further

narrowed.

Nordstrom and Nordberg in [114] investigatéirae delay method to solve non-collocated
input estimation problems The method uses essentially the same basic plenas the ISF
or DMISF technique, i.e. the introduction oflatep time delay in order to ignore the
contributions from the first-1 Markov parameters to the output of the forwasmtesspace
model so as to improve the conditioning of thedtrtal parameters. Due to this conditioning

it is possible to invert the modified upper-triatageblock Toeplitz matrixH,,,, in the
forward state-space model (cf. Eq. (2.27)) whichvranly consists of (full-rank) Markov

parameters of the formi (i) ={CA™B 0i =I,...N}. In theory, the time-delay procedure

can be used to recast the originally ill-posed deotution problem into a problem with a
unique solution [114]. Unlike the original ISF appch or its DMISF variant Nordstrém and
Nordberg’s method utilises an independent timeydéda each individual sensor which can
help to improve the input estimation consideraflge time delay method is effectually
demonstrated using different numerical examples aine-dimensional spring/mass chain
excited by two identical transient forces whilstspense data is calculated for either
collocated or non-collacated sensor set-ups. Hokvéwe choice of the individual sensor time
delays is generally complicated and requires extensalculations in order to find the best
combination of time delays. With respect to the eiogd method proposed by Steltzner and
Kammer [158], which is seen to be the only posigibib evaluate the optimum combination,
utilising individual time delays for force prediatis for sophisticated structure-borne sound
problems with a large number of non-collocated sensseems to be impractical.
Furthermore, no experimental example is shown imclvhhe method is tested for noisy

measurement data.

Nordberg and Gustafsson in [121] presebtaxk inversion algorithm based on a modified
dynamic programming approach to invert the forwdidrkov parameters, which are
represented in upper block triangular Toeplitz mdorm (see Eq. (2.27)). For regularisation,
the block inversion algorithm is combined with agieed least-square approach. The obtained
regularisation procedure is callediyhamic Tikhonov regularisation’. The inversion routine
can be employed to reconstruct input forces fagddeast square problems in the sense of

inverse structural filtering. In [121] this blockversion algorithm is successfully employed to
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recover dynamic forces from noisy responses basea wumerical spring/mass model with
collocated in- and outputs. Note that the first kéar parameters of the forward system drop
rank if non-collocated problems are treated so timagrsion of the upper block triangular
Toeplitz matrix is generally not possible. To owme this difficulty, for non-collocated

problems, the forward Markov parameters can bermaitated according to Nordstrom and
Nordberg's time delay method [114]; incorporatinly shortcomings of the time delay

method, unfortunately. In exchange, dynamic Tikhoreguralisation may then be applied to

the conditioned full-rank Markov parameter matrix.

Irrespective of the variant used to perform indirxce identification based on TD state-
space inverse filtering, the estimation accuracganeral depends on the proper choice of the
Markov parameters considered by the inverse sysBath the correct choice of the non-
causal lead(s) and the number of terms, i.e. timebeun of Markov parameters considered by
the finite term approximation to the inverse modwluence the force reconstruction process.
Considering first thenumber of terms used, it should be as great as is computationally
feasible, although experience has shown that ingmants in force estimates diminish as ISF
size or generally the number of Markov parametats gery large and numerical errors,
matrix conditioning and other factors begin to doaté [132]. The other way round,
incorporating not enough terms amounts to trungétie generalised impulse response of the
state-space model too early so that important dritons may be missing in the force
reconstruction when using the associated trundatenise model. Regarding the choice of the
non-causal lead(s)finding an acceptable value may not be possihileei wave travel times
between the force input locations and the sensiffier gignificantly. For the ISF and the
DMISF approach the single (global) lead need talbesen with respect to the longest signal
transfer time from any input to its nearest semsu the time delay method has been shown
to fail for inappropriate sensor placements [11d]general, overestimating the non-causal
lead(s) will introduce truncation errors whereaslenestimation will result in an unstable
inversion process; each of which yielding erronetarse identification [108],[114],[158].
The general advice for using any of these methsds position the sensors as near to the
input locations as possible, partly to minimise distortion of the signal from input to sensor,
and partly to ensure that the signal from eachtimpll reach a specific sensor ahead of the
signals from all other input sources [114]. Yetijstladvice seems to limit the general

applicability of inverse structural filtering for any real-life situations. Furthermore, the
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optimal size of the inverse filter as employed by any of the reviewed methods, eaa b

function of the number of inputs and outputs, thenher of modes and their damping, the
bandwidth of the frequency range of interest or mioése characteristics, amongst others
[132]. Thus, finding the optimal size of the invedructural filter is a problem specific issue

which, in practice, can only be solved by trial amrbr.

2.4.5.Kalman filtering

A different line of research to solve the inversecé identification problem in time domain
has evolved from Kalman filter theory. The Kalmdtef is based on the state-space analysis
method. The underlying discrete-time state-spacdeiof the system dynamics incorporate
additive noise terms to model possible errors artainties as follows [160]:

x(K+1) = Ax(K)+ T [u (k) +w(K)]

(2.30)
2(k +1) = Ox (k) + v (K)

where x(OR"is the state vector for thestate systemyR®is the input vector considerirg
input forces,wOR®is the process noise vectariIR™is the observation vectoy,OR" is the
measurement noise vector andIR™", TOR™ and ® =1 JR™ are the state transition, the
input and the measurement matrices, respectivadye that Eq. (2.30) is expressed in the
form as it is used with respect to inverse forcalysis by several researchers (see the
references given below). Furthermore it is noted the state transition and the input matrices
are dependent on the properties of the physicdesysnd that the Kalman filter requires
knowledge of the process noise and the measuremée# vectors.

Based on this model the Kalman filter (KF) produeestatistically optimal estimate of the
system’s underlying state from a series of noisgsueements. The KF constitutes a recursive
data-processing algorithm in the sense that itmedés the new system state by processing
measurements as they arrive incorporating onlylaise estimate of the state rather than
requiring the entire state history (opposed to bgimcessing where all data need to be
available). The recursive nature of the KF allomssreal-time state estimation, which makes
it highly appealing for online time series analyisizvarious fields of engineering and control

theory.

With respect to solving the inverse force idensifion problem, Ma et al. (1998) [126]
implement thesimple Kalman filter (KF) in conjunction witha recursive least-square

estimator (RLSE) for online reconstruction of dynamic input forcasting on structural
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systems. At each time step, the KF generates thidua innovation sequence (i.e. the
prediction error in the observation signal, therfah gain and the innovation covariance)
which is subsequently utilised by the RLSE alganitto compute the onset time histories of
the sought excitation forces [126],[161]. Note tha et al. adopted the KF-RLSE inverse
routine from the earlier work of Tuan et al. (199662] where the method was derived in
order to solve two-dimensional inverse heat condaogtroblems.

In [126] Ma et al. employ the proposed KF-RLSE estgppace method to identify impulsive
loads for SDOF and MDOF lumped-mass structuralesystwith motion along a single axis.
A different application of the KF-RLSE approach éonumerical model of a cantilever beam
with a lumped mass on its free end is investigaidd61]. In both studies [126] and [161] the
finite element methodFEM) was used to construct the state equationsf the dynamic
systems before the inverse force estimation scheaseemployed. Furthermore, it is noted
that both studies only deal wittollocated vibration problems Thus, only minimum phase
systems are considered. Both feasibility studi&6]1161] demonstrate that the KF-RLSE
inverse method can successfully be used to rengle and multiple input forces (featuring
sinusoidal, rectangular, triangular or random dghas well as, a series of impulses
composed of these signal types) from (noisy) sumattresponses. For the presented
applications the estimation accuracy is generadlysying although some of the achieved
results show constant time delays between the exattthe reconstructed force signatures.
Unfortunately, no discussion on the suspected saos@ossible remedy for these delays is
provided. In the presence of large process and une@a&nt noisew andv in Eq. (2.30)) to
which the Kalman filter is sensitive [163], the wesive inversion routine was found to be
able to track changes in the applied input foregsvever, the additional noise caused severe
degradation of the estimation accuracy [161]. I186]1Ma et al. conclude that the inverse

method generally requires high precision measurénohea.

In [164] Ma et al. presented an experimental agparand conducted a serieseaperiments

on a physical cantilever beanto identify steady-state periodic and random exicih forces
applied at a single point on the beam. The estonatsults have demonstrated the validity of
the recursive inverse method for this specific expental test. However, the state-space
model of the beam employed was simplified to a Ishuiggree-of-freedom lumped-mass
system. Such a simplification cannot be made fphsticated technical structures.

Another experimental application of the KS-RLSE raggh is given by Liu et al. in [165].
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They investigate the feasibility of the inverse hwoet for on-line identification ahput forces
(sinusoidal and rectanguladpplied experimentally at a single pointto a physical
cantilever plate. Besides addressing the collocated SISO vibragiozblem the inverse
method is also demonstrated for inferring the thmstory of the unknown input force from a
structural response measured airggle non-collocated sensor positiorin order to obtain a
discrete-time state-space model, Liu et al. emgonealisation based upon a linear time-
domain identification technique with Markov parasrst and Eigensystem Realization
Algorithm (ERA) [166] yielding the unknown systenyrdhmics based on experimental
vibration tests. The KF-RLSE method is then adoptececonstruct the unknown input force
from the identified state matrices and measuredatp®al response data. For both the
collocated and the non-collocated vibration probldma time signature of the respective

excitation force has been recovered accurately.

In [160] Ma et al. analyse the noise sensitivityd ghe tracking ability of the KF-RLSE
technique for time-varying input events. Based be tegression model provided by the
simple Kalman filter, a constant fading factor s&d in the conventional RLSE formulation to
estimate on-line the input loads involving measweeimnoise and modelling errors. This
fading factor directly influences the convergendethe force estimation process. A small
fading factor ensures fast tracking ability of semt input events at the expense of more
noise in the estimation process whereas large sditueg disturbances about being filtered
out while the transient performance is slow. Thhs, correct choice of the fading factor is
essential. In the conventional RLSE, this choicepésformed heuristically based on an
estimation of the transient status of the unknowpui data. This procedure, however,
requires a priori information about the sought infarces which in real-life applications is
not available. It is noted that the fading factorgll previous studies [126],[164],[165],[161]
are possibly tuned in such a way that the timeohysof the reconstructed input forces best
approximates the original (known) excitations, ailtgh this fact is not explicitly discussed in
the related literature. Hwang et al. [167] adunbthe intricacy of finding the optimal fading
factor and stress that laborious parametric studiesrequired when dealing with real-life
force identification problems. To overcome thesedlas and to ensure a robust and efficient
weighting input estimation algorithm, Ma et al. (1Gntroduce an adaptive fading factor
which is controlled according to the residual inatien sequence provided at each time step

by the simple Kalman filer. The Kalman filter in rganction with the adaptive weighted
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recursive least-square scheme is referred toadsptive weighting input estimation’
(AWIE) algorithm. In a numerical feasibility study Maagt [160] utilise the AWIE algorithm
to identify single and multiple impulsive forces two lumped-mass systems with collocated
response locations. In both cases the unknown idpides have been reconstructed
satisfactorily. In an additional example the AWEemployed to identify the impulsive input
force applied to a cantilever beam with a singléocated input/output pair. FEM was used to
construct the discrete-time state-space model ef dignamic system. For all tested
excitations, i.e. a sinusoidal periodic load andgk impulses of either rectangular or
triangular shape, the estimation results show sefhectuations. In [160] this phenomenon is
interpreted to result from the complexity of thethematical beam model and the small order
of magnitudes of the input loads. With referenceatoearlier study of Ma et al. [161], in
which (i) the same finite element beam model, i@@ntical parameterisation (covariance
matrix of measurement noise and process noise , respectively) and (iii) almost identical
force signatures with equal magnitudes are usedAWIE results contain more noise than
equivalent results obtained with the convention&RLSE approach in which the fading
factor was set to its optimum (tuned) value. Thameef the merit of AWIE for general
application cases seems not unambiguously beielriBy all means, it can be argued that
most real-life engineering applications likely regqu system models that outrun the

complexity of the cantilever beam model by far.

Based upon the conventional KS-RLSE method Hwangl.e(2009) [167] developed an
analytical (closed-form) procedure which faciligtelentification of external modal loads
using a limited number of structural responses. nimlal space force identification
approach may be reasonable in situations in which the nmetéffgess and damping matrices
of the system are not fully known and the resporsesbe assumed to be dominated by the
first fundamental structural mode only, e.g. in laggtions to wind excited buildings or
slender structures. The method is evaluated througherical analysis for SDOF and MDOF
systems subjected to sinusoidal as well as vortedding induced (random) loads. The
presented results show that the sensitivity ofideatification method to measurement noise
and errors in the estimated structural dynamic entogs (damping and natural frequency)
depends on the type of the sought input force. &Vthle reconstruction of random input
forces is relatively insensitive to these distudes) identifications of sinusoidal loads are

subject to high estimation errors. However, apgibcaof the modal space Kalman filtering
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technique is restricted to very limited applicagoand is not practical for structure-borne

sound problems where many modes are excited.

For completeness it is noted that some applicatainthe Kalman filtering scheme for
nonlinear inverse force identification problemshave also been published. An extended
Kalman filter in conjunction with a tire model isilised by Ray (1995) [168] to reconstruct
nonlinear states and tyre forces for advanced ieelgigntrol. Ma and Ho (2004) [169] and
later Lin (2010) [170] generalise the previous woifkMa et al. [126],[116] for nonlinear
force vibration problems. In essence, an extendatinkn filter in conjunction with the
recursive least-square estimator (RLSE) is useritine estimation of the exciting forces in

non-linear spring-mass-damper systems.

Although all presented inverse routines based enkhlman filtering scheme have been
proved to yield sufficient accurate force estimasidor specific vibration problemmherent
limitations prohibit the general applicability of these methods for practical structure-borne
sound problems.

First, a prerequisite for employing the Kalmarnefilts toprovide an accurate discrete-time
state-space representationi.e. detailed state variable equations includihg system
dynamics [165], which poses major difficulties imagtice. For relatively simple vibration
problems, e.g. low frequency dynamic problems aantbeand plate-like structures with
preferably low modal density and well separated @spd may be feasible to obtain sufficient
accurate mathematical models usikREM methods (Ma et al. [126],[161],[160]) or
analytical approaches (Hwang et al. [167]), as discussed above. Unfatiely, the
complexity of vibration problems involved in manyaptical engineering applications is too
high to achieve reliable models in this way, intjgafar for structure-borne sound problems
where many modes are excited and multiple inpueoare applied to the physical structure.
To overcome these hurdles, state-space systensatati algorithms may be employed to
obtain discrete-time state space models from exastal vibration test data, as demonstrated
by Liu et al. [165]. However, it is well-known thaten modern and establish&tdte-space
system realisation methodssuch as the ERA technique as utilised by Liul.gtL&5], which
have shown to work very well for numerical simubas and experimental data for ‘simple’
structure-borne sound problems with well separatedes in frequency, may fail to identify
adequate state-space models for complex enginepraidems [171]. If not impractical, the
identified models only represent approximationgheftrue systems and their validity depends
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on numerous factors, such as the chosen model, aitterlength of the available and
computational processible experimental data, theenmcluded in the measurements, the
number of system in- and outputs as well as theaindensity, overlap and damping of the
physical system. Discussions and appropriate nefese concerning modern state-space
system identification methods can be found in [Q9]L] and [172], for instance.

Second, in all the above references the feasiblitiKalman filter state-space methods for
inverse force identification has only be studiedvibration problems in which the number of
considered response ‘measurements’ equals the muofbaput forces. According to the
author’s best knowledge, no application has besoudsed for overdetermined structure-
borne sound problems in which the number of resporexceeds the one of the unknown
excitations. More important than this, within dllidies satisfying force identification results
have been achieved when considering response neeasutis from either collocated or non-
collocated sensor positions. Yet, no study seemexist in which multiple input forces are
recovered from a set of responses which are redaieultaneously atollocated and non-
collocated sensor positionsas well. This problem, however, has been foundindit the
applicability of other inverse state-space methasdsh as the ISF [107][132], DMISF [108]
or the time delay method [114]; all relying on sti#int state-space modelling and estimation
of the system Markov parameters. For this reados, presumed that similar difficulties as
discussed in section 2.4.4 may also limit the dsglof Kalman filter state-space methods for
general force identification problems.

Third, both the Kalman filter implementation ande tlassociated recursive least-square
algorithm rely onoptimal parameterisation making the application for practical engineering
problems difficult. On the one hand, the Kalmarefilrequires exact knowledge of the
process noisecovariance matrix and thmeasurement noisecovariance matrix, each of
which is generally not easy to determine in reg@imeering problems [160]. Furthermore, the
measurement noise covariance matrix normally depemal the accuracy of the used
instrumentation [126]. On the other hand, the sefjaleleast-squares approach demands
optimal choice of thdéading factor in order to ensure good estimation accuracy wstile
being able to sufficiently track transient eventsthe input data [160]. To achieve good
convergence in real engineering problems, the @btahnoice of the fading factor involves an
extensive parametric study [167], unless the adapireighting input estimation (AWIE)

algorithm [160] is used. However, since only a fapplications of the AWIE algorithm for
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simple numerical vibration tests have been pubtiste far, the feasibility of AWIE for real-

life force identification problems is not clarifieget.

In a nutshell, state-space methods based on Kafitantheory are theoretically able to

perform real-time inverse force analysis for mekeited structures. However, due to several
inherent limitations these methods have been faonbde of limited use for inverse force

identification in real-life engineering vibrationrgblems. In essence, application of these
inverse approaches, if practical at all, is cumbees partly due to the requirement of
providing an accurate system model in state-spawe find partly due to parameterisation
issues; both of which highly affect the convergehebaviour and the accuracy of the force

identification process.

2.4.6.Sensitivity methods

Lu and Law in [173] present a TD inverse methodt thbows reconstructing the time
signatures of multiple input forces from a singlgamic structural response assuming the
force input and response locations are known. hbatiforces are approximated by Fourier
series in which the higher orders are neglecteithaoonly a finite number of parameters, i.e.
the force magnitude and its circular frequency &ach of the considered low order
oscillations, are to be identified. In this way theerse force identification problem can be
thought of as a parameter identification problem.identify these parameters, Liu and Law
utilise a sensitivity-based method implemented nnitarative procedure. Starting with an
initial guess of the unknown force parameters, gbgerning equations of the structure,
expressed in finite element form, are employeddicudate the sensitivities of the dynamic
response with respect to the unknown input foracarpaters. The obtained sensitivity matrix
is then inverted employing a Tikhonov regularisatimethod before the pseudo-inverse is
used to update the current parameter estimatesibynining the difference between the
dynamic response measured on the real structurétsanelconstructed equivalent calculated
from the latest update of the force parameterstlamdynamic model of the structure.

A feasibility study of the proposed force identfimn method is given by Liu and Law in
[173]. Using different numerical examples of a siengpring/mass chain excited by a single
sinusoidal or alternatively a transient input foesed a finite element model of a plane truss
structure excited at two nodes by periodic forcék® accuracy and robustness of the
sensitivity method has been demonstrated. The cgiplity of the method is further
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investigated for a laboratory experiment in whichasured structural responses from a steel
beam under sinusoidal excitation and a dynamic inemged on Euler—Bernoulli beam theory
is used to identify the input force time signatureall presented examples, the time domain
sensitivity approach is found to yield satisfactoegults even when the structural model
contains initial model error and/or the measureth da polluted with noise. However, the
general use of the method is restricted to sitnatim which a sufficient accurate dynamic
model of the structure is available. This might the case for low frequency dynamics
problems but for structure-borne sound problemsrevineany modes are excited application

of the sensitivity method is not practical.

2.4.7.Adaptive method based on the LMS algorithm

In [174] Kropp and Larsson introduce a TD forceniifgcation technique based on an
adaptive algorithm that seems to be less resteichan most of the aforementioned methods.
The main idea of the TD inverse routine is basethen_east Mean Square (LMS) algorithm
which is widely used in adaptive filter theory digeits simplicity, flexibility and robustness
[175]. The adaptive algorithm does not rely on msi@n of a possibly ill-conditioned FRF
matrix nor does it require extensive regularisateshniques to improve the solution as often
required in FD inverse methods. Issues with fincapgropriate regularisation parameters in
this way can be avoided. Avoiding matrix inversistiurther advantageous since ‘weak’ paths
that bring about dominant contributions after irsven, which are highly susceptible to noise,
can be circumvented. Instead, it is always the nreasent point with the strongest signal that
dominates the adaptive TD inversion process atrtainefrequency. This, in general, makes
the choice of appropriate measurement positiontherphysical structure less crucial than in
most of the aforementioned inverse force reconstmidechniques. Also, the adaptive TD
inversion routine has been demonstrated suitabledéaling with collocated and non-
collocated vibration problems or a mixture of thés® [174]. Furthermore, the physical
system is modelled by means of measured impulg®mnes functions (IRF) which can easily
be obtained from vibration tests utilising conventl system identification methods. This
facilitates the use of the method for engineerippliaations dealing with even sophisticated
structure-borne sound problems for which most ef #dbhovementioned force identification
techniques would fail.

In essence, the adaptive inversion routine carhbeght of as a successive adjustment of a

forward system model in which the measured IRFsirassthe role of the inputs to the
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system, the structural responses are the respeatitgrits and a set of adjustable system
parameters account for a finite number of unknowefficients that form the time signature
of the input force to be identified. Starting wéh arbitrary initial guess of the unknown input
force time signature, the pre-measured IRFs aré tesélter the predicted input forces so as
to predict a set of estimated responses. The batween the estimated and true responses is
then used to update the input force estimationrsagely.

The validity of the adaptive force identificatioechnique has been demonstrated in a couple
of numerical and experimental examples for a fremlgpended steel beam in [174]. The
method has proved sufficient to yield robust ancleate reconstruction for both transient and
stationary force signatures applied to structuréh wingle degree of freedom excitation.
However, a generalisation of the method facilitgtsimultaneous identification of force time
histories for MDOF excited structures has not beemlished yet. Thus, achieving a
generalisation of the adaptive TD inversion routioe MIMO systems is one of the main
objectives of this thesis. The detailed derivaaod a comprehensive validation of the MIMO
inversion routine is presented in chapter 4 beftgeapplication is tested in chapter 5 for
independent characterisation of transient strudboree sound sources within electrical

steering systems.

2.5. Summary and concluding remarks

Accurate characterisation of structure-borne samdces, i.e. structures with some form of
internal excitation, is crucial for predicting s@uand vibration in assembled structures such
as machinery, vehicles or for the specific purpafsieansient sound source characterisation in
electrical steering systems. Since source modeifirgiill insufficiently developed to handle
such sophisticated structure-borne sound problenagpendent source characterisation is
only possible by utilisingxperimental approachesIn general, theses techniques require the
measurement opassive properties normally characterised by FRFs, such as mobility,
impedance, receptance, admittance, dynamic stiéfaesl compliance, apparent mass and a
variety of vibro-acoustic transfer functions, asllwas active properties [51]. Different
techniques to determine the activity of structuoerle sound sources based on measured data
have been published. One line of research focusesoarce characterisation in terms of
power, using prediction approaches of which thersoulescriptor [63], the characteristic
power, the mirror power or the maximum power [38} anost promising. A second line of

research employs measurement approaches which acaseitaracterise the source activity
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in terms of the free velocity [39],[84],[45] as stiardised in [54] and the blocked force [85].
Unfortunately, measuring free velocity and blockertes is not always straightforward due
to several practical limitations [9],[51],[104]. Gcerning first thefree velocity, a major
drawback of the method is that measurements omjpkeating source are to be carried out
whilst it is separated from any rigid support staue [51]. In practice, this requirement
prohibits characterisation of sources running unided or rather to account for internal
excitation mechanisms inside active componentsrtteat vary with the external loading, e.g.
the transient source mechanisms in electrical StSyyploying theblocked force approach
theoretically allows operating vibration sourceslemload, but large and rigid test rigs are
required to approximate true blocked terminatiomsrdhe entire frequency range of interest
[9]. Difficulties also result from the fact that, @ach point where source and receiver connect,
up to three orthogonal forces and three momentutatitese axes exist so that direct
measurement of all interfacial blocked quantitieesymot be practical for sophisticated multi-
point-connected systems. Design and functionadisyes of the source or potential alteration
of the interfacial conditions may further prohihiin-reactive instrumentation into the flux of
forces [105]. To overcome these hurdlegerational forcescan be measured at the source
receiver interface using inverse force synthesd.[$ince the measurements are partially
conducted in-situ, i.e. when source and receivercaupled, realistic operation and mounting
conditions can be achieved. Furthermore, no insgniation within the sensitive contact zone
of source and receiver is required. Yet, forcesioled in this way are not an independent
property of the source but also depend on the tstr@aicdynamic properties of the connected
receiver so that source characterisation is onlgsibbe for a specific installation [51]. A
relatively new approach, known as thesitu blocked force method has the advantage that
blocked forces can be obtained from measurementducted in-situ on assembled machines,
thus facilitating both practicability and indepentisource characterisation [9]. The method
has proved successful for even complex technicpliGgtions [89],[94],[95],[96],[97],[10],
[98],[99]. As with inverse force synthesis, thesitd blocked force method employs inverse
methods in frequency domain, in which measurectstral responses are propagated back to
the assumed known source regions by inverting oegrcontaining pre-measured FRFs. This,

however, can be disadvantageous in some respects.

First, theinversion problem is well known to be ill-posed and solutions basadrequency

domain methods have been shown to suffer from nigaletl-conditioning at frequencies
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associated with the natural frequencies of thecgiras. Furthermore, the inversion process is
sensitive to measurement noise [132]. Usually, rifmistness of such solutions has to be
improved artificially by applying some form of rdgtisation (see amongst many examples
[20]). Second, tackling source characterisatiofrequency domain could lead @bscuring
some essential featuresf the originating source mechanisms, such asaians carrying
impulsive, irregular or modulated temporal struegjras these are generally hard to catch in
frequency domain [19]. Finally, characterisationsofircesvhich are operated under non-
stationary conditions like engine run-ups/run-downs turns out not tostraightforward in
frequency domain [86].

On the contrary, the challenges in the inverse |lprobare manifested differently in time
domain so that more accurate and robust solutianshbe found by formulating the problem
in the time domain. Besidesme domain methodscould possibly account for all types of
source mechanisms in equal measure, e.g. periaaidpm or transient excitation, and would
make handling of non-stationary operation condgieasy. Furthermore, time domain source
characterisation would yield continuous time signe$ of arbitrary length allowing all sorts
of post-processing for each particular source whghan attractive prospect for many
industrial demands, such as time domain TPA [16],[8uralisation purposes [6] or condition

monitoring [176] amongst others.

A number oftime-domain approachesfor solving the inverse problem associated with
indirect force measurement can be found in litemtincluding directdeconvolution
techniques(see references in section 2.4r@pdal filtering (section 2.4.3)inverse filtering
(section. 2.4.4) an&alman filtering (section 2.4.5) both of which are based on stptes
methods, as well asensitivity methods (section 2.4.6). However, most of them lack
generality with respect to the underlying assunmsjcthe way they describe the physical
system or the need for additional information twapaeterise the algorithms. Thus, these
inverse force identification methods are not pratile for sophisticated structure-borne
sound problems. Kropp and Larsson [174] introduzgditne domain inversion routine based
on an adaptive algorithm that seems to be lesgatest (section 2.4.7). However, so far the
method has only been studied for relatively singitectures with single-degree of freedom

excitation.

Given the above discussion, there could be sigmfipotential advantages in developing a
robust time domain inversion routine based on graesion of Kropp and Larsson’s adaptive
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algorithm that is capable of calculating simultameonulti-channel blocked force signatures
from measurement made in-situ. One of the mainabbgs of this thesis is to derive such a
generalisation and to demonstrate its applicabfiiy independent source characterisation
using a time domain representation of the in-sitochked force method with respect to
transient sound generation in electrical steerysesns. Both issues, the generalisation of the
time domain inversion routine (see chapter 4) asdapplication in independent source

characterisation (see chapter 5) are believed twigmal.
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3.1. Introduction

As outlined in chapter 1, rigorous reduction of tdwerall driving noises, such as powertrain,
tyre-road and aerodynamic induced noise, has be@eved within the last two decades. In
this way, some air-, fluid- and structure-borne rebisources which were formerly less
important, such as electric powered steering systda®S), have become relatively more
important for NVH design.

In this chapter the role of electrical steeringteys as structure-borne sound sources in
vehicles is discussed. Based on the EPSapa PLé@ngtexystem, which will invariably be
used within this study, emphasis is placed on th&cbdesign and functional principle of
electric powered steering systems in section 3l Tundamental mechanisms and the
associated sound phenomena of steering inducedtwstborne sound are elaborated in
section 3.3. A methodology and a conceptual moaleidentifying possible transient sound
sources within electrical steering systems is dised in section 3.4 before a summary of the

most important findings is given in section 3.5.

3.2. Electric power steering systems

One major characteristic of power-driven vehiclesthe ability to change lane or more
generally to steer independently of external la®trictions as in the case of rail transport for
instance. To guide and direct a vehicle steeringtesys (StSys) are required which are
understood as the entire mechanism consisting ef stieering wheel, steering column,
steering gear and tie rods (see Figure 3.2 -A&)part of the chassis suspension the steering
system constitutes a major subsystem for vehickratiopn which transmits dynamic forces
between the vehicle superstructure and the rogucadly, the suspension system is designed
to handle all vertical, longitudinal and lateral ndynics of the vehicle superstructure.
However, the lateral dynamics, i.e. rotation abibwt vertical axis passing through the car’s
centre of gravity (yaw) and movements in lateraéclion, are essentially governed by the
StSys in combination with the wheel suspensionst@dvheels [177].

In general, one can distinguish between mecharsta®ring systems which are operated
manually by the driver and power steering systdmasdssist the driver in turning the steering

wheel in situations where considerable steeringriefis required, e.g. in large vehicles
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particularly when the vehicle is stopped or movahgwly [178]. Within the last few decades,
rotary valve hydraulic power steering systems hlbeen most widely used for passengers
cars. However, since these conventional hydraubevgs steering systems (HPS) are
permanently powered by the engine, HPS systemeaserthe engine efficiency and further
require additional space-consuming hydraulic corepts like pumps, drive belts and hoses
for operation [179]

Electric powered steering systems (EPS) are marentedevelopments and are superior to
conventional HPS systems, in many respects. ER8n3gaise compact electronic controlled
and engine-independent electrical motors which anlysume energy while power steering is
performed. Due to the functional principle and tleenpact design EPS systems have distinct
advantages with respect to energy-consumption (@8%than HPS [180]) and emission, ease
of installation and modular design, maintenancesictarations, ease of integration in modern
electronic control systems (e.g. Antilock Brakings@&m (ABS), Electronic Stability Program
(ESP), Automatic Parking Assistant, Lane Keepingi#tant etc.) as well as improved
response characteristics to vehicle dynamics amdllimg [178],[179],[180],[181],[14]. For
these reasons, EPS systems have become very poptgaent years, especially with respect
to passengers cars since here the required stderoes (from 3 KN for subcompact cars up
to 16 kN for upper-class cars and vans [180]) adficeently be provided by electric motors
in combination with different types of gear systenfike electric motor together with the
respective gear system constitutes the so-callea sait. According to the position of the
servo unit distinction between three basic typeSR$ systems is common (see Figure 3.1).

Subcompact cars Mid-size cars Upper class Off-road vehicles
Compact cars Upper mid-size class Luxury class
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Figure 3.1. Application areas of different EPS egst according to standard values of steering rmadefand

mechanical performance for all vehicle classes].180
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Dependent on the installation space available hadsteering rack forces required, the servo
unit can be mounted on the steering column (ER#c® second pinion (EPSdp) or in parallel
to the steering rack (EPSapa) [180]. Although egple of EPS system features a different
design they are all based on the same functiomatiplte. As this thesis invariably deals with
EPSapa systems the design and the fundamentaidalcprinciple of electrical steering
systems is explained using the example of an @attsteering system with paraxial servo
unit, in the following. However, it is emphasisédt all general approaches presented in this
thesis are valid for any other type of electricest®y system or other structure-borne sound

sources as well.

3.2.1.The functional principle

Within this research project an electric poweregeshg system with paraxial servo unit
(EPSapa) is used. The chosen EPSapa system isgpraduction at ZFLS and embedded in
a BMW (platform 2- PL2) compact class vehicle. Aital schematic diagram and an

illustration of the physical assembly of the EPSBpa system is given in Figure 3.2.

(a) (b)
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by b ./TOl'qll(‘ sensor

Ha |
W "‘\\, Electric motor I i ‘ ) \%
. ™ ECU  Yoke Tie rod
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Tie rod
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Figure 3.2. The electrical steering system EPSdpa Bchematic diagram [2] (a) and illustration bkt

physical assembly of the steering gear includirgetting loads (b).

The EPSapa system is based on the rack and pimiocigle which is known as the most
advanced steering solution to date [178],[180],Reglecting first any mechanism powering
the steering process, rack and pinion systemsssengally based on the following principle:
The steering wheel is connected via the steerihgrmoto a round gear, the so-called pinion.
If the driver turns the steering wheel the pinismatated and in turn drives a straight bar with
gear teeth, the so-called rack, that meshes wélpithion. In this way the rotatory motion of
the pinion is transformed into a translatory (sideide) motion of the rack so that the

wheels, which are connected to the rack via theotks, are turned. In order to ensure zero-
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play tooth meshing between pinion and rack whilstvieg as zero-play sliding contact
bearing for the translatory moving rack at the sdime, a spring-loaded pressure piece, the
so-called yoke, is used to push rack and pinioettogy. Hence, conventional rack and pinion
steering systems rely on a very simple construaammprising only a very few moving parts.
For this reason they generally tend to be lightghkivery precise, highly responsive, easy to

control and further provide direct feedback frora tbad [2].

EPS systems supplement the fundamental rack arm@hganinciple with an electromechanical
servo unit providing power assistance to move tieersg rack according to the
instantaneous driving conditions. To do so, thetsdaic control unit (ECU) registers and
processes a wide range of parameters like roaddspgéeering angle, steering torque and
steering speed for instance. Parameters relatduetsteering process which are induced by
the driver are measured by sensors directly builthe steering system such as the torque
sensor in combination with the torsion bar. As sasrthe driver turns the steering wheel the
data is registered and processed on-line by the BBQdder to calculate the required steering
assistance. Based on the calculated control consniduedelectric motor is operated and the
servo gear system transmits the optimum servo ¢oequd transforms it into a lateral force
which is then superposed to the steering forceiegily the driver so as to assist the driver
moving the rack in lateral direction. The functibrainciple of electric power assisted

steering is summarised by the block diagram in fegu3.

Vehicle speed, power supply,
engine speed, ignition
: /Motor torque
3
. /
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' control unit
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' Mechanical Wheels,
Gearb . . A
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\
\ \
\ \
\Torque applied by driver \ Torque applied by driver
—_— e B
mechanical flow flow of current

Figure 3.3. Functional block diagram of electriaveo assisted steering [180]

As illustrated, under normal conditions the torcaeplied by the driver to the gear is
superposed by the motor torque. In case that theleepower supply fails or the flow of
current is interrupted the mechanical connectiomvéen the steering wheel and the steered
wheels still enables the driver to continue steprthe vehicle (see also Figure 3.2).

Accordingly, the mechanical flow, as indicated lojiclines, in the latter case is identical to
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the one in conventional rack and pinion steeringfesys that do not feature mechanisms to

perform power assisted steering.

In case of electric power steering systems witlaxiat servo unit (EPSapa) the servo gear
system consists of a two stage drive concept,lastriited in Figure 3.4. The first stage is
constructed as a slip-free toothed belt drive,the. electrical motor powers a small toothed
disc (3) meshing with the toothed belt (2) thavesi the big toothed disc (4) to which the
second transmission gear is connected. The seqoredsiage consists of a recirculating ball
gear in which the ball chain is returned througthannel (7) integrated in the steering nut (5)
[180]. Forces and moments induced by the steenigmand about axial as well as radial
directions, respectively, are supported via theé Salew bearing (6) by the housing of the
steering system. By contrast, the rack (1) is &bl@move freely in its longitudinal direction so
that the resultant forces induced by the rotattegrang nut finally drives the rack. In this way

the original rotational movement of the electrictords transformed into a linear movement

of the steering rack.

@ Steering rack

(@ Toothed belt

@ Motor pinion

@ Pulley

@ Steering nut

@ Ball screw bearing

@ Channel for ball recirculation

Figure 3.4. Configuration of servo gear systemmsEwvith paraxial servo unit.

The EPSapa two-stage servo gear system allowseetii transmitting high torques while

consuming minimum space in the physical assembiptider advantage of this concept is
that low noise performance during operation of twerall servo unit can be achieved
[180],[2]. Note that low noise performance in thmespect is purely related to functional
steering sound (see section 3.3.1). However, the rloise generation of the servo unit
legitimates connecting the entire steering geadlgigo the subframe of the vehicle which is
aimed so as to ensure a direct steering feel amd rfeedback, respectively [180].

Unfortunately, connecting the steering gear rigidythe subframe or to any other part of the

vehicle, such as the wheel suspension via thetie or the vehicle body through the steering
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column as explained in section 1.4 can become enadiic if structure-borne sound is
originated inside the steering gear due to someraséen phenomena which are independent
on the functional principle or rather the operatidnihe steering gear. Elaborating the specific
mechanisms and the associated sound phenomendl a&s iige respective conditions under
which structure-borne sound may be originated withectrical steering systems is task of the

following sections.

3.3. Sound phenomena induced by electrical steering sygshs

A diversity of subjective factors affects the paggr’s perception and assessment of steering
induced structure-borne sound which, under cedanditions, can become audible inside the
passenger compartment. The individual degree o$faetion in this context is strongly
related to whether a specific sound phenomenoees t be caused by a steering manoeuvre
or not. Therefore, subdividing steering inducedicttire-borne sound into two classes is

worthwhile, as discussed in the following.

3.3.1.Functional steering sound

The first class of steering induced sound phenoncamaprises all structure-borne sound
phenomena that are provoked by deterministic iatedynamic forces due to the expected
operation of the steering system. The term ‘exgkofgeration’ is used to signify that sound
immission in the cabin correlates with the acti@eésng manoeuvre performed by the driver.
The underlying mechanisms for the origination etictiure-borne sound inside the steering
system in this case depend on the inherent furatiornciples of the steering system. Thus,
all sound phenomena associated with this type edrstg induced sound are referred to as
‘functional steering sound’. It is noted that extrloading, e.g. tie rod forces induced by

dynamic steering, may influence the intensity &f plerceived functional steering.

The most significant source mechanisms of functisteering sound can be traced back to
oscillating forces excited inside the steering eystn consequence of rotating components or
component assemblies. These forces may eitheruseddy mechanical or electro-magnetic
effects and feature rotation speed-dependent desisics. Typical phenomena of functional

steering sounds in electric powered steering systrm

e noise caused by electro-magnetic forces withiretaetric motor [2],[182],[183]

* engagement noise caused by the meshing of pinidgear rack [2],[12],[184]
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e noise caused by the belt drive due to interactmmta/een pulley and belt [2],[185],[186]
* noise caused by imperfect ball-bearings [2]

The distinct dependency of these phenomena orothéan speed can effectively be used to
identify dominant sources of functional steeringursid inside electrical steering systems.
Since the steering system can be considered asear lisystem (section 2.2), periodic
excitation provoked by a distinct source mechanissitde the steering system always yields a
periodic response at the same frequency. This nsgpmay either constitute a perceivable
sound at the driver’s ear, e.g. when the steenystem is operated in the car, or a vibration
response measured on the housing, e.g. when tngtsystem is operated on a test bench.
Considering the gear transmission ratios betweeh eatating component and the motor
shaft as well as the actual rotation speed of kberec motor to be known, dominant internal
sources of functional steering sound can be idedtiby applying spectral analysis or order
tracking analysis to the measured responses. Byaoiaxample, Figure 3.5 illustrates the
typical characteristics of steering induced sounchission in vehicles for standstill steering

manoeuvres.

Sound pressure level [dB(A)]

Frequency [Hz]

Figure 3.5. Spectogram (frequency vs. time) of soymessure level measured inside the passenger
compartment and order contributions from associatadtional steering sound sources [2].
Clearly, the most significant sources of functios@ering sound (motor, gear, belt, bearings)
can distinctively be identified from the measuretkiior sound pressure level. As a corollary
of this, the descriptive order contribution frontlegarticular sound source can be utilized as
performance criterion to review NVH specificationlsassembled steering systems. Thus, at
ZFLS specially designed test procedures based diokline testing are employed to monitor

guality and functionality of each produced steesggtem.
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Recalling section (section 1.3) one can summathz¢ functional steering sound typically
does not pose high risk for complaints, as contidms from the associated internal sources to
the overall cabin sound are insignificant undernmadr driving conditions and if functional
steering sound is perceived by the passenger,wdhgn performing standstill steering or
parking manoeuvres, its occurrence can directlyebsed to the actual mode of operation of
the steering system. However, it is stressed tHatheoretical and practical approaches
presented in this thesis are generally valid for stnucture-borne sound problem irrespective
of its origin.

3.3.2.Interfering steering sound

All structure-borne sound phenomena perceivablielénthe passenger compartment that are
not directly related to an actual steering manoguer more generally, that do not correlate
with the physical mode of operation of the steergygtem are classified as ‘interfering
steering sound’ in the following. Since sound pheana of this category are not expected by
passengers inside the car they are most likelyet@pdrceived as unpleasant, disturbing or
interfering [37]. Usually their perception is asss$ as an annoyance; thus posing high risk
for complaints. Once a disturbance is perceivasl litelieved that this can draw attention and
increase annoyance further [177]. However, the amyinexpected disturbance is perceived
and assessed by a passenger depends on a diwdr§itgtors, such as the probability of
occurrence, the intensity, the characteristics titihe duration or the personal association of
the perceived sound phenomenon [1],[2],[177].

In the context of sound emission from electric powteering systems, different physical
mechanisms exist that can give rise to structuredosound phenomena associated with
interfering steering sound. By way of example, idigttonal disturbances can result from
self-excited transversal belt vibration when pagsimough critical steering speeds so that the
tooth engagement frequency coincides with the @som frequency of the belt strand [187].
However, as with functional steering sound suctatg@menomena can readily be addressed,
e.g. by employing spectral analysis to identify thepective structure-borne sound sources
inside the steering system, since the natural &equ of the installed belts are known.
Furthermore, the underlying excitation mechanisswwell as the critical operation conditions

of the steering system are well understood andwuarphysical parameters in the control of
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designers and engineers allow the risk of provoksngh steering induced noise to be
minimised.

By contrast, addressing the problem of steeringuéed ‘contact noise’ is much more

difficult. For example, unique determination of thgeration conditions under which contact
noise is provoked within electrical steering systeim not possible since a diversity of

uncontrollable factors influence the internal extdn mechanisms. In addition, sound
phenomena associated with contact noise can exhilitle range of different characteristics,
including high intensity transient and impulsiveusd characteristics which are known to
have substantial disruption potential [2]. Hend® bccurrence of steering induced contact
noise is generally critical. In the following theost important source mechanisms and
influencing factors responsible for the generatafncontact noise in electrical steering

systems are discussed.

3.3.3.Contact noise

The fundamental generation mechanisms of contase rariginated inside electrical steering
systems can be attributed to internal time-varyimges provoked at the contact interface
between two adjacent components due to unpredictalbdtive movement between one and
the other. Thus, contact noise can only be origohat the following two conditions are

fulfilled at the same time: (i) adjoining componerdr component assemblies inside the
steering system have to physically contact eaclerodéimd (ii) relative movement between
these components has to be enforced by some fopriroéry excitation in order to provoke

secondary reactive forces at their contact interfdmat ultimately generate structure-borne
sound. It is stressed that the locations of prinegitation are not collocated with the source

regions inside the steering system at which comiaiste is originated.

According to Zeller [177] and Steinberg [1],[3Alvd fundamental physical mechanisms are
known that provoke structure-borne contact noig@iwimechanical structures; namely stick-
slip vibrations induced by dry friction and vibrats excited by impacting assemblies. Both
phenomena emerge as non-stationary or transientdsexents at random times, as elaborated

below with respect to the generation of steeriryaed contact noise.

Stick-slip phenomenon

The phenomenon of stick-slip describes self-susthinibrations induced by dry friction

between two contacting surfaces that are altematalest (stick mode) and in sliding motion
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(slip mode) with respect to each other. The abtrgotsition from one mode to the other
induces time-varying frictional forces within thentact zone [188],[189]. Depending on the
structural dynamic properties of the interfacingustures, these dynamic contact forces
ultimately give rise to structure-borne sound, s&ck-slip noise. The physical principle and
the interrelated internal forces are schematisddgare 3.6 - (a).
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Figure 3.6. (a) Stick-slip phenomenon: Schemadiistitation of the physical relationship betweemif#cing
solids ; (b) simple mass-spring-model of interfacéationship and (c) schematic of oscillatingtipbn forces
responsible for the generation of stick-slip noise.

The most simple model for explaining the fundamlentachanism of stick-slip vibration is
given by the single degree of freedom mass-spistem depicted in Figure 3.6 - (b). A mass
(m) attached to a sprind)(is pulled by an external tension foré&) over a solid surfaces|

S0 as to move the spring at a constant veloeityI{ is noted that the spring accounts for
elastic deformation occurring in real structurestla contact between two interacting

surfaces.

In equilibrium, the mass is stationary on the stefand the contact between them results
from the normal forcé&y acting perpendicular to the surface. As soon as#ternal driving
mechanism starts pulling the spring, dry frictiggpears as a resistance against the beginning
of the motion so that the mass remains stationaryhe surface (stick mode) [188]. The

associated constraining force, the so-called statitonal resistancé€sg, is given by
Fs = usFy (3.1)

whereus is the coefficient of static friction at the cocttarea andFy is the normal force. As a
result of the mass sticking to the surface andotigoing driving mechanism, the spring is
loaded and its tensioffr{) increases until the static frictional resistafgas not able to hold
the mass at rest anymore. When the mass startagsiider the surface (slip mode) the
frictional resistance decreases abruptly due totduesition from static to dynamic friction

behaviour. Since the kinematic friction is far I&ésan the static friction, the spring powers the
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mass by releasing energy stored in the stressetysgw as to accelerate the mass which, as a
result, moves at a velocityx( faster than that of the spring. Note that thatre¢ velocity
between the mass and the spring is defined adipheetocity (v - x). Accordingly, sliding of

the mass over the surface brings the spring abecitedsing its tension until the restoring
force is insufficient to counterbalance the prewmgilkinematic frictional resistance, which is
considered as an applied force in the slip mod8&][1Bowever, due to the kinematic friction
resistancé-g, given by

Fo =4 R (3.2)

whereuk is the kinematic friction coefficient satisfyinge conditionux <us, exceeding the
driving tension force, the mass is deceleratedagain comes to rest (stick-mode). Hence, a
single stick-slip cycle, represented by the memtibrprocesses, involves a stick state
associated with elastic loading of the system ¥o#ld by an abrupt slip corresponding to

stress relaxation [189].

Assuming that constant velocity traction appliedthe mass is maintained by the external
driving mechanism both phenomena stick and slip f@lkce successively, resulting in stick-
slip oscillations. In Figure 3.6 - (c) the charaistiec sawtooth evolution of the associated
frictional contact force is illustrated for two cpiate stick-slip cycles. The distinct impulsive

behaviour results from the significant differenttion characteristics related to the stick and
the slip mode, respectively. As a result, the fatal friction force can only take values

between the limiting values given by the correspogdriction resistances as defined in

equation (3.1) and (3.2).

If the interfacial oscillations are sufficient txaite neighbouring structures, the impulsive
nature of the friction force emerges as likewisnsient structure-borne sound phenomena.
However, the ultimate characteristics of this sledastick-slip noise are influenced by a
variety of factors, such as the normal forég)( the relative (slip) velocity between the
sliding surfaces- x) and the interfacial friction behaviours(andux) which again depends
on the nature of the surfaces in contact, i.e. nateroperties, geometry or roughness. Some
of these parameters may even be functions of eatéactors such as temperature or time
[190]. Moreover, the dynamic properties of the esponding transmission paths as well as
the nature of the external driving mechanism, wingctequired to initiate stick-slip vibration,
essentially govern the characteristic of the emhigieucture-borne sound phenomena.
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Due to the diversity of factors influencing stidipsphenomena the emitted sounds can
exhibit a multitude of different characteristics ialy according to their temporal signal
structure and frequency content amongst others, kamvn as ‘creaking’, ’'grinding’,
‘cracking’ or ‘squeaking’ [1],[177]. In the contexf steering induced contact noise stick-slip
noise is usually referred to as ‘groaning’. Notattthe sound phenomenon of groaning is
often said to sound similar to the noise one hedrsn opening an old wooden door [177].
Groaning mostly results from insufficient or pariiabrication between adjacent assemblies,

such as

» yoke and housing [191],[2]

» sliding film of the yoke and rack [2]

» the peripheral surface of the bearing ring and imgud 91], [192]
* motor and motor flange [193].

By way of example, a stick-slip excited structurasponse measured on the housing of an
EPSapa steering system is depicted in Figure 3ofe khat the acceleration response is

plotted in which the characteristic sawtooth evioluof the contact force cannot be seen.
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Figure 3.7. Groaning in EPS systems: Impulsivecstimal response (measured on the steering housing)
resulting from stick-slip between bearing ring dnaaising while alternating left-right-steering isfoemed.
As a result of dynamic loading, provoked inside gheering gear by alternating left-right
steering around the straight-ahead position, tharihg ring is moved relative to the
contacting housing so that stick-slip can occuritsit peripheral surface in the case of
insufficient or partial lubrication of their intexfe. The impulsive response signal is
characteristic for steering induced stick-slip a#fton and the associated groaning noise.

Impact phenomenon

The interrelated processes of adjacent structwkisiing with each other and the associated
emission of interfering sound, the so-called ‘impaoise’, is referred to as ‘impact
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phenomenon’. Harnemik and Hsueh [194] describe anpaise as noise transients provoked
by impacts between objects which are essentiaky résult of a rapid release of energy
through primarily mechanical mechanisms. In thistest, Steinberg in [1] and [37]
distinguishes between the following two mechanisFisst, the colliding structures induce
transient forces that can excite structure-borngngoin one or both of the interacting
structures. Audible sound in this case results fradiation of sound by vibrating surfaces
that do not necessarily have to coincide with theation of impact within the contact zone.
Second, the temporary contact between the objectses impulsive air displacement from
the contact zone resulting in density fluctuationsthe surrounding air which ultimately
provoke emission of airborne sound. However, indbetext of interfering steering system
sound the contribution of airborne impact noiséh®interior vehicle sound is insignificant so

that only sources of structure-borne impact noisgebe considered in this study.

In order to provoke impact between objects two @omts need to be satisfied. First, the
interacting structures need to be separated frarn etoer prior to the impact. A characteristic
of this state is the initial separation gap betwtenstructures which in mechanical structures
may be understood as clearance between two neighgassemblies. Second, some form of
driving mechanism need to be present in order twige energy for initiating the impact.
This energy may either be required to separatecadiastructures from each other, which
under normal operation conditions are in contactesign, e.g. preloaded assembly groups
like pinion, rack and pressure piece in EPS (sgarEi3.10 and Figure 3.11 — PY domain), or
to overcome an already existing gap between thetsties, e.g. clearance between balls and
ball nut (see Figure 3.10 and Figure 3.11 — BNA diom

In [1] and [37] Steinberg stresses that the vagonty of impact phenomena occurring within

mechanical structures can be considered as limeghtiae invariant problems if a mode of
operation according to the design specification dsn assumed. Thus, only elastic
deformation in the contact zone is considered. Tdssumption is invariably adopted

throughout this study. Based on this assumptiomi$teg exemplifies the complex impact
phenomenon utilising simple linear spring-massesyistwith viscous damping, as depicted in
Figure 3.8.

Accordingly, the fundamental principles of the impghenomenon occurring within

mechanical structures can be best described bidgithe problem into two interlinked
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models accounting for the different states (separand contact) that can be adopted by the
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Figure 3.8. Impact phenomenon: (a) Exemplary madetiriving mechanism forcing two neighbouring

interacting structures.

Mass, m,

‘inactive’ objects to vibrate; (b) Contact modelsdeptive for the duration of the impact betweemwti\e’
components.
The first model (Figure 3.8 - (a)) is to descrile tunderlying driving mechanism (here:

support excitation with acceleratiof{t)) which forces the neighbouring uncoupled bodies to

vibrate while they are considered to be ‘inactiveg, the moving bodies do not exert forces
on each other. The variables, k and c refer to mass, stiffness and damping of the
corresponding structures respectively. Note thathia example both bodies are separated
from each other prior to the impact, indicated lhg ¢jap ¢). However similar models can be

found for pre-loaded assembly groups, as discusisede, or for force excitation.

As soon as contact between both bodies is detéate@ontact model’ (Figure 3.8 - (b)) can

be used to describe the relationship governingrtipact event. During contact both systems
from Figure 3.8 - (a) are coupled; thus a two degrefreedom system is given. The input of
the contact model is given by the output of thetfimodel that is the kinetic energy of both

bodies (massn and velocityx(t)). Elastic deformation within the contact zone @msidered

by utilising Kelvin-Voigt models, i.e. an elastiprg1g and a purely viscous damper connected
in parallel. Their function with regard to FigureB3 (b) can be explained as follows: The
springs ks andks), describing the stiffness of each surface, astiraged only to support
compressive but not tensile forces. The parallehprs ¢s; and cg) account for energy
dissipation during the impact. The depth of petietnaof both bodies is considered by the

parameterst, and &, , respectively.

From the contact model (Figure 3.8 — (b)) it is iolg¢ that impacts between rigid bodies
characterised by surfaces with high stiffness awl damping yield high restoring forces

featuring severe impulsive forces. These impulfivees, acting at the contact between both
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bodies, are considered as the generation mechaniistructure-borne sound causing impact
noise. The ultimate characteristics of the perakiseunds, however, do not only depend on
the characteristics of the impulses, e.g. duradod energy, but also are affected by the
resonance and damping characteristics of the quonelsng transmission paths.

As mentioned earlier, some form of external drivimgchanisms is required to provoke
impact noise. With regard to electric steering eyt such mechanisms result from
interactions between the steering system and theleestructure to which it is connected.
One can distinguish between two primary excitatioagsing interactions between steering
system and the vehicle, each of which results dmstinctive transient sound pattern, namely

‘clunk’ and ‘rattling’ noise as described in thdléoving.

‘Clunk noise’ is induced when the driver (operatercites the steering system via the
steering column. This excitation is denoted asitakon provided by the operator’ (EBO).

EBO involves cyclic loading within the steering ®m caused by rapid changes of the
steering direction. Mechanical inertia combinedwitie steering induced loading give rise to
temporary clearance between adjacent componeniKimgsin short-time lifting and abrupt

equalising movements between these assembliesk @hige is ultimately generated due to
impacts between assemblies returning to theiraingositions. In general, clunk can occur at
very low driving speeds or mainly when the car asked and the driver moves the steering
wheel rapidly from one side to the other. The pmesioon of clunk can be perceived at the
same time as, or shortly after the change of theristg direction. As a rule of thumb, the
intensity of clunk noise is proportional to theesteg speed and the steering angle [195].
Furthermore it depends on the influencing factoentioned prior to this in the context of

impact noise.

Driving a vehicle on bumpy irregular roads suchcabblestones can cause ‘rattling noise’
inside the passenger compartment that may be petteis transient self-excited vibration

[14]. However, the primary mechanism responsibtdalie generation of rattling can be traced
back to stochastic excitations provided by the readace (EBR). EBR results in impulsive

tie rod forces applied externally to the steeripgtam at both sides of the rack [13]. These, in
turn, induce dynamic loads (forces and momentsjdénghe steering system that can
ultimately force adjacent components to collidehwaiach other according to the principles
mentioned above in the context of clunk noise [1S#jce rattling is caused by EBR the axle

kinematics governs the generation of this typengbact noise to a high degree, for which
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reason source mechanisms inside the steering syatenhmighly dependent on the actual
steering angle and the (dynamic) horizontal plamgles between the tie rods and the rack
[13]. Furthermore, the instantaneous driving spaed the nature of the roadway surface
directly influences the characteristics of the i®d rattling noise. In this respect Verkoyen
[3] differentiates between rattle noise and impawte that is characterised by a single noise
transient caused by an isolated excitation impu@sg,due to driving over an obstacle such as
a kerb stone edge. Rattle noise prevails if thdesysis excited again before previous
vibration transients have decayed completely. tustrial practice this differentiation is not

made and all impact noises in the wake of EBR afmeéd as rattling.

3.3.4.Relevance ranking of steering induced (transient)ainds

Recalling the different mechanisms involved in ¢fe@eration of structure-borne sound within
electrical steering systems a classification oérmstg induced sound has been achieved for
EPS systems, as illustrated in Figure 3.9. Notedbmparable classifications exist for sound
generation within general mechanical structures; amongst others [1],[177] but have not

previously been applied to steering systems.

The classification considers the dominant mechasisfrfunctional and interfering steering
system sounds as perceived inside the vehicle, isgissed in the previous sections.
Hypothetically, the interior sound may representmature of several different sound
phenomena. In reality, however, costumers will pme a nuisance as soon as one of these
sound phenomena exceeds the individual subjectiveshold of acceptance. Thus,
complaints are normally based on the perceptianhgle sound phenomenon.
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Figure 3.9. Classification of sound phenomenaeéactelc powered steering systems (EPS)
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As discussed in section 1.3, functional steeringnds pose far less risk for complaints than
sounds associated with interfering steering nolBee to the transient nature and the
randomness of its occurrence, contact noise isideres as critical in this respect. In general,
the more instantaneous and unanticipated the aswerof a noise is, the more stressful is the
human reaction [37]. In the context of steeringuicel contact noise the abstract term
‘perception of a fault (PF) has been establishedctjon 1.3) to refer to the negative
association passengers may have when perceivifgtsatsient steering sound phenomena.
Note that the general term ‘transient sound’ isdusgerchangeably to refer to all kind of
contact noise emerging as groan, clunk and ratbisen(see Figure 3.9). However, the
significance of these sound phenomena in the coofeRF within electrical steering systems

is judged differently.

In general, groaning noise seldom occurs in eledtrsteering systems. If so, its emitted
sound pattern is unique and in most cases can ugaously be identified as stick-slip
induced noise. Since only a few locations existthiwielectrical steering systems at which
stick-slip mechanisms can arise (see section 3.@e3¢ction of the possible sources is usually
not very difficult. Moreover, the occurrence ofcgtslip is highly affected by the dynamic
friction forces acting between contacting assershbibile moving relative to one another. As
elaborated earlier, the friction forces are goverr®y the static and kinetic friction
coefficients. These, however, can relatively easyirfluenced. In practice, increasing the
lubrication between assemblies being suspectedusicg stick-slip noise in steering systems
in most cases will solve the problem. For this oeagroaning noise is usually regarded as of
minor importance with respect to interfering stegrnoise. Consequently, stick-slip excited

groaning noise will not specifically be considerithin this study.

As pointed out in section 1.3, impact noises li&tle and clunk can lead to perception of a
fault for which reason their occurrence in elecpimwered steering systems needs to be
prevented. Basically, the underlying internal mexsms for both types of transient sound are
similar [3],[12] even though the external excitasoi.e. excitation provided by the operator
(EBO) and excitation provided by the roadway swefg&BR), are not (Figure 3.9).
Furthermore, the internal source locations are idensd to be identical [2],
[13],[196],[197],[198]. As a corollary of this, thehysical problem, which has to be
characterised in order to address the problemaokient sound in EPS systems (section 1.4),

is essentially the same for both clunk and ratdeegation. Due to the influence of the axle
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kinematics on the internal excitation mechanisratling phenomena are known to be much
more sophisticated than clunk phenomena. Furthexnsimce rattle noise is caused by EBR
the range of operating conditions under which irggtcan be perceived as an annoyance is
wide-ranging. On this account, routines for vehiaie test bench measurements to address
the problem of clunk noise have been establishdtome a standard at ZFLS. On the other
hand no consistent procedures have so far beeringpited to handle rattling phenomena in
electrical steering systems. However, neither clundk rattle noise routines allow for
sufficient localisation of the corresponding in@rrstructure-borne sound sources or for
satisfactory quantification of the underlying ptogi mechanisms, i.e. the internal transient
forces. Instead, state-of-the-art tests at ZFLSnipastrive to quantify the amount of
generated transient sound in order to rate thexalopustic quality based on predefined limits
for structural responses readily measurable ostéering housing. Approaches to identify the
internal source locations are usually based onnekte experimental tests which mostly
involve mechanical modifications on the affectedesing system, such as alteration of
internal clearances [199], mechanical blocking efrées of freedom (e.g. bearings) and

replacement of components or entire component ddgei191].

In summary, the diversity of causes and conditfmoesoking rattling inside electrical steering
systems is far beyond the one related to clunkenoeven though the same internal
mechanisms and source locations are involved. Eurtbre, no sufficient approaches to
relate internal transient structure-borne soundcssuto the emitted clunk or rattle noises are
available. In order to provide practical techniqud®wing for sufficient localisation and
quantification of the most crucial internal tramgisource mechanisms this study mainly deals
with rattling noise phenomena caused by excitatpmosided by the roadway surface (EBR).
However, it is stressed that the methodology ahdpgdroaches as presented in this study can
generally be applied to any active structure-basaend source comprised within electric
steering systems and indeed within other such egemp. Notwithstanding this, the
theoretical locations of all possible sources neelde known in advance so as to model the
entire physical problem of steering induced striestaorne sound (see section 1.4). Once, the
theoretical locations of all concerning sources @egrmined the approach will allow the
physically active sources to be distinguished ftbminactive ones thus providing important

information to designers and engineers. To achileiseaim in the context of steering induced
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rattling noise, in the following a concept is pmagel which can be utilized to identify the

theoretical locations of transient sound sourcdbiwkelectrical steering systems.

3.4. The conceptual source-path-receiver model

This section aims to identify the possible locasiah transient sound sources within electrical
steering systems. In section 3.4.1 the basic canoéphe developed methodology is

introduced. This concept allows obtaining a singerce-path-receiver model for electrical
steering systems. The most essential step to aclseeh a model is based on a sub-
structuring approach as elaborated in section 3l4.2ection 3.4.3 the source-path-receiver
model derived for an EPSapa PL2 steering systeprasented and the identified possible
source locations responsible for the generationtrahsient structure-borne sound are

established. Finally, a brief discussion on théiisa of the model is given in section 3.4.4.

3.4.1.The concept

As discussed prior to this, transient interfaciatcés acting inside the steering system
between adjacent assemblies are responsible fantigsion of transient interfering steering
noise. In order to minimise the risk of generatiragsient sound by design, the first task is to
identify the theoretical locations inside the stegisystem at which those interfacial dynamic
forces are induced. Consequently, the interfacésdam vibrationally active and passive
components need to be identified. To find theseriates the relative movement of the
components inside the steering system have beeiedtgso as to substructure the steering
system into different layers. Each layer corresgotu a certain movement. Components
belonging to the same layer physically cannot m@lative to each other. Instead, relative
movement can only occur between adjacent componkasted on different layers.
Accordingly, the interfaces at which dynamic exiiitas could generate transient sound are
restricted to the intersections of neighbouringlay These intersections represent the desired

contact zones at which transient sound sourcesbmdgcated.

One major advantage of sub-structuring the steesggtem into active and passive
components and grouping these components to lagerding to their relative movement is
that potential source locations can even be spaktdadeen components which under normal
driving conditions can be assumed as passive. fbhigxample is the case for pre-loaded
component assemblies (e.g. pinion, rack and yodee-Figure 3.10) where, due to external
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excitation (EBO and EBR), the components may tdnf each other if the loading inside the
steering system rapidly increases. Furthermoresesthe active sources are assumed to be
located inbetween two neighbouring layers, comptnkatated on the layers can readily be
considered as vibro-acoustically passive structurethis way, unambiguous sub-structuring
is possible and a simplified source-path-receivedeh of the complex mechanical structure

of the steering system can be achieved, as deddrnlibe next section.

The idea of sub-structuring a complex technicaldtire into active and passive subsystems
is of course not new, (see for example [5]), bus ibelieved the systematic breakdown of a
sophisticated mechanical structure into passive tengporally active components in the

context of transient contact noise does not apfmeaave been published.. Furthermore, the
idea of gaining a simplified source-path-receivexdel of an electric power steering system is
novel and is considered to represent a significamttribution towards understanding the

internal processes of transient structure-borneiéq@henomena leading to perception of a

fault.

3.4.2.Sub-structuring into active and passive parts

Constructing a meaningful source-path-receiver rhoflan electrical steering system subject
to internal transient sound generation requiresurate separation of the potential active
sources and the remaining passive parts. Howewere she external driving mechanisms
(e.g. EBO or EBR) are not sufficient to constamitpvoke transient contact noise within the
steering system, sources in this respect are pegsionbe ‘temporarily active’. Only under
certain driving conditions is short-time force dation between neighbouring components
possible during which their contact interface citasds an active structure-borne sound

source; otherwise this region is assumed to bavygass

Sub-structuring is achieved in subsequent stepst, Bivo major domains on both sides of the
steering system are defined, as illustrated inrféi@u10.

According to the location of each domain on thestg system they are denoted as ‘domain
gearbox” (BNA), i.e. BNA signifies the componenbgp ball nut assembly located inside the
gearbox, and "domain pinion/yoke” (PY), respecyiviliext, both domains are sub-structured
conforming to the methodology described above. feigdi1l illustrates the sub-structuring

approach for both domains (BNA and PY).
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Figure 3.10. Domains and components of the EPShpateering system.
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The housing of the steering system is considereoetastatic and thus can be defined as a

reference for identifying all remaining interfacésirthermore, the housing constitutes a part

that links both domains. All components that areeatly connected to the housing are

classified as static components. Those componeatsighlighted in red in Figure 3.11. One

assumption that has been made is that the beamgg (5) in the gearbox domain is

considered to be fixed to the housing. In the medah assembly the bearing ring is

supported by a rubber coating and therefore cghtsjimove radial and axial.
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Figure 3.11. Layers within gearbox and pinion/ydikenain of EPSapa PL2 steering system
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Nevertheless, due to the high damping of the rubbating this contact zone does not cause
any trouble with regard to impact noise excitatibiote that, as mentioned in section 3.3.3,
the bearing ring is sometimes involved in genegatjmoan noise due to sliding contact
between its peripheral surface and the housing.edew since the focus of this study is on
transient impact sound sources the bearing ringggarded as quasi-static part, for which

reason it is accounted for as part of the housing.

Layers highlighted in green specify rotating layessch as the ball screw nut unit ((8)-(14))
in the BNA domain or the steering pinion (24) ire tAY domain. Rotating layers are always
mounted by means of ball bearings to the staticsimgu According to the definition given
above, intersections of two adjoining layers defthe contact zone (marked in black in
Figure 3.11) at which possible transient structuvene sound sources are located. In this way,
the surfaces of the balls in the ball bearingsathldomains are identified as possible rattle
and clunk sources. The corresponding interfacedemeted as (A) and (E) in Figure 3.11.

In the gearbox domain (BNA) the rack (16) is driv@nthe steering nut (8) in either left (+y)
or right (-y) direction. For this reason, the whoéek is considered as translational moving
component. The corresponding layer is colouredeitow. The interface (B) that separates
the rotatory layer of the ball screw unit from thenslatory layer of the rack runs through the
balls of the ball screw drive (15) so that theséslyapresent possible sources for impact noise

excitation as well.

The rack connects the gearbox domain with the pigake domain as translatory layer. In
the pinion/yoke domain the rack (16) is in contadth the rotatory layer of the steering
pinion (24), so that the tooth engagement of tinéopi with the rack is considered as possible
transient sound source. The corresponding inteifacgerred to as (F) in Figure 3.11.

To avoid lifting of the steering pinion from theckaduring operation, the yoke (23) presses
the rack towards the pinion axes by means of a cesspn spring (23). Consequently, a new
interface (D) can be drawn between the front enthefyoke and the back side of the rack.

The resulting contact zone can be assumed asheefiadurce location for impact sound.

The yoke itself performs a translatory motion, vanich reason it is highlighted as second
translational layer in orange. The yoke is supmgbly the static housing (1) yielding further

interfaces between the static and translatory layessible impact sources due to impacts
between the back side of the yoke and the adjusinew (19) are located at the interface
(C1), whereas impact sources at the contact ofatkeeal area of the yoke and the housing are
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located at interface (C2). The latter contact aresy play an important role if the yoke
performs tilting movement along the y-axis. Howewance both interfaces (C1) and (C2)
separate the same layers, i.e. the yoke and thie Btaising, at different locations they are
summarised as one mutual interface, denoted ad (¥ helps to decrease the complexity of
the system once again. Nevertheless, as the diffenederlying impact mechanisms have
been spotted, they can be considered later on. i$hatso valid for stick-slip mechanisms,

which might appear at the interfaces (C) and (B)liacussed in section 3.3.3.

Another rotatory layer that has not been discugséds given by the toothed belt (10) and the
electrical motor of the steering systems. As pairdst in section 3.3.1, both components are
known as sources for functional noises and thusadmeed to be regarded within the impact
sound model. However, the belt connects the sigemnin (8) with the electrical motor which

is again coupled with the housing. For this reasiom belt can be considered as an additional
transmission path of vibro-acoustic energy throtlgh gearbox domain. Furthermore, as the
belt is pre-stressed, it affects the clearance é@tvihe steering nut and the rack as well as the
backlash within the ball bearing (7). As a rediis rotatory layer will be accounted for in the

source-path-receiver model solely as a passivetstel

3.4.3.The source-path-receiver model

In general, the mechanical assembly can be subtstad, i.e. active sources and passive
receiver structures can clearly be separated frach ether. The outcome is the source-path-
receiver model, shown in Figure 3.12. The obtailsg@rs (static, rotatory, translatory) are
considered as passive receiver structures whiclbeaxcited by transient excitation forces at
the expected source locations (A to F) betweenethagers. The type of coupling at the
contact zone, e.g. engagement of pinion and rackliding fit, is indicated by means of
symbols as explained in the legend. This allowsmaring additional excitation mechanisms
beside impact excitation, such as stick-slip meigmas in consequence of sliding fits (C and
D) or functional excitations due to engagement raagms (F and G).

The model is consistent with current industry timgk[196],[197],[198],[199],[200] and has
been endorsed by engineers working in the fieltesting/research and numerical simulation
of vibrating structures. Some of the identified @ulocations are also mentioned in literature
[177],[14] although it is emphasised that no systienapproach comparable to the derived

source-path-receiver model has been utilised tectiehternal noise sources. It is further
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noted that no such comprehensive mapping of soondcess inside of (electrical) steering

systems has been published to date.

=

A interface interface ci[lé' OAE interface
\
=N

C N\ rotatory rotatory

N ball screw \ pinion

BI interface interface Di g %il: interface
3 Q Zo;sing/ b/all sirew - ball bearing Dé sliding fit yoke/housing E static (no movement)

all screw / rac )

< . L 1}
Iﬁtl- g Cz:::i/c},:‘)ke E % ball screw ;:(. engagement pinion / rack E @ rotatory movement
E E  housing / pinion oN % B
E F  pinion /rack (&) sliding fit yoke/rack engagement belt s [«<=>] translatory movement

Figure 3.12. Source-path-receiver model of the PRI 2 steering system.

Since the proposed source-path-receiver (SPR) madalependent on the functional
principles and the physical assembly of the stgesystem it is generally valid for all types of
electrical steering systems invoking the same fanat principles. In this respect the
systematic SPR approach as illustrated in Figutgé 8nd Figure 3.12 has been found to be a
very effective tool with respect to mapping possilsiound sources in electrical steering

systems.

3.4.4.Discussion

The obtained source-path-receiver model (Figur@)3dlready reveals some fundamental
information for designers and engineers at ZFLSanmdigg potential actions to be taken in
order to reduce the risk of perception of a faBF) within electrical steering systems. Since
the most crucial transient sound phenomenon wipeet to PF (see section 3.3.4) is based
on impact excitation between adjacent assemblgdearthe steering system a minimisation of
the clearances within the respective contact zailéseduce the excitation [13],[200]. Under
this assumption the presented model highlights ¢beresponding locations at which

clearances significant for PF can occur. In thepeet the following proposal can be made:
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i. Impact noise sources within the gearbox domain (BNMA. sources located at the
interfaces (A) and (B), can be positively influeddsy:
* decreasing the clearance in the ball bearing o$tibering nut (A)
» decreasing the clearance between the balls oté¢leeirsg nut and the rack (B)
» decreasing the tilting clearance within the balescdrive (B)
* increasing the tipping of the ball nut assemblyhwégard to the rack which will affect
the clearance at both interfaces (A) and (B)

* increasing the belt tension which will affect tHeazance in (A) and (B).

ii. Impact noise sources within the pinion/yoke don{&), i.e. sources located at the

interfaces (C),(D),(E) and (F), can be positivelfftienced by:

« decreasing the tilting clearance between yoke andihg (C)

» decreasing the clearance within the ball bearintp@fteering pinion (E)

e increasing the stiffness of the compression spnhigch will decrease the clearance in

(C),(D) and (F)

Not all of these suggestions are realisable witbal physical assemblies since a multitude of
factors involving safety and comfort issues of Hteering system have to be considered.
However, it is emphasised that the suggestionsombination with the simplified source-
path-receiver model are potentially helpful to exaé possible influencing factors of transient

sound generation that may improve the overall npes&rmance.

The SPR model further discloses how the assumeéceastiurces interact with the adjoining
passive (receiver) structure inside the steerirgy.gehis may be of particular interest when
examining how the axle kinematics and the extemalitation mechanisms (EBO, EBR)
affect the internal source mechanisms and the dynproperties of the passive structure as

soon as dynamic steering is performed.

Considering first the dynamic properties of thegpas structure, moving the rack from the
middle position towards one end position will mdigely affect the structural dynamic

properties between points on the housing (A,C,Bf lthan the dynamic characteristics
between points interacting with the rack (B,D,Fs proven by Bauer in [7] the dynamic
properties of the passive structure measured batddierent points on the steering housing
can be assumed to be invariant to the axle kinesaind the steering angle, respectively.
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However, the transfer paths between the assumednait transient sound sources and

external receiver points on the housing may bectdte

Considering next possible influences of the axleekiatics and the steering angle on the
generation of transient sound, the SPR model usfdidt the internal source mechanisms
may significantly be affected by the actual positaf the rack and the instantaneous forces
applied externally to both sides of the rack aedrtids, respectively. For instance, assuming
an external excitation force is acting on the edéshend of the rack, the induced internal
forces and moments will vary according to the lepenciple. Furthermore, the elastic
deflexion of the rack depends on the external logwdind the rack position which again
affects the clearances, the loading as well aoteeall generation mechanisms of transient
structure-borne sound inside the steering systdm.iffluence of the axle kinematics and the
external loading, or more general the current dgwondition, on the noise performance of
steering systems is generally known as signifiEant],[191],[3].

As can be seen from Figure 3.12, due to the rigigpting via the static housing and the
moving rack any source located in either the geardomain or the pinion/yoke domain can
strictly contribute to all receiver points on theesing housing. The simple SPR model in this
respect schematises the existing transmission paths the complex mechanical assembly
of electrical steering systems. Information abdw tough transmission paths is often of
interest when test purposes require performing mm@chl modifications on the physical
assembly. Mechanical modifications may be instruadein experimental detecting existing
transient sound sources based on methods of elionan which degree of freedom of
specific components are successively blocked d0 deliberately activate or deactivate the
expected sources of transient sound. Thus, it Isgevsel that the derived SPR model
constitutes a simple tool to roughly evaluate ihachanical modification will affect certain

internal transmission paths.

3.5. Summary

The underlying generation mechanisms of steeridgdad structure-borne sound have been
elaborated. According to psychological criteria engral classification system of steering
induced sound has been achieved comprising two grainps, namely functional steering

sounds and interfering steering noise. Most impritathe latter category is steering induced

transient sound. The fundamental generation meshenof transient sound within electrical
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steering systems have been found to be transieoéSanduced by stick-slip and impact
phenomena resulting from relative movements betwssrtacting assemblies. Rattling has
been ranked as the most relevant transient noisngohenon which is caused as a
consequence of excitations provided by the roadsuaface (EBR). It has been found that the
range of operation conditions under which rattléseanay be provoked cannot exactly be
specified due to the diversity of influencing fastancluding the indeterminacy of the road

surface and the time variance of the axle kineraamongst others.

A methodology has been presented that facilitagésrohining the possible source locations of
transient sound within electric power steering eys. Following this methodology, a
simplified model of the EPSapa PL2 steering syshera been derived by gradually sub-
structuring the mechanical assembly. Sub-strugjuriras been achieved by grouping
components inside the steering system accordintpdo relative movement. In this way
different component layers with either static, tiotaal or translational motion have been
identified. Intersections of adjacent layers witfiedlent movements have been used to define
the contact zones at which transient sound sourw@de the physical assembly can be
expected. The identified source locations have beemd to affirm the experience of
specialists at ZFLS and to be consistent with thailable literature. Based on a plain
schematic, the so-called source-paths-receiver hitwate been derived which is believed to
constitute a significant contribution towards atmeing the causes of steering induced
structure-borne sound within electrical steeringteys and the associated phenomenon of
perception of a fault. Besides visualising the exgpa& source locations and the related
generation mechanisms of steering induced transmumd the explanatory model allows for

theoretical studies of the vibro-acoustic procegs&de the steering system.
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Chapter 4

Force reconstruction in time domain using

an adaptive algorithm
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4.1. Introduction

It was established in previous chapters that indeget characterisation of transient structure-
borne sound sources in electrical steering systeeaglires the use of inverse force
identification methods that are applicable to septéated technical structures with multiple
inputs and multiple outputs, allow for robust armtwaate force identification even if the
available data comprise considerable errors andlghmreferably be capable of addressing
the inverse force identification problem in timentkn. Although a number of time-domain
inverse force identification approaches exist dansive literature research showed that most
of these methods lack generality so that they atepracticable for sophisticated structure-
borne sound problems. From all reviewed techniquedterative time domain inversion
routine [174] employing an adaptive algorithm tafpen inverse identification was found to
be less restrictive than most other methods. Howehe adaptive inversion routine still
cannot be used for inverse force identificatiosaphisticated technical structures since (i) it
has only been studied for relatively simple struesuwvith single-degree of freedom excitation
and (ii) it requires a-priori information on therdée input location.

Considering issues with the required knowledgénefforce input location (i), the conceptual
source-path-receiver model, developed in the lhapter, is able to disclose all theoretical
locations and associated mechanisms of possibhsiéra sound sources acting inside the
steering gear. Thus all force input locations carabsumed known and fixed with respect to
applications of the time domain inverse routine ifatependent characterisation of transient
structure-borne sound sources in electrical stgesystems. Moreover, to facilitate a broader
applicability of the time domain inverse routineathonly for single-degree of freedom
excited structures, this chapter is devoted tod#trévation of a generalisation of the adaptive
algorithm invoked in the time domain inversion ioat that facilitates simultaneous
reconstruction of multi-channel force signatures $ophisticated multiple input multiple

output (MIMO) systems.

The fundamentals of the time domain inverse roudireereviewed in section 4.2. In section
4.3 a methodology is introduced that will be emplibyo obtain system and noise models for
numerical simulations. Additionally, a strategypi®posed that will be used to evaluate the

performance of the derived time domain inverse o@tfTDM) and allows for fair
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comparison of the TDM with the standard frequenoyndin inverse method (FDM). Later
sections (4.4 to 4.6) are devoted to study theitahsof the iterative process to noise and
errors in the used data and to derive several eimas of the basic inverse routine with the
aim to achieve a generalised adaptive algorithrmh ¢hables robust reconstruction of multi-
channel force signatures for sophisticated strestur the presence of potential defective data
sets. Finally, the most important findings and samorcluding remarks are summarised in

section 4.7.

4.2. Fundamentals of the time domain inverse routine

The main idea of the presented time domain inveoséine is based on the conventional
Least Mean Square (LMS) algorithm, devised by Widend Hoff [201]. An application of
the conventional LMS algorithm, which may be readiought of, is the problem of single-
input single-output (SISO) system identificatiortie context of adaptive filtering. Using this
example a derivation of the conventional LMS altfori will be recalled in section 4.2.1.
Based on this, the fundamental mathematical reiatiwill be modified in section 4.2.2 in
such a way that the algorithm can be used for i€oocting the time history of unknown
dynamic forces acting on technical structures.illitlve shown that the inverse routine is built
around a cyclic iterative routine in which sevenaterrelated steps have to be processed
subsequently. Section 4.2.3 is devoted to elabdnatelifferent steps involved in the iterative
process and to provide the reader with profoundrmétion of how the inverse routine
processes the data before the basic approach mndénated for an ideal numerical system.

4.2.1.The conventional Least Mean Square algorithm

Consider the problem of single input single ouf{@I60) system identification in the context
of adaptive filtering, depicted in Figure 4.1 (Ap adaptive filter is used to provide a linear
model of an unknown system to be identified. Legirtirespective impulse responses be
denoted byh(n) andh, wheren indicates discrete time. Both systems are driwethb same
(real-valued) input data(n), in the following considered to be a dynamic ®applied to a
mechanical structure.

The adaptive modelling scheme is built of a trarsadefilter structure (i)depicted in Figure
4.1 (b) which consists of a finite numdeof adjustable coefficientshj(n) for i=[0, 1,...,I-1],

that are controlled by the adaption algorithm (ii).
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() Transversal filter

x(n) | Unknown system | d(n)
h

u

Adaptive filter | y(n) -
h(n)

(i) Adaptive algorithm

’4

Figure 4.1. Block diagram of adaptive system mawigl{a) and detailed structure of the adaptiveffi(b)

At each timen the output samplg(n) of the adaptive filter is computed by a weighsedn of
the current input sampié€n) and delayed input sample@-1), x(n-2)...

V(=S h(n) X )=h"(9x( 9 @.1)
(M) =[ x(n), (1) ,....{ n- I+J)}T (4.2)
hm)=[h(n), h(N..... (9], (4.3)

wherel is the length of the finite impulse response (FtiR}he filter,x(n) is the tap-input
vector at timen and h(n) is the adjustable coefficient vector at timeThe superscripT
denotes transpose of the vector. The error sigimprequired for adaption is defined as the
difference between the desired respat(sg¢ and the outpug(n) of the adaptive filter

e(n=d(nN-h"(nx(1n. (4.4)
Note that the estimation error is the sample valiem random variable. The aim is to
minimise the error with respect to the tap-weigatterh(n) so as to achieve a set of FIR
filter coefficients that best approximates the itspuesponse functiam, of the true system.
To optimise the filter design, a cost function lwhem this error is to be minimised with

respect to the coefficient vectiofn). The mean square error
MSE2&(= g &( §] (4.5)

whereE[-] denotes statistical expectation, has turned outet an advantageous criterion for
minimisation [202],[203]. Using (4.4) in (4.5) giw¢he MSE or the performance surfége,

£(m)=E[@(n]= & d(9]-20"( ) € ¢ Ju{ J+n ( p B (i ) (46)

whereh(n) is shifted out of the expectation operdipi] since it is not a statistical variable. It

is clear that the performance surf&e is a quadratic function of the coefficient vedign).
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For real physical systenis;) must be concave upward [204] with a single glabalimum at
which the coefficient vector assumes its optimurueathe so-called Wiener solution [202].
Hence, starting at an arbitrary point on the penfomce surface and moving down into the
direction of the steepest descent, i.e. the doeatf the negative gradient of the surface with
respect to the coefficient vector, will lead to ty@gimum solutiorh,. Note that at the bottom
of the error-performance surface the gradient entidally zero so that the gradient-based
search method always ends in the minimum of théopeance surface (cf. Figure 4.2). The
gradient at any point on the performance surfacebisined by differentiating (4.6) with
respect to the coefficient vectb({n) which, expressed in terms of the error in (4cén be

written as

el =5 ZZE[e( ooy ]:_ZEH AT

Based on the strategy mentioned above, a simpiiite search method, referred to as the
steepest descent (SD) algorithm can be derivedirgtavith an initial valueh(0), the current
coefficient vectorh(n) is adjusted at each time stapby an amounj: proportional to the

negative of the current gradient vector
h(n+1)=h(n)-u0&(n)=h(n)+2u g & nx( H]. (4.8)

A schematic of the SD algorithm for searching tpéroum value of a single-tap transversal

performance
/ ‘surface’ \
Vé(n)

filter is given in Figure 4.2.

P4

Y

nmin

Mean square error é—'

*
Filter coefficient  h, h(n+1) h(n)

Figure 4.2. Schematic of the steepest descent apjdied to the performance surface of a single-tap
transversal filter with optimum valu®,.
It is noted that the performance surface for thiapte case is given by a"2degree
polynomial. For real physical structures the adegptilter considers a finite numbeof filter
coefficients so that the performance surface ofttaesversal filter is a bowl-shapeld-1)-
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dimensional surface with degrees of freedom represented by the tap weahtise filter
[202].

The coefficient vector computed by the SD algoritth8) would theoretically converge to
the optimum Wiener solution if the step-size par@me is suitably chosen and the gradient
vector were determined exactly at each timeHowever, the gradient is expressed as the
ensemble average of the product between the emdbthe tap-input vector and, in practise,
must be estimated from the data available at eawhrt (For a more detailed discussion see,
e.g., [202], [203], [204]). As shown by Widrow ahtbff [201], a simple estimator for the
gradient can be achieved by replacing the costtifum& (n) = E[e2(n)] in (4.5) by its

instantaneous coarse estimafg)=¢&(r) that is simply the instantaneous squared error.

Replacing the ensemble average in (4.8) by thamasheous sample values of the error and
the tap-input vector is straightforward and resitgshe widely known least-mean square
(LMS) algorithm

h(n+1)=h(n)-0&=h(n)+2ue Px( 1. (4.9)

Since the LMS algorithm is recursive in nature ithperfect gradient estimates are averaged
so that their inherent noise is attenuated witlheiasing time, i.e. whem tends to infinity, by
the adaptive process. The step-size parameter convergence factor that controls stability
and rate of adaption. In order to ensure convemgetie step-size parameter, in practice,
needs to be chosen according to the stability b¢2od],[205]

O<u< (4.10)

1
Referring to the identification problem stated la¢ beginning this means that the impulse
response function of an unknown system can be m@@ptreconstructed (approximated) as
an FIR of defined lengthby (i) sequentially performing the LMS algorithitegs for filtering
(4.1), error estimation (4.4) and adaption of therf coefficients (4.9) with respect to the
bound in (4.10) and (ii) if sufficiently long sigisafor the input and the desired response are

available so that the iterative process can beethaut often enough.

4.2.2.Adaptive algorithm for the reconstruction of forcesin time domain

In the following, it is aimed to modify the convemtal LMS algorithm in such a way that it

allows for reconstructing the input signal instezfdadjusting the system’s finite impulse
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response (FIR). The former system identificationobpem thus turns into the challenging
problem of identifying the time history of a dynanforce applied to a mechanical structure

with known and time-invariant FIR.

Reuvisiting the filtering process in equation (4.t)has been shown that the convolution, at
each time step, processes a set bFIR coefficients with a subset bsample values of the
input signal. Since the convolution operation $@&ss algebraic commutativity, the FIR
coefficient vector and the tap-input vector in §4an be interchanged. Accordingly, the block
diagram from Figure 4.1 (a), which is closely rethto the filtering process, may also be

rearranged and depicted as the block schematigurd-4.3.

n Unknown input

x, (n)

Adaptive filter
L
x(n)
X

Figure 4.3. Block diagram for adaptive input recamstion (Apostrophes indicate constrained condgjo

Clearly, the FIR now assumes the role of an inmnag, h; for i=[0, 1,...,1-1], which, at each
time n, is applied to the adaptive filter in order towsljthe values of the current tap-input
vector,x(n). Note, in order to derive a convergent adaptigorghm, further constraints need
to be put on the involved signals. Constraints indécated by an apostrophe and will be
explained later on. However, most important at gost is that the block diagram in Figure
4.3 is essentially the same as the one of the emioveal LMS algorithm and so are the basic
mathematical relations. As a consequence of thasetinor signal in Eq. (4.4) also remains
unchanged. The only difference is now that theresignal need to be minimised with respect
to the unknown input forcg(n). Interestingly, when reconsidering the cost fiorcg(n) in
(4.6), one can also find a second-order dependehtiee performance surface on the input
signalx(n) to be adjusted. Thus, following the previouslgatdissed strategy the recursive SD

algorithm from (4.8) can be reformulated with reste the sought input vectot(n),
x(n+1) =x(n)-p0&(n) =x(n)+2uE € Hh]. (4.11)

In a further step the ensemble average of the gmadiere expressed by the rightmost term of
equation (4.11), can be replaced by the instantasample values. This procedure has been
shown to be satisfactory for the conventional LMgathm where convergence in the mean

square can be achieved by averaging over the timmsecat each time step for a sufficiently
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long input signal G+ «). However, for the problem on hand, the ensembérame cannot

be reached in the same manner. First, the systémtg) impulse responge, which assumes
the role of the input to the adaptive filter, idyoof restricted length =[0,1,... ] - :} Second,
at each time step a different subset of the unknown input sigséh) is considered by the
adaptive filter. At timen, the values[x(n), X n-1),..., X = 1+1)] of the vectorx(n) are
adjusted. At the next time step+1, the subset is first modified by shifting forwdog one
sample before its most recent values(n+1), x(n),..., X n= 1+2)], are updated. In

consequence of the shifting process each valubeofihknown input signal can at most be

updated times.

Since this is not sufficient to bring the inputrsagix(n) about converging towards its optimum
values, Kropp and Larsson [174] introduce two a@msts for the sequences involved in the

iterative adaptive process:

i. By considering onl\ values of the unknown input signdh) and the desired response
d(n) the progressional shifting process is restri¢ted finite numberN -1 +1) of
modifications (shifts).

ii. The required ensemble average is then achievegglyiag a synthesised (created)
arbitrarily long input signal to the adaptive algiom. For this purpose, the sequehcéor
i=[0, 1,...,1-1], i.e. the series of the known FIR coefficiem$sassumed to be repeated
periodically with period lengtN. As a consequence of this, the desired sidfmlalso

needs to be repeated periodically with period leihgt

Note that periodic repetition of the signals (coaist (ii)) is achieved by carrying out the
iterative process in a cyclic manner, as explamed. To indicate that the adaptive algorithm
relies on a cyclic iterative process the time \@da will be indexed by the integérin the
following. It is further noted that Figure 4.4 (@®)d Figure 4.5 together with the explanations

provided in section 4.2.3 may help to better cornenel the role of the additional constraints.
Considering the constraints (i) and (ii) the firatursion can be derived from Eq. (4.11) as
x(n..) =x(n)+2ue n)h(n) for Is n< NO Ne 201 (4.12)

where the integek counts the number of iteration cycles. The analmgthe conventional
LMS algorithm is given by the mathematical step&)4(4.4) and (4.12) which, in this order,
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are required to complete each iteration cycl&/hen n reachesN the next iteration cycle

k =k+1 is started and the process is repeated againfigm| .

In order to achieve convergence in the mean sdharstep size parametemneeds to satisfy

a stability bound. For the conventional LMS aldgamitthe bound given by Eq. (4.10) depends
on the sequence applied to the input of the adagtiter. Here, the known periodic FIR
assumes this role so that the stability bound fimée in terms of its signal power [206]

-1

O<y<(g|h(i)|2j . (4.13)

The conditionN =20 in Eqg. (4.12) is required as the fitstalues of the desired sign#(in)
are influenced by values of the input signal owséithe observation windoy, ..., N]. As a
corollary of this, reliable reconstruction of thgout signal is only possible for values at times

n = | +1 [174],[206],[207], [208].

Table 4.1 summarises an implication of the achieWiede domain inversion routine
facilitating reconstruction of the time signatureabdynamic force applied to single input
single output (SISO) systems.

Table 4.1. Time domain inversion routine for id&a#tion of forces in single input single outpussyms.

Parameters: n... time step
k... iteration cycle
N... length of input vector

I... length of finite impulse response
Initialisation: x(n,_,)=0
Computation: for I<nm, <N V N22-1 k=k+1 ({1}
Fillering: ¥(n.)= 3.1y (n, =) h(i) (2)
Error:  e(n,)=d(n)=y(n) 13}
Update: x(n, +1)=x(n,)+2u e(n,)h(n,) {4}
Stability bound: 0O<u< (ngo']h(i)f )7' {5}

According to the numbering given in the curly bretskin Table 4.1 the algorithm can be
summarised as follows: Starting with an initial gsi®f the unknown input force, at each time
step,ny, the pre-measured impulse response function (lR¥)finite lengthl, is used to filter
the current force estimate(ny), so as to predict the response of the adaptite, fiy(ny) {2}.

An error, e(ny), between the estimated filter output and the rddsresponsed (ny), is
calculated {3}. This error is then weighted witretborresponding IRF and is used to update

the current force estimate recursivét)y. In order to achieve an iterative procedure these
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steps are to be repeated at each iteration &yateording to the constraints given in {1}. To
ensure convergence the step size parameterged to be chosen according to the stability

bound in equation {5}.

4.2.3.The iterative adaptive process

In the previous section the most basic mathematedations of the time domain inversion
routine have been derived for single input singlépat (SISO) systems. As discussed, the
inversion routine is based on an adaptive algoritimat is implemented in an iterative
recursive scheme. Before the algorithm can be atlith more detail, understanding the
underlying data-processing steps is essential. favige the reader with a detailed
background, the functionality of the time domaiwearsion routine is demonstrated for an

elementary numerical model in the following.

Assuming a single input single output system, &.fprce excited beam as depicted in Figure
4.4 (a), it is aimed to identify the unknown extiga forcex(n) under the assumption that the
dynamic properties of the passive structure caty foé described by the known (pre-
measured) time invariant finite impulse responsetionh and under the assumption that the

corresponding structural resporti§a) can be measured at each discrete time

>N Ty '$'nk‘
'.| Im x(n) ? d(n) ., L x(m,)? d’(”k)l > i Unknown input )
Y. ‘ LI : > »W X, (n/\)
m “W> Ny o > U(”A)Jrz
L4l !
. N—i Adaptive filter  |y"(n,)"
'{\I» g 8 *\ e /x’(m)

(a) (b) (©)

Figure 4.4. SISO system - force excited beam: Setienof physical input identification problem (a),
principle of cyclic iterative process achieved lpnsideration of additional constraints (b) and esponding
block diagram of adaptive input reconstruction atpon (c). (Apostrophes indicate constrained caodi.)
According to the derivation of the time domain irse method two constraints are required,
i.e. (i) consideration of only a part of the inund the desired response signals both of which
are assumed to be of lendthand (ii) cyclic operation of the iterative procégsrepeating the
FIR and the desired signal periodically with perledgthN so as to achieve a convergent
adaptive algorithm in the mean square sense. Censidthese constraints the basic data-
processing principle of the inverse routine cansbbematised for the given SISO force
reconstruction problem as depicted in Figure 4.4 {the ambition of the following
paragraphs is to deliver insight into the basi@agabcessing principle of the cyclic iterative
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routine. For the sake of completeness the assddidek diagram is visualised in Figure 4.4
(©).

To demonstrate the basic data-processing prin@pléhe time domain inversion routine
(Figure 4.4 (b)) an elementary numerical model setsup. An arbitrary input signal of length
N =5 samples simulates the time signature of a dyndonce x (n)=[0, 2, 3,- 3,- 1] to be
identified in the following. The excitation is apg to a structure which is fully represented
by the two-tap (=2 samples) impulse response functibre[-10, 2] . The corresponding
desired response was calculated using linear cahen| denoted asi(n) = x(nOh where
‘" is the convolution operation. According to comastt (i) only the firstN =5 samples are
considered in the following so that the desired poase is given
byd(n) =[0, - 20,- 26, 36, 4].The SISO time domain inversion routine from Tahle was then
used to reconstruct the assumed unknown input ferg® based on the knowledge of the
desired response(n) and the FIRh of the true system. The iterative process waseahout
for 10 complete iteration cycles.

Some intermediate results are plotted in Figure(&)&d) illustrating the different data-
processing steps required to achieve an adaptidheokstimated force sequengé) at
different time stepsn, for the first iteration cyclek=1. Figure 4.5 (e) depicts the data-
processing steps required after each iteratioredgatompleted using the example of the final
solution which was achieved aftér=10 full iteration cycles. For clarity, the differedata-
processing steps are numbered sequentially so thieatcorresponding processes can be
identified in Figure 4.5. The different steps are:

(1) Selection ofl sequent values from the entire force estimatiausecex(n)OR"". These

values are stored in the current force estimatiector x(n )OJR"™. Due to the recursive

nature of the iterative algorithm the force estioratvector has to be initialised before the first
iteration can be carried out. If a priori infornmati of the applied force is available this
information may be used for initialisation. This ul@d reduce the total number of iterations
required to achieve a convergent force reconstmctesult. Since in general no a priori
knowledge of the applied input force is availabte tforce estimation vector usually is

initialised as the zero input vecta(n,_,) =0.
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(2) The convolution between the instantaneous forcenmast x(n/) and the finite impulse

response functiom OR" of lengthl is carried out (equation (4.1)). This gives annested

sample value of the most recent filter outpt ) TR™.

(3) By comparing the approximated filter outpytn ) with the sample value of the desired (true)
responsed(n ) OR™ the errore(n,) is obtained as their difference (equation (4.4)).

(4) The error is then used to adjust the selettedlues of the unknown input force vector by
weighting the impulse responbkewith the product of the step size parametéi R** and the
current estimation errore(n,) (EqQ. (4.12)). In this manner the adjusted inputtee

x(n, +1)0R"™is obtained. Note that the time index is incredsgd so as to indicate that the
values were updated. The updated values are tleehto®verwrite the respective older values
of the entire force sequenocdn, ). In Figure 4.5 (a), updated values are illustratedlack
crosses in the entire force input sequence.

(5) The process is repeated for the next time sfepn, +1.

(6) The data-processing steps (1) to (5) are repeasylestially for the time steps
| <n, <N (Figure 4.5 (b)-(c)). Whem, reachesN this sequence is repeated again from
n. =1 (Figure 4.5 (d)) and the next iteration cys#le k+1 is started until a defined criterion
of interruption is reached (6’), e.g. when the efdfference) between the reconstructed and
the observed output falls below a defined limit fime first time. Note that different
interruption criteria will be discussed in latecsens.

(7) After completing the iterative process (Figure @}, values fom, > 1 can be considered to
represent reliable estimates while values to eatiliees cannot be reconstructed (7’). If the
iterative process is carried out sufficiently oftée reconstructed force will match exactly the
original one within the reliable time range, assugrthat perfect data is available.

It is noted that the order in which the basic datacessing steps are carried out allows
construing the fundamental principle of the timendin inverse routine as solving stepwise
forward identification problems. In essence, th&nawn input force is updated gradually
until the predicted response, obtained by solvifigraard problem (convolution of the input
force with the system’s known FIR), is concordaithvthe desired one. At no stage the data-
processing needs to rely on an inverse system mumtetioes the iterative routine require
inversion of a possibly ill-conditioned matrix. Adlata-processing steps are carried out in an
invariable forward manner which is believed to pase of the major advantages of the

routine in contrast to other inverse methods, feeguency domain inverse methods.
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Figure 4.5. Elementary numerical model to illugtrsihe iterative recursive process involved in tineet
domain inverse routine. Steps (a)-(d) are to begssed at each time stepwhile step (e) is to be performed
after each full iteration cyclk. Diagram (e) illustrates the final solution afthe last iteration cyclk = 10 was

completed.
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4.2.4.Demonstration of the inversion routine for an idealnumerical model

In this section a simple numerical example is ptedi in order to demonstrate that the
proposed method is suitable for reconstructing omkninput forces assuming the system’s
impulse responsd;, and the desired response sigdéh) are not corrupted by noise or

otherwise imperfect. The unit impulse response rofuaderdamped second-order lowpass
system with transfer functiorH (s)= A,a)OZ(s? + 2Za)os+w02)_l, DC gain A =0.3, natural
frequency a,=6000 rads' and damping coefficienf =0.03 s is considered to describe the

relationship between a force applied to the systeimput and the acceleration response
observed at the system’s output. The length oirtiplse response function (IRF) is chosen
to be | = 512 samples. As input force a random signal of lengfth is generated. The entire
force signal is convolved with the obtained IREhaligh only the rearmost=400 samples
of these signals are used within the force recanostm process. In doing so one accounts for
real-life applications where the first values, aduoog to the decay time of the system’s IRF,
of a sampled acceleration signal are always inftadnby forces applied to the structure
outside of the observation window. The force sigsalhen reconstructed by means of the
proposed adaptive identification approach, i.engigquations (4.1), (4.4), (4.12) and (4.13).
In order to interrupt the iterative adaption pracesthout requiring knowledge of the original
force signal, [174] suggests the use of the redatiean prediction error

> &(n)

n(k) =""———[100% (4.14)

2 4
which is calculated after each iteration cykleéNote, that the relative mean error is defined
only for the reliable part of the reconstructed edeation signal, that is for values
corresponding to times +1<n _<N. The relative mean prediction error (RMPE) can be
understood as a performance measure of the iterptiecess and monitors the discrepancy
between the reference acceleration signal (desggabnse) and its reconstructed counterpart.
As interruption criterion a value of=0.1% is used in [174], i.e. the iterative process is
stopped when the relative mean error falls beleawtiue of 0.1% for the first time. Here, the
adaptive process is interrupted when the error mads 7 =0.001% since the computational
effort for this simulation is fairly small and aghi estimation accuracy is desired. However,

the reconstructed force sequence that would beinglstawhen interrupting the iteration
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process according to the proposed% limit was also calculated.

depicted in Figure 4.6.
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Figure 4.6. Simulation results for noise free uddenped second-order system: Original and recornsttuc

force time history in full length (a) and close (@), desired and reconstructed acceleration tinseothyi (b),

()

rogression of relative mean prediction error {€}). original signal---- reconstructed signal usi 0.1 % as
prog p (€)= orig g g mg=

interruption criterion;— reconstructed signal usimg= 0.001 %

Diagrams (a) and (b) show the full length sequemdédbe original (grey) and reconstructed
(blue for 7 =0.1%, black forn =0.001%) input force and acceleration, respectively. Fian

it can clearly be seen that reliable estimatestlier unknown force signature can not be
achieved within the first 512 samples of the seqaefhis corresponds to the lengtbf the
system’s impulse response and is indicated bytecaered dashed line. As mentioned before,
the acceleration signal in this range is influenbgdorces applied to the system outside of
the observation window which cannot be recovereunfthe data on hand. Outside this
sample range, i.e. for all times >1+1, the forces can be reconstructed with satisfying
accuracy, as depicted in (d) in more detail. Thegpession of the relative error (c) reveals
that an estimation accuracy according/te0.1% was achieved after 204 iterations. The
estimated force time history is depicted by a kdashed line in the diagrams (a) and (d).
Setting the interruption criterion tg =0.001% causes the algorithm to stop after 773
iterations. The unknown dynamic force then is ideat with high precision, as depicted by
the black solid line in (a) and (d), coping with imerease in computing time. Nevertheless,
with regard to identifying forces on real structirethere usually much longer impulse

responses and operational measurements need toobesged, the interruption criterion
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n=0.1% proposed by [174] has been found to be a good snEaobtain rough estimates

within a short calculation time. Note that otheennuption criteria will be introduced later on.

Since the iterative process is governed by the dséd it is of interest to which degree the
convergence behaviour of the adaptive algorithimfisenced by the type of the applied input
force. In order to investigate the sensitivity o€ tinversion routine to different input signals
the previous numerical model was expanded. Thriéerelnt force signatures were generated
and convolved with the impulse response functionobtain the respective acceleration
response of the system. The inversion routine teas applied to the noise free response so as
to reconstruct the input force. As excitations aqukc load (Simulation 1), a load sequence
constructed of several impulses with different €safhalf-sine, rectangular and triangular)
(Simulation 1l) and a single force transient (Siatidn IIl) are used. It is stressed that all
signals are designed to have similar range of nhadgj i.e. the distance between the
maximum  signal value and the modulus of the  smiallesvalue
(R(X(1) =max(x(M)- | min(x(n)+ 40 N).

Furthermore it is noted that the step size parameite all simulations is identical to the one
of the previous example in which a random inputusege was identified (see Figure 4.6).

Also, the interruption criterion was chosen in ademce with the introduceg =0.1% and
n=0.001% limit, respectively. In this way all results areredtly comparable so that

conclusions with respect to convergence speed,racgwand stability can be drawn. The

different simulation results are illustrated in g 4.7

Compared to the convergence speed achieved whenstegcting the random input signal in
Figure 6 the iterative process performs much fastezn employed to identify the periodic

force signature. For the periodic input signal the0.1% and ;7 =0.001%limit is reached

already after k=17 and k=50 full iteration cycles, respectively. Satisfying rde

identification is possible when using either of freposed interruption limits. It is noted that
similar results can be achieved for periodic sigradldifferent frequency as long as sufficient
excitation of the system is possible, i.e. the taticn frequency need to lie within the
frequency range in which the system can be assumbd linear and its FRF is known with
satisfying accuracy. It is believed that the goanhwvergence behaviour results from the
smoothness of the signal with respect to diffeednlity, meaning that the signal does not

contain sudden jumps or sharp discontinuities dsarcase of the random signal (Figure 4.6).
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Simulation I: Periodic input force
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Figure 4.7. Simulation results for 3 different indarce signatures (periodic - Simulation 1, consted
impulse sequence — Simulation 2, single transi&mtnulation 3): Original and reconstructed forcedihistory
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The influence of discontinuities in the force sitgma on the convergence behaviour becomes
apparent when employing the inversion routine tentdy impulsive force signatures as
illustrated in Figure 4.7 — Simulation Il. It calearly be seen that the estimation error in the
vicinity of a discontinuity increases significanifythe iterative process is stopped too early,

e.g. when using the7=0.1% interruption criteria. It is stressed that perfdorce

reconstruction is possible if the iterative processcarried out sufficiently, i.e. when

interrupting the iterative process according to #h0.001 % limit. However, when choosing
an insufficient number of iterationsy €0.1%) the reconstructed force generally tends to

oscillate at times shortly before a discontinuitcars in the original signal. The amplitudes
of the associated ‘ripples’ (overshoot and undesslod the original signal) vary with the
sharpness of the local discontinuity as illustratediagram (d) (Figure 4.7 - Simulation II)
where three differently shaped impulses are maaifiAccordingly, the best force
reconstruction is achieved for the half-sine impughich features only moderate ‘jumps’
between two neighbouring sample values at the robthe impulse §=612, and n=738
samples). Instead, the iterative routine strugglegpproximate the sudden jumps occurring at
the beginning and the end of the rectangular ing(rs=-862, and n=988 samples) and the
beginning of the triangular impulse £1112 samples) while the end of the triangular impulse
(n=1238 samples) is reconstructed satisfactorily sincedileontinuity is less sharp. In this
example it turns out that the bound of the ripgtasthe sudden jumps is about 15% of the
height of the discontinuity’'s modulus. Convergem@eording to the defined limits for the
RMPE can be achieved aftér=15 (7=0.1%) and k=178 (77 =0.001%) iteration cycles,

respectively.

In many situations identification of impact loadsaf particular interest. Typically the time
history of the acting impact forces can be congidexs being sparse, meaning that the signal
comprises a small number of nonzero samples, whicimpact excitations usually take very
large values, while all other values are assumeaketof negligible size. In order to evaluate
the suitability of the proposed time domain invensroutine for performing inverse analysis
of impact forces an additional simulation was @rout. The time history of the assumed
impact load to be identified was modelled as alsifigrce transient characterised by a single
nonzero sample with a relatively high value. Thawation results are illustrated in Figure
4.7 — Simulation 1ll. Note that the degree of spgrsf the force signal does not influence the

convergence behaviour of the inversion routinés Hather the characteristics of the nonzero
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part of the force time history that affects the@ngence behaviour. Since the defined impact
force features closely located, sharp discontiesitat its beginning n(=546), its peak
(n=547) and its end 1 =548) the inverse routine struggles to reconstructftinee transient

if the iterative process is not carried out suéficly. Thus, using theg =0.1% limit yield to

interrupting the iterative process too early cagstonsiderable rippling prior to the force
impulse (about 10% of the height of the discontyjuivhile the maximum amplitude of the
impulse is underestimated significantly (about 28%cthe impulse’s peak value). On the

contrary, using they =0.001% limit facilitates carrying out the iterative prasesufficiently

and the reconstructed impact force match exactti wie original one (see black curves in
diagram (a) and (d)). Convergence according tos#tdimits for the RMPE can be achieved

after k =184 (7 =0.1%) and k =749 (17 =0.001%) iteration cycles, respectively.

At this stage it is concluded that the proposedgtada algorithm allows for reconstruction of
dynamic forces in time domain with high precisibfi) the system’s IRF and the operational
responses can be considered as ideal and (iintkeruption criterion is chosen so that the
iterative process can be carried out sufficierithye inversion routine is generally suitable for
any kind of sparse or non-sparse input signal ooy random, periodic, impulsive, transient
or steady state signals. Discontinuities containeithe force time signature can generally be
reconstructed exactly also they affect the convergespeed. To achieve the same estimation
accuracy the iterative process has to be carriedmauwe often if sharp discontinuities are
present. Choosing the step size parameter progactording to Eq. (4.10)) will generally
yield a stable and convergent iterative process.

4.3. The modelling approach

In the previous section the fundamental princippésthe derived time domain inversion
routine were discussed and its functionality hagnbelemonstrated for different force
signatures. However, one basic assumption wasthleatised data is ideal in the sense that
neither the system description nor the structieaponse contains any errors. The following
sections are devoted to the use of the time don@eémtification technique for the
predominant case where these assumptions do ndi hel where noise in the response
measurements or inconsistencies in the impulseonsgp function are present and may

degrade the reconstruction process.
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4.3.1.System and noise model

As concluded in the previous section, the convergespeed is affected by discontinuities
inherent in the sought input force. In this respéentification of impact excitations has been
found to be most demanding. In order to achieveseosative results which are generally
valid for any other force signature and with refeeto the aimed application of the inversion
routine for identification of transient forces ileetrical steering systems, a single force pulse
will be used within all following examples. Insteafl investigating the effectiveness of the
method for measured data, at this stage purely noah€ata is preferred due to the following

considerations:

1. Numerical generated models and data are free froyruacertainties. Considering again
that the inversion routine is based on the ergnadie(n,)=d(n)-> )x(n- ) (see

Egs. (4.4),(4.1)) it is clear that noise or ernoreither the considered part of the desired

responsed(n) or the impulse response functidi) could easily affect the adaptive
inversion process.

2. The computational effort to sufficiently carry dbe iterative process can be decreased by
using short sequences for the impulse responsdidan(iRF) and the system in- and
outputs. Time efficiency is an important factorcgmprofound study of the time domain
inversion routine requires repeating simulationsesa times, for example, to account for

different noise levels or different parameterisatod the model.

3. The iterative process requires sufficiently decayagdulse response functions so as to
carry out the ensemble average by assuming peitpdicthe filter and the desired signal

(see section 4.2.2). Modelling IRFs guaranteestthaicondition is perfectly satisfied.

For the mentioned reasons relatively simple nuraenwodels are believed to be best suited
for investigating the convergence behaviour ofiteeative routine under different conditions.
In particular, the sensitivity of the inversion time to noise inherent in the used data will be
studied. The basic modelling procedure employes illows (see also Figure 4.8):

1. Definition of the I-tap impulse response vecttrOR"™: Impulse response functions
(IRFs) are generated numerically by calculatinguhg impulse response of second-order
damped linear systems, according to the descripgoren in section 4.2.4. In some cases
it is beneficial to build a system model based oe-mpeasured impulse response

functions. This may be the case to generate ddtailedels of sophisticated technical
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structures with preferably multiple in- and outpsy. a model of the dynamic properties
of the gear box housing of an electrical steeriggjesn (cf. section 4.6). To obtain IRFs
from experiments, the measured frequency respamsetions are converted into time

domain employing inverse Fourier transformationteNthat further actions are required
to obtain impulse response functions that can faat@ily be used within the inversion

routine (see. chapter 5.6.).

2. Definition of the original assumed unknown inputcl® sequence (n)JR™ where the
condition N>20 needs to be satisfied. As discussed above, inyaeufsice signatures
are of main interest within this study.

3. Calculation of the desired response seque@@R"* by convolving the input force
x,(n) with the corresponding impulse response functig.

4. Definition of additional noise sequences: In ortteaccount for measurement noise and

other errors in the used data random sequencesitd noise are generated and added to

the respective signals. In essence, noise corrgigedls are simulated according to

~ NR/ ZN:t gi eaz(j)
gnoise(n) = gideal( n) + 100 (0%)[ = Nd : J W( n) (415)

g

Noise

whereg,., is theNg-length column vector of the (calculated) noisefseggnal,g, .. iS the

noise corrupted version df NPy, is a specified noise level defined in percent and

ideal !

w(n)OR™ is the vector of normally distributed random nunsbaith zero mean and

variance equal to 1. Employing Eg. (4.15) resuttadding noise with an amplitude of
NP, of the RMS of the noise free (ideal) signal. Tredirdtion of the signalg,,.(n)

depends on which data is assumed to contain additioise. Basically, noise can be
added to the desired response or the impulse regp@unction. According to their

respective lengtiNg needs to be chosen &5 = N when simulating noise in the desired

response andN, =1 when the impulse response is assumed to be noisy.

The block schematic in Figure 4.8 visualises bathsbilities of how the noise model
from Eq. (4.15) can be related to the differenhalg involved in the iterative process.
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Figure 4.8. Modelling approach to account for measient noise in different data sets

4.3.2.Performance evaluation

Rigorous evaluation of the performance of the psegotime domain (TD) inversion routine
is crucial. One way to obtain a measure of theqgoerénce is to compare the identified
force(s) with the exact one(s) so as to quantigrtteviations. Since only numerical data will
be used to validate the TD inversion routine byusation the exact solution is always
available allowing the use of normalised error meaments to evaluate the estimation
accuracy without any source of uncertainty includeddetail, the root mean square (RMS)
estimation error will be utilised to quantify thetienation accuracy in time domain. The RMS

error is defined as the scalar

& =\/Z:<=|+1(X(I]<)— ){J(r]())z
X,%RM \/zr,::(:m(xu(m))z

where x(n)and x,(n ) are the reconstructed force and the true one, ctégply [157]. Note

[100 % (4.16)

that only the reliable time range is considereddalculation of the estimation error. Note
further that this time domain error is widely ustdquantify the estimation accuracy of
different force identification techniques (see §127],[161],[131],[134],[160],[157],[120])

for which reason it is also adopted in this stully.analogue error is used to evaluate the

accuracy of the reconstructed response

Ty - d))’
y,%RMS \/zr’:‘kzlﬂ(d(m))z

where y(n)is the estimated response ad¢n) is the desired response. As the desired

£ [100 % (4.17)

response, by definition, is known at any time #ni®r can also be used when the sought input

force is unknown.

Besides solely using TD prediction errors also dbeording spectral errors are believed to
provide important information about the performante¢he proposed TD inversion routine.
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For this reason, in the frequency domain, speestéimation errors are used to quantify the
accuracy of the identified forces and responses $hectral estimation error in the

reconstructed force is defined as

AX(w) =20 Iog[

Xrel (C())
@ (@U (4.18)

where X (w) is the spectrum of the identified force which mcolated using only the
reliable part of the time signal ¢1<n,<N) and X, () is the corresponding spectrum of

the true force. The corresponding spectral errdhéreconstructed response is defined as

Y.y (@) U (4.19)

AY(w) :20Iog( D (@)

where Y

rel

(w) and D (w) are the spectra of the reconstructed and the edesasponse,

rel

respectively.

The spectrum is obtained employing discrete Fouremsform (DFT) to the reliable time
range of the corresponding time sequenye), i.e. g(n)=xn) for the identified force,
g(n) = x,(n) for the true force,g(n)=y(n) and g(n)=d(n) for the reconstructed and the

desired response, respectively. The reliable gaheotime signal is denoted by

grel (n) = g( @

whereN denotes the length of the considered part of itneak according to the constraints

(4.20)

I +l<n<N

involved in the adaptive inversion routine (seetisac4.2.2). The DFT of the reliable part of

the time signal is then given as

Grel (C()) = Grel (l) = Z::‘zf;‘_l grel ( n) e_j(szrel)nl (421)
wherel is the integer frequency variableis +~1 and N_ = N-(1+1) is the length of the
reliable part of the respective time sequence &satbabove. Note that in Eq. (4.18), (4.19)
and (4.21)w is used to indicate the frequency dependenceeofdbpective quantities and is
used for either continuous or discrete frequenayala representation throughout this thesis.
Note further that the transform (DFT) will be desbby the symbaF in the following so that

the vector containing the spectrum of the reliablege of a time sequence can conveniently

be expressed as

(4.22)

I+]snsN} '

G, (@) =#{g(n)
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The inverse discrete Fourier transform (IDFT) ifirted analogously as

1 rel
grel(n) :N_ |N=o 1G

rel

( |) ej(2n/N,e‘ )nl (423)

rel

and will be denoted by the symhBt. In accordance to Eq. (4.22) and considering (4 P@
vector containing the sample values of the reliqlale of the time sequence can be expressed
as

0. =5 #H{ o). }} =7 Gu(@} (4.24)

Besides evaluating the performance of the time donmverse method (TDM) in terms of
deviations to the exact solution, one may alsonberésted in the performance behaviour of
the novel TDM in comparison to the standard fregqyedomain inverse method (FDM)
which is most widely used to perform inverse fordentification in practice. In order to
achieve comparable results in time domain (TD) &eduency domain (FD) simulations
carried out with each method have to rely on edentamodels. To do so, the strategy

illustrated in Figure 4.9 is invoked.

Time domain Frequency domain

i | Number of inputs: Model P : a

Hos=lh2ens] xom =0 d,(n) L@ =[1@.d @] e R™
i S’ L 2
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o om=[L2,..., M] m L iH@)=| . |eR™Y §
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| J » y 3
: TD inverse method (TDM) b FD inverse method (FDM) ! %
: M » =
: — Y (n)e R*™ L X, (@=[H (@d@)]eRY4! g
i X (n,) € R¥Y I i i E

i [Reliable time range (TDM)| |Reliable time range (TDM) i [ i |Reliable time range (TDM) i
' — =
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e e : N E
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! |Reliable time range (TDM) ii Reliable time range (TDM) | X (@) =F {er,m (")} i 'E
N ¥ A =
Frequency domain b X (1) =F X, (@)} e R & : '8

Figure 4.9. Strategy invoked for identificationdyfnamic input forces using the time domain inversthod

(TDM) and the standard frequency domain inversehoge{FDM). Both methods rely on the same data sets.
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Both methods use the same fundamental data whigbnisrated in time domain according to
the modelling procedure described in the previaetien. The obtained model provides all
required data as time sequences, i.e. (i) numégricsignedN-length impulsive force
signatures to be identified from (ii) a set of femimpulse response functions (FIRs) of which
each is of length and (iii) the correspondiniy-length time histories of the desired structural
responses. Additional noise or errors in the datalee added in time domain according to
Eqg. (4.15).

Whereas the TDM can directly be applied to thisdapre-processing step is required for the
FDM in which the full-length time data is transfathinto frequency domain by means of
DFT. Note that the DFT of the full-length signadsachieved according to Eq. (4.21) though
the respective signal length has to be set acaprtbnthe length of the signal being
transformed toN_ =N for the forces and response time signatures oNjo=1 for the
impulse response functions. In this way the tingusaces are converted into spectra which
are stacked up in frequency dependent vectors ationgufor the structural responses and
forces, respectively, or in matrices containing #ystem’s frequency response functions
(FRFs). It is noted that the dimensions of the mescind matrices at each frequenewary
with the number of unknown input forces=[1,2,...S] and the number of considered
responsesn=[1, 2,... M] as indicated in Figure 4.9. Furthermore it issstesl that no form of
signal averaging is used when transforming data ficme domain into frequency domain so
as to ensure that errors (random noise) addedetdirtie sequences are not reduced in the
according spectra in the course of the transfoongtrocess. This is achieved by choosing a
block size for the DFT ofN,., = N+ |1-1 samples and padding the corresponding time signals
with zeros before DFT is carried out. This appro&cibelieved to be essential in order to
achieve an appropriate comparison between foreagiftbd with the time domain inversion

routine (TDM) and the standard frequency domaireisg method (FDM), respectively.

Simulations with each method are then carried @ihguthe respective data sets so as to
identify the assumed unknown forces. The TDM gdhendelds estimates for both, the
structural responses and the applied input fodesoted by the vectong.,(n,) and x,,(n,),
respectively, where the sub-scrifiD’ indicates that the time domain force identificati
routine was originally used to determine the acaotdjuantity. By definition, only values at

timesn = 1+1 can be considered as reliable estimates whichguar& 4.9 is indicated using

the definition given in Eq. (4.20). Accordingly,etlRMS estimation error in the identified
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force and response time signatures can be caldulsiag Eqgs. (4.16) and (4.17). To obtain
the corresponding spectral estimation errors tine equences first have to be transformed
into frequency domain according to Eq. (4.21) o224, as shown in Figure 4.9, before the

reconstructed spectra can be compared to the teeusing Egs. (4.18) and (4.19).

The FDM only facilitates identification of the undwwn force spectrum (spectra) which is

denoted by the frequency dependent veetgy(w), where the sub-scripFD’ indicates that

the identified quantity was originally calculateadn@oying frequency domain inverse
methods. However, the identified spectral forces)tain information of the full-length time
signals for which reason they cannot be compareztttly with the force(s) provided by the

TDM since the latter only contain(s) valid infornoat for timesn_=1+1. In order to ensure
comparability, the spectral force, (w) is first transformed back into time domain by mean
of IDFT yielding the vectorx.,(n) containing the identified force time signatures)ull-
length (N samples). Based on this data the reliable pattteoforce time historyx., ., (n)) is

selected according to EqQ. (4.20) and the RMS esitimarror is calculated using Eg. (4.16).
The spectral estimation error is obtained by tramsing only the reliable time range of the
identified force signature(s) into frequency domasing DFT as defined in EqQ. (4.21). The
obtained spectral force(s) can finally be used atcuate the spectral estimation error
according to Eq. (4.18) which now considers only plart of the identified forces which can
also be predicted accurately with the TDM.

Employing this strategy facilitates conclusive camgon of estimation results achieved with
both force identification techniques in time domaswell as in frequency domain. Thus, the
strategy will invariably be used in the followingcdions to evaluate the accuracy and
sensitivity of the novel TDM to noise and erroreerent in the used data in comparison to the
standard FDM. Starting with the simplest case jdentification of dynamic forces applied to
single input single output (SISO) systems, the demity of the time domain inversion
routine and the invoked evaluation strategy wiidyrally be expanded in order to allow for
force reconstruction for single input multiple outp(SIMO) and multiple input multiple

output (MIMO) systems, respectively.

4.4. Force reconstruction for single input single outputsystems

Aiming at future application of the derived time ndain inverse method (TDM) for

reconstruction of dynamic forces causing rattlingsteering gears, the effectiveness of the
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TDM needs to be investigated with respect to temtsexcitation forces. Reconsidering the
findings from section 4.2.4 where a sparse loa@ timistory consisting of a single sharp force
pulse has been found to be most critical with respe the trade-off between convergence
speed and estimation accuracy, the performancenefTDM will be evaluated for this

assumed worst case scenario. Therefore, in thewwl examples, a transient input force is
used which is designed asM=513 sample long signal of zero amplitude except of one

sample at which the force pulse has a peak value 9ftn=276)= 40N. The impulse

response function of length=256 samples and the desired acceleration response=c{13

samples are obtained as explained in section 4.3.1.

The assumed unknown input force is identified agdicgy to the TDM for SISO systems as
given by the adaptive algorithm in Table 4.1. THeMris conducted according to the
explanations given in section 2.4.1. However, mdpecial case of identifying the input force
for SISO systems, the force spectrum can be idedt#ccording to equation (4.25)

Xep () = (Y H (w)) D(w) (4.25)

where the spectrum of the known desired respangg is pre-multiplied at each frequency

w by the reciprocal (multiplicative inverse) of tlerresponding FRF. The performance
evaluation and the comparison of the TDM and théMREstimation results are carried out
according to the description given in section 4.3.2

4.4.1.Application to noise free system

A first simulation is conducted in which the useatadis assumed to be free of any additional
noise. The purpose of this simulation is to confitm correctness of the strategy used to
compare the different force identification resufsirthermore, the convergence behaviour,
measured in terms of the relative mean estimativor §RMPE) (k) as introduced in
EqQ. (4.14), is monitored and will be used in lagenulations to benchmark how additional
noise added to the involved data sets may influéineeconvergence behaviour of the TDM.
Based on the RMPE the iterative process involvetiénTDM is interrupted according to the

previously definedy =0.001 % criterion.

Figure 4.10 illustrates the simulation resultstfoe identification of the impulsive input force

assuming a noise free SISO system.
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Figure 4.10. Numerical result for noise free SISGtem. Representation of signals in time domaird(a,
j), representation of signals in frequency domding, h,) and different estimation errors (c, f,=3=— true

signal;— reconstructed response using TDM:— reconstructed force using TDM:— identified force using
FDM.

Clearly, both inverse techniques, i.e. the time donmverse method (TDM) and the standard
frequency domain inverse method (FDM), perform #zody. Each of the methods is able to
identify the assumed unknown force pulse with pgbcision. For the TDMk = 63iterations
are sufficient to reach perfect reconstructionha&f acceleration responses, i.e. the final RMS

error in the estimated response,is.,s =0.0 % and the according spectral estimation error is

AY(w) =0.0dB (see Figure 4.10 - (d-f)). The estimation errotha reconstructed force time

history is £,,,:ys =0.0 % and the associated spectral estimation erraxXigw)=0.0dB (see

Figure 4.10 - (g-j)). The same estimation accutiacyme domain and in frequency domain
is reached if the FDM is employed. Thus, for amaljenoise free SISO system it can be
concluded that the TDM and the FDM perform equadihy.this case the identified forces
match exactly the original one(s). Further, ittressed that the utilised system model and the
invoked strategy to evaluate the performance dif lbatce identification techniques has been
proved suitable and will be used in the followingcontrast both methods with each other for

cases where the used data is corrupted by additiorse.
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4.4.2.Sensitivity to noise in the structural response

In reality, noise will always be present in the swead response data. The time domain force
identification technique is based on the error fiomcin Eq. (4.4) which can be understood as
a comparison of the output provided by the adadilter at each time step with the desired
response. Since the adaptive filter aims to adjssfilter weights in such a way that the
estimated filter output best approximates the ddsresponse it becomes apparent that the
force estimation accuracy will be negatively infiged if the adaptive algorithm tries to track
a noise corrupted or otherwise defective desirespaese signal. To account for noisy
measurement data, the previous simulation is redeaith additional noise added to the
desired response according to Eq. (4.15). Diffenenge levels ranging from 5% over 10% to
25% of the RMS value of the noise free responsenaestigated resulting in signal-to-noise

ratios of SNR,=26dB, SNR, =20dB and SNR,, =12dB, respectively. By means of

example, the simulation results for the 10% noseupted response data are illustrated in

Figure 4.11. Note that simulation results for thieeo noise levels can be found in Appendix
A2

Time domain Frequency domain Estimation errors
(@) T T T — (b) (c) 100
Ty 08 =l el ¢
O 2 g :
— [ = . oA
) z -1
z £ S
g 0 = 10° £ o1
= 3 et
£ g5 I © 0.01
L L L L L 0.001 ©
50 100 150 200 250 20 40 60 80 100 10 20 30 40 50 60
Samples (i) Frequency [Hz] Number of iterations (k)
(d) . T T T T (e) ) 1
true
by | rec TD ‘?‘w 102 T 05
%) ! £ =X
E 5 ! m = 3 0
G | 3 >
> I = < -05
-201 : .
250 300 350 400 450 500 20 40 60 80 100 20 40 60 80 100
Samples (n) Frequency [Hz] Frequency [Hz]
@) - () @ 2
40+ i true 60
L ! recFD || = — 1
Z3O | - - -rec TD E450 5
S | Za g’
X L x
10 : X d 1
OF——+ . N 30
h
-2
250 300 350 400 450 500 20 40 60 80 100 20 40 60 80 100
Samples (n) Frequency [Hz] Frequency [Hz]
(0] T T T T
407 :reuceFD (a) Impulse response function (f) Spectral error in reconstructed response
= 30f - - -recTD|| (b) Frequency response function (g) True and reconstructed force
1 (c) Relative mean estimation error (h) Magnitude spectrum of force
(d) True and reconstructed response (i) Spectral error in reconstructed force
(e) Magnitude spectrum of response () Close-up of force impulse
270 275 280 285
Samples (n)

Figure 4.11. Numerical result for SISO system wit@% noise added to the acceleration response.
Representation of signals in time domain (a, d),gepresentation of signals in frequency domaine( h,) and
different estimation errors (c, f, B+ true signal— reconstructed response using TDM:= reconstructed

force using TDM— identified force using FDM.
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As can been seen from Figure 4.11 - (c), a conwerg@ution is achieved after carrying out
the iterative process fd¢ =64 iterations in order to reach the predefined inggtion criterion

of 7=0.001%. Revisiting the convergence behaviour of the TDM the noise free SISO

system in the previous example whé&re 63 iterations are required to satisfy the interruptio
criterion, the convergence speed of the TDM seenfie tinsensitive to additional noise in the
response data. Note that this conclusion is cohevéh the simulation results obtained for
the same SISO system with 5% and 25% noise add#tetoesponse data, respectively (cf.
Appendix A.2).

The desired and reconstructed acceleration respoateh perfectly (Figure 4.11 - (d-f))

yielding an estimation error in time domain andfriequency domain ok, ., =0.0% and

AY(w) =0.0dB, respectively. However, as expected, the additiormase in the desired

response degrades the force reconstruction prosesthat the applied impulsive force
signature cannot be reconstructed precisely (spaé#é.11 - (g) and (j)). Although the peak
value of the force pulse can be reconstructed atelyr(Figure 4.11 - (j)) the identified force
signature contains considerable noise beside tlve toansient. This noise is reflected in the
RMS estimation error which now indicates an errothie reconstructed force time history of

&, rus = 24.8%. The additional energy contained in the noisy pérthe reconstructed force

signature becomes apparent when investigating ¢heesponding magnitude spectrum, as
shown in Figure 4.11 - (h), which exhibits seveeiations from the true force spectrum. It
is noted that deviations in the identified forcecjpum correlate well with the noise included

in the spectrum of the desired response as caedyefsom Figure 4.11 - (e). The spectral

estimation error in the identified force can taldues up thTD,max(a))| =2dB, in particular in

the low and high frequency range since here thelaation response undergoes the noise
floor (see Figure 4.11 - (e)).

Using the standard frequency domain inverse met{#dM) yields exactly the same
estimation accuracy as the TDM. The force signatdeamtified by means of the FDM is
indistinguishable from the one obtained with theM [see Figure 4.11 - (g) and (j)) and so
are the according force spectra (Figure 4.11 ) ghdl the corresponding error measurements
in time domain (cf. Table 4.2) and frequency don{afnFigure 4.11 - (i)).

It is concluded that for the investigated SISO aystany amount of noise added to the
response data has been found to degrade the fdeodification accuracy, independent of
which inverse method is used. The more noise i®@dd the response data the more noise
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will be included in the identified force, especyakt frequencies at which the response
spectrum is below the noise floor. In all investeghcases (see also Appendix A.2) the TDM
and the FDM have performed exactly the same forckwineason no advice can be given
which method should preferably be used to identdyces in SISO systems under the
assumption that solely the response data is deédtnportant to note is, however, that the
transient force pulse in all simulations has besmonstructed with high precision, which is an
important finding considering future applicatiorfstioe TDM for identification of impulsive
force signatures, as e.g. required to charactérdsesient structure-borne sound sources in
electrical steering systems.

With respect to the severe discrepancies in thenstoucted force (obtained with either
inverse method) and considering the zero estimatioor in the reconstructed response
provided by the TDM, it is noted that observingedplthe relative mean estimation error

(RMPE) n(k) to monitor the performance of the TDM does not lioily guarantee

accurateness of the identified forces. HoweverRNPE is a very helpful means to evaluate
the general convergence behaviour of the TDM ardinviariably be used for this purpose.
Instead, other attempts to evaluate the accuratlyeoéstimated force(s) if the true force(s) is

not available will be discussed in chapter 5.

4.4.3.Sensitivity to errors in the system model

Errors in the (inverse) system model usually dorestlt from issues with noise included in
the FRF measurements but are rather related tdigakissues with adequate placement of
sensors (cf. ‘spatial discretisation’ in sectiod)2or consistent excitation of the passive
structure in the desired degrees of freedom. Fesetlreasons, system descriptions based on
pre-measured FRFs in practice can generally beidenesl to contain inconsistencies (errors)
to some extent. In the examples presented in tiapter inconsistencies in the system model
are modelled as white noise sequences added &sdoeiated impulse response function(s) as
defined in Eq. (4.15). The influence of such indst@ncies on the force identification

accuracy is investigated in the following for SISgtems.

As elaborated in section 4.2, the finite impulssponse function (FIR) is involved in the
iterative process of the TDM twice. It is employ@dto compute the error signal (Eq. (4.4))

before (ii) the error multiplied by a convergen@taitmining factor 24) is ultimately used to

weight the FIR so as to achieve an update of tleensdructed force at each time step
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(EQ. (4.12)). Hence, any error included in the F4Rikely to affect the force identification
process rigorously. The sensitivity of the TDM ongparison to the FDM is investigated for
different levels of inconsistencies correspondiagh® and 10% of the RMS value of the
system’s true impulse response function. The agtamti signal-to-noise ratios are
SNR,, =26 dB and SNR,,, =20 dB which are approximately the same as the oneseofitise
corrupted response data from the previous examplgare 4.12 exemplifies the effects of
inconsistencies in the impulse response functidiD® white noise is added to the true FIR.

Note that the simulation results for the 5% coredpIR data are provided in Appendix A.2.
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Figure 4.12. Numerical result for SISO system witio noise added to the impulse response function.
Representation of signals in time domain (a, q),gepresentation of signals in frequency domaine h,) and
different estimation errors (c, f, B=— true signal— reconstructed response using TDM:= reconstructed
force using TDM— identified force using FDM.

Investigating first the convergence behaviour & DM measured in terms of the RMPE
(Figure 4.12 - (c)) it turns out that the addiabnoise in the FIR decreases the convergence
speed. Compared to the simulations performed fernhise free SISO system (cf. Figure
4.10) and the SISO system with noise added todbponse data (Figure 4.11 and Appendix
A.2) the iterative process has to be carried outenaften to reach the postulatgd 0.001 %

interruption criterion. In detaik =100iterations are required for the SISO system witko10

defective FIR data. In other simulations with diffiet levels of inconsistencies in the FIR data
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it has been found that the convergence speed terdiscrease if the level of inconsistencies
increases, e.g. for 5% noise corrupted FIR dat@varagek =70iterations are required (see
also Appendix A.2) while degrading the FIR to adkewf 25% results in approximately

k =215 iterations to reach the=0.001% interruption criterion.

Due to the strict interruption criterion the resatlerror in the reconstructed response is

approximately zero in the time domais, (.,s=0.0%) as well as in the frequency domain

(AY(w)=0.0dB), as can be seen from Figure 4.12 - (d-f). Howetrer defective FIR data

causes the predicted force to contain severe ebesgle the transient force pulse and the
peak value of the pulse itself tends to be slighthgderestimated using any of the tested
inverse methods. Generally, the standard frequdoayain inverse method (FDM) seems to
be more sensitive to inconsistent system descnigtthan the time domain inversion routine
(TDM). In essence, the time history of the ideetifforce using the FDM appears to be more
‘noisy’ than the one obtained with the TDM (seeufeg4.12 - (g) and (j)). This finding is
reinforced by comparison of the corresponding tidoenain estimation errors which are
&, roorus = 35.7 %for the FDM and ¢, .,,:us=28.8% for the TDM, respectively. The

additional energy in the identified force signatpré forth by the errors included in the FIR
data results in severe discrepancies at frequegoesrned by the modelled inconsistencies,
as can be found by comparing the magnitude speabfutine defective FRF in Fig.12 — (b)
with the reconstructed force spectra illustrated&igm12 — (h).

It is noted that the FDM tends to dramatically @stimate the force spectrum at frequencies
where the FRF assumes small values caused by tlellew random inconsistencies.
Reuvisiting Eq. (4.25) where the reciprocal of tieFHs used at each frequency to estimate the
force spectrum this behaviour is plausible and setntonstitute a general shortcoming of
the FDM. Instead, the force spectrum calculatedri®ans of the TDM appears to be less
affected by errors in the FIR data and generallyjchmaetter with the true spectrum. This is
also affirmed by the corresponding spectral estonaterrors provided in Fig.12 — (i).
Equivalent conclusions have been drawn for simuomati with different levels of

inconsistencies added to the FIR data (see e.geiiip A.2).

4.4.4.Conclusions

It has been found that the derived time domainrsive routine (TDM) in general is suitable

for reconstructing transient forces in SISO systamder the assumption that the basic
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constraints are provided (i.e. sufficiently decaymgulse response function of finite length,
the considered part of the desired response esaat twice of the length of the finite impulse

response function (FIR), no other unaccounted eatdorces are acting on the structure)
« the used data is neither noise corrupted (respdetse nor inconsistent (FIR data)
* and the iterative process is carried out suffityent

The influence of noise and inconsistencies incluideithe structural response and the system
model, respectively, was investigated for a nunadlsicdesigned SISO system. In order to
achieve a fair evaluation of the TDM’s sensitivitysuch errors, its performance measured in
terms of convergence speed and estimation accwasycompared to the standard frequency
domain inverse method (FDM). All simulations reswdte summarised in Table 4.2.

Table 4.2. Summary of all simulation results achdwith the novel time domain inversion routine ainel

standard frequency domain inverse method for fatentification in single input single output (SIS&)stems.

TD inversion routine FD inverse method
. . Error egys in recon- Error egys in Error egys in
Amount of noise Corrupted signal structed response [%] reconstructed force [%]  reconstructed force [%]
RMS [%] SNR[dB] g(n)  (Type) y(n) xgp(n) xpp (1)
0 - - - 0.0 0.0 0.0
5 26 d(n) (response) 0.0 11.9 11.9
h(i) (IRF) 0.0 13.8 14.6
10 20 d(n) (response) 0.0 24.8 24.8
h(i) (IRF) 0.0 28.8 35.7
25 12 d(n) (response) 0.0 50.7 50.7

For the conducted simulations it has been found tha

» exact force identification is possible with the FDdhd the TDM if neither the

structural response nor the system model compaisg®rrors,

* both methods, the FDM and the TDM, perform exatityy same if only the structural
response is corrupted by additional (white) nold®e residual error in the identified
force correlates with the amount of noise addetheaesponse, i.e. the error increases
with increasing noise level. For the investigataisea levels the time range of the
identified force signature corresponding to theation of the transient force pulse is
reconstructed with high precision whereas conshideraoise can occasionally appear
in the estimated force signature for times bedieepulse.
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» the FDM seems to be more sensitive to errors irsyiseem description than the TDM.
While the FDM tends to (dramatically) overestimtte force spectrum at frequencies
where the FRF assumes low values the TDM perforaettetband generally yields
more reliable force predictions. Energy introdude@ to overestimation in frequency
domain may significantly degrade the estimationueacy in time domain which is
ascertained by higher RMS estimation errors inrdo®nstructed force signatures for

the FDM compared to the ones achieved with the TDM.

» the relative mean prediction error (RMPE) is na&uéficient criterion to evaluate the
residual error in the reconstructed force timedmstHowever, it constitutes a good
means to monitor the convergence behaviour of térative process involved in the
TDM.

Furthermore, it is stressed that the iterative @secinvolved in the TDM converged in all
examples even in the presence of considerablesemdhe used response data or the system
model. Therefore, the iterative process is coneileto be robust for noise and
inconsistencies. All findings are consistent witte tfindings presented in [174],[]206] and
[207].

4.5. Force reconstruction for single input multiple output systems

In the previous section it is discussed that thvévde time domain inverse method (TDM) is
sensitive to noise included in the used structtggponses and inconsistencies in the system
model. This problem is tackled in the following amanodified version of the adaptive time
domain algorithm is presented that facilitates cengating for uncorrelated errors in the used
data sets. By means of numerical examples the npeafice of the expanded TDM and its
sensitivity to errors in the utilised data is inwgsted and compared with the standard
frequency domain inverse method (FDM). The mairaitle expand the SISO time domain
inversion routine is based on the concept of owternination as elaborated in the following

sections.

4.5.1.The concept of over-determination and the averageérror gradient

It is known that over-determining the system, bg.consideration of a larger number of
structural responses than forces to be identifeah) reduce the extreme sensitivity of

frequency domain inverse methods (FDM) to measunéneerors [20]. Sufficient over-
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determination is achieved if the number of modestrdauting to the considered responses at
a given frequency exceeds the number of appliedefor Thus, selection of suitable
measurement positions is significant in order t@rowe the condition of the FRF matrix.
Since the proposed time domain inverse routine (JRMes not require solution of an
equation system by inversion of a possibly ill-ctioded FRF matrix, the choice of
measurement positions is less crucial than for comRFD inverse methods. Difficulties with
(FRF) matrices near to singularity will not emer@itill, noise in the measured impulse
response functions (IRFs) or the desired structteggponses will affect the instantaneous
gradient of a particular measurement position tegpuin erroneous force reconstructions if
only one response position is considered, as danthe SISO recursion in Eq. (4.12).
However, under the general assumption that measmteerrors at different positions are
uncorrelated, spatial averaging over the instamasgradients of multiple response positions
will compensate for the inherent errors. The meagr @ll instantaneous gradients will then
converge towards the gradient expected withoutitHaence of noise, thus leading to the
required minimum squared error, as suggested 4] and proved sufficient in [206] and
[207].

The principle of over-determination with respectth@ adaptive algorithm involved in the
expanded time domain inversion routine can betihied in block diagram form as shown in
Figure 4.13.

(e, (n)h(n,))

(e, (nh_ ()
(a) (b)

Figure 4.13. Principle of over-determination forustures with single degree of freedom excitation:
Schematic of force excited beam (a) and correspgnioliock diagram for adaptive input reconstruciiosingle
input multiple output (SIMO) systems. (Apostropliedicate constrained conditions; angle bracketotiethe

averaged error gradient used to update the estinfiaitee at each time step.)
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As can be seen from the block diagram, taking oetermination into account requires
modifying the former SISO inversion routine (Egsl{, (4.4), (4.12) and (4.13)) as follows:
First, an individual error for each response posiis introduced. Referring to each response
signal by means of the variabte Eq. (4.4) expressed in terms of (4.1) gives titkvidual

error signals

-1

e(n)=d(n)- v(m=d{n-2 kn- ) ()i for m[L2..., N (4.26)

Ty
o

whereM denotes the total number of considered structesgdonses. Assuming for a moment
noise free response data and a consistent systedel rtiee block diagram in Figure 4.13
could be construed as an arrayMfindependenSISO systems from whicM-1 systems
would carry redundant information regarding thecérdentification procedure. In this case
any of the structural responses could be selectegpdate the most recent prediction of the
input force based on an estimate of the instantaeoor gradient which for SISO systems is

defined as the product of a single err@n) and the corresponding impulse response
function h_(n,) (see Eq. (4.12)).

However, as soon as uncorrelated noise or indensi®s are added to the desired responses
d,(n) orthe impulse response functiongi) the instantaneous gradients of all measurement
positionsm are affected. This would inevitably result in unsfgting force reconstruction if
only SISO solutions were considered, as elabonatedously (see section 4.4). Considering
now the principle of over-determination as depicied-igure 4.13, averaging over several
defective gradients will compensate for inhererntarrelated errors as indicated by the angle
brackets. Correspondingly, the instantaneous gnadighe SISO recursion (EqQ. (4.12)) needs
to be replaced by the average overmlinstantaneous gradients, given for each response
position as the error in Eq. (4.26) weighted witke tespective FIR between the location of
excitation and the corresponding response. The 3&0rsion in this way is expanded for

single input multiple output (SIMO) systems as
X(Ne) =x(n)+2u,(e,(Nh ( n)) for I n< NO N 201 (4.27)

where the angle brackets denote the averagedgradient which is defined as

(e (N W)= S a(m (n) (4.28)
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The role of the averaged error gradient is to comepte for uncorrelated noise inherent in the
used data sets, as discussed above. It is empihabige the averaged error gradient is
governed by the strongest of tNeindividual gradients. The latter is directly redtto the

response location to which the force contributesstm@t a certain frequency) so that
measurement positions with weak contributions fr@rforce do not influence the adaptive
process negatively. Instead, in frequency domauerse methods ‘weak’ paths, which are
highly susceptible to noise, bring about dominamttibution after inversion. For this reason
the selection of additional measurement positi@anadhieve a sufficiently over-determined
system is less crucial with the time domain invarsioutine than using standard frequency
domain inverse methods. Furthermore, the inverpracess is likely to be more robust for
noise in the used measurements. Note that thiemaill be discussed in more detail in the

following examples.

In order to achieve convergence in the mean-sqtiaeestep size parametgf, controlling

stability and rate of adaption in the iterative tme also needs to be adjusted. It has been
found [206],[207] that the step size parametepractice, needs to satisfy the stability bound

M 1-1

0< i, <M ZZ|hm(i)|2j (4.29)

m=1i=0

whereM is the total number of responses considered int#native process. Note that the
step size parameter for all response locationkessame so that the sub-script may be
dropped. For reason of distinction between thestbffit step size parameter used in the SISO
and the (expanded) SIMO inversion routine, respelsti the sub-script, however, will be

used throughout the thesis.

Table 4.3. Time domain inversion routine for idéa#tion of forces in single input multiple outpsitstems.

Parameters: n... time step
k... iteration cycle
N... length of input vector
I... length of finite impulse response
M ...number of responses
Initialisation: x(n,,)=0
Computation: for I<n <N V N22-I k=k+1 {1}
Filtering: ym(nk):Z,:;x(nk_i) hm (Z) for m:[l’z""’M] {2}
Error: em(n/c):dm(n/r)_ym(nk) {3}
Updale: X(nk+1) =X(nk)+2ll'l<em (nk)hm(nk )> { 4 }

-1

() (5]

Stability bound:  0<u<M(Y" 3]
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In this way an expansion of the time domain inv@rgioutine has been achieved that allows
identification of dynamic forces for over-deterningystems with single degree of freedom
excitation. To complete one iteration cy&lethe mathematical steps (4.1), (4.26) and (4.27),
in this order, are to be carried out, in accordawdd the stability bound in (4.29). The

expanded time domain inversion routine is summaris&able 4.3.

According to the numbering given in the curly braiskthe expanded time domain inversion
routine can be summarised as follows: Starting \aithinitial guess of the unknown input
force, at each time stap, the measured IRF&{) are used to filter the current force estimate
X(nk) so as to predict a responsg(ry), for each measurement position{2}. An individual
error,en(ny), between each of the estimated filter outputstheddesired responsek,(ny), is
calculated {3}. The average over all instantaneeusrs weighted with the corresponding
IRF is then used to update the current force estimecursively {4}. In order to achieve an
iterative procedure these steps are to be repeatedch iteration cycli according to the
constraints given in equation {1}. To ensure cogearce the step size parametgs, needs to
be chosen according to the stability bound in equd6}.

4.5.2.Application to noise free system

Certainly, the use of the derived SIMO time domiairersion routine, as given in Table 4.3, is
only advantageous if the employed response datheosystem model is defective to some
extent. Nevertheless, the SIMO routine is obligechold also for non-corrupted data sets.
This requirement is used to validate the correstri#sa newly designed SIMO model (see
Figure 4.14) and to confirm that the strategy usecbmpare the time domain inverse method
(TDM) with the standard frequency domain inverse¢huod (FDM) still holds for single input

multiple output systems.

Therefore, a SIMO system is set up according taribdelling approach explained in section
4.3. For this purpose the transient force pulsenfsection 4.4 is convolved with 4 created
impulse response functions (IRAs)i) for m=[1,2,..., 4] (see IRFs in Figure 4.14 — (a) and
the associated FRFs in (b)) in order to calculb&e dorresponding set of desired responses
d.(n) (see true responses in TD in Figure 4.14 — (d)noFD in (e)). To evaluate the
effectiveness of the expanded TDM in relation te ¢niginal SISO algorithm all conducted
simulations include force estimation results ol#dity using the SISO routine from Table
4.1 as well as solutions obtained by employingetkganded SIMO algorithm from Table 4.3.
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To indicate that a quantity, e.g. force or relatimean prediction error, is determined by

consideration of a single error gradient using 180 recursion the notatioriém’ for
m=[1,2,..., 4] is used. Instead, estimation results obtainedniyyl@ying the expanded SIMO
algorithm are denoted b{i1¢) so as to reveal that the solution is based orusieeof the

averaged error gradient (Eq. (4.28)).
To monitor the convergence behaviour of the TDM, pieviously introduced relative mean

prediction error (RMPE)(k) (see Eq. (4.14)) is used for all simulations conediavith the
SISO algorithm. Again, a RMPE value @f=0.001% is used to interrupt the different

iterative processes. For the SIMO TDM the RMPE sdedbe expanded in order to account
for multiple response locations considered in tdapsve algorithm. The expanded RMPE
(E-RMPE) can be formulated as

Di A ———— |[100%. (4.30)

whereM indicates the total number of response positionsthe errorse, (n) are calculated
according to Eq. (4.26). Note that only one predicterror exists so that the sub-script *
may be dropped in the notation of the E-RMPE. Havewn the remainder of this thesis the
sub-script will be used to distinguish between RMPE of the SISO TDM A(k) ) and the
E-RMPE of the SIMO algorithmr (k)). Unfortunately, the E-RMPE cannot be used as
criterion to interrupt the iterative process invadvin the SIMO TDM since the averaged error
gradient can cause substantial deviations betwesdésired and the reconstructed response
signals (see e.g. section 4.5.3 and 4.5.4) and difeerence, i.e. the errog, (n ), is involved

in Eq. (4.30). Thus, the absolute value of the EFHEBMs dependent on the application case,
for which reason no specific limit to interrupt thterative process can be defined.
Notwithstanding this, the progression of the E-RMRBEstill very useful to observe the
convergence behaviour of the SIMO TDM. Since neraktive interruption criterion is
presented at this stage the iterative processeoStMO TDM in the following examples is
interrupted according to the number of iteratioequired by the slowest converging SISO
simulation to reach the defined RMPE valuejef 0.001%. Note that alternative interruption

criteria will be discussed in section 5.5.
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According to the given explanations a first simwlatis conducted assuming that noise free
structural responses and a consistent system neréelpresent. The simulation results
obtained with the SISO and SIMO time domain invargioutine, respectively, are illustrated

in Figure 4.14.
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Figure 4.14. Numerical result for noise free SIM@tem. Representation of signals in time domair(a,

j), representation of signals in frequency domdin€, h,) and different estimation errors (c, f,Quantities
indicated bylém are obtained by the SISO recursion from TabIewhEreas(D{) indicates that the SIMO

recursion from Table 4.3 is used.

As can be seen from the relative mean predictioarerin Figure 4.14 — (c) all iterative
processes are sufficiently carried out. It is nateat the maximum number of iterations is
required when reconstructing the force by consit@raof only the first response location
(m=1) for which reason the interruption criterion fdret SIMO TDM will be chosen
according to the convergence behaviour of thisaese channel. Note further that for the
special case of using perfect numerical data, iastlte case here, the E-RMPE does represent
a reliable criterion to evaluate the estimationuaacy. This is due to the averaged error
gradient which in the noise free case is able tomstruct all considered responses precisely,

as evidenced by the corresponding spectral estmatirorsAY, (w) (Fig.14 — (f)) which are

all approximately zero. Note that the associatedSRérors in the reconstructed response
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signatures are also zero, as summarised in Tabld Berefore, the absolute values of the E-
RMPE determined for the SIMO simulation (indicateg (DE) in Figure 4.14 — (c)) can

directly be compared with the individual RMPEs cddted for the four different SISO
simulations (seelém in Figure 4.14 — (c)). It is clear, that for theise free case the SIMO
TDM converges fastest or, in other words, the SIVIOM is able to achieve more reliable
estimation results within the same calculation titean any of the conducted SISO

simulations. Again, it is emphasised that this ¢asion is only valid for the noise free state.

Considering the reconstructed force obtained wredmguthe different TDM approaches, one
can conclude that for ideally noise free numerdath perfect reconstruction of the transient
force pulse is possible with any of the conduct&iCsor SIMO simulations, as illustrated in

Figure 4.14 — (g) and (j). All RMS force estimatierrors €, ,, ..s) are approximately zero as

summarised in Table 4.4. Accordingly the associagettral estimations errors also have to

be approximately zero as plotted in diagram (i).

Table 4.4. Summary of simulation results achievéth the expanded time domain inversion routine #ed

standard frequency domain inverse method for tligerfoee SIMO system.

Noise free

Error egys in Error ggys in
reconstructed responses [%)] reconstructed force [%]
Usedmethod y,(n) y,(n) ys;(m) y,(n) x (n)
D V¢ 0.0 - - - 0.0
TD sz - 0.0 - - 0.0
T V& - - 0.0 - 0.0
D V¢, - - - 0.0 0.0
T (V¢) 0.0 0.0 0.0 0.0 0.0
FD inverse - - - - 0.0

A comparison of the identified forces achieved witle SIMO TDM and the standard
frequency domain inverse method (FDM) is giveniguFe 4.15. It is noted that least-square

Moore-Penrose pseudo inverse was employed in tid tedbtain the inverse system model.

From Figure 4.15 it is clear that for an ideallyisgofree SIMO system the expanded TDM
and the FDM perform equally. In both cases thetifled forces match exactly the true one
(see also the corresponding RMS force estimatioor én Table 4.4). Further, it is stressed
that the utilised system model and the invokedesgrato evaluate the performance of both
force identification techniques has been validated.the following, both methods are

contrasted for cases where the used data is cedgytadditional noise.
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Figure 4.15. Comparison of the time domain inverssthod (TDM) with the standard frequency domain
inverse method (FDM) for the noise free SIMO syst&rconstructed force time history (left) and spct
estimation error in the identified force (right)=— true signal— reconstructed force using the SIMO TDM;

— — identified force using the FDM.

4.5.3.Sensitivity to noise in the structural responses

The expanded SIMO TDM (see Table 4.3) becomes fgignt when uncorrelated
disturbances corrupt either the system model ordiésired responses. The latter case is
investigated in the following. For this purpose,comelated noise sequences are added
according to Eq. (4.15) to the structural resporedethe previously validated SIMO model.
Different noise levels ranging from 5% over 1092&% of the RMS value of the respective
noise free responses are investigated resultingignal-to-noise ratios of approximately
SNR,, =26dB, SNR, =20dB and SNR,, =12dB, respectively. The simulation results
obtained with the SIMO TDM assuming 10% noise coted response data are illustrated in
Figure 4.16.

The additional noise in the desired responses mbawation with the use of the averaged
error gradient involved in the SIMO TDM cause severrors in the reconstructed responses.

The corresponding RMS errors in the recovered mesptime historiess(,,.,s((0¢)) ) range

from approximately 6.0 % to 7.5 % as can be foun@able 4.6. The magnitude spectra of the

reconstructed response&m(a))p and the associated spectral estimation errawg (())

displayed in Figure 4.16 — (e) and (f), respectiviustrate how the noise corrupted response
data affects the reconstruction of the true respongnen using the averaged error gradient
approach. At certain frequencies the error in thinm@ated responses can take values up to
18 dB. Note that the according errors for the SIHQM are all zero since only a single

response and the corresponding gradient is used.

The substantial deviations between the desiredit@deconstructed response signals caused
by the averaged error gradient in the SIMO TDMals® apparent in the associated expanded
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relative mean prediction error (E-RMPE), denotedrﬁ&]f}) in Fig.16 — (c). Clearly, a

convergent iterative process is achieved alreaity approximatelyk =50 iterations.
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Figure 4.16. Numerical result for SIMO system witB% noise added to the acceleration responses.
Representation of signals in time domain (a, d),gepresentation of signals in frequency domaine( h,) and

different estimation errors (c, f, i): Quantitiexlicated bylém are obtained by the SISO recursion from Table

4.1 Wherea{D{> indicates that the SIMO recursion from Table 4.8sed.

However, the additional noise in the structurapmses hinders (fast) improvement of the

reconstruction process for the chosen parametemsat the adaptive algorithm and causes
the E-RMPE to converge towards a residual value.

By comparison of simulations achieved for differantounts of noise added to the structural
responses it has been found that the residual Ef R\4Rue varies with the noise level. Figure
4.17 illustrates different E-RMPE evolutions as undtion of the noise level for the
investigated SIMO system. Note that the correspapdimulations can be found in Appendix
A.2. Note further that the same tendencies in tr@ugion of the E-RMPE can be found if,
instead of noise added to the responses, erroeddex to the system model.



CHAPTER 4Force reconstruction in time domain 144

Expanded relative mean prediction error
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Figure 4.17. Evolution of the expanded relative mgiediction error (E-RMPE) as a function of naisieled
to all responses of the investigated SIMO systelme. rEsidual E-RMPE value after convergence is digraron
the noise level.
From Figure 4.17t can be concluded that noise or other errorbiénused data determine the
lower bound of the (residual) E-RMPE. The more utateties are included in the data the
higher is the residual E-RMPE.
Furthermore, it turns out that a residual E-RMPRigalso exists for the noise free SIMO
system although the averaged error gradient isaffetted by any additional noise. This
residual results from using the adaptive (stochpstiechanism to control the weights in the
basic LMS filter in place of the deterministic apach, as in the method of steepest descent
(see section 4.2). Due to stochastically estimatimeggradient in the adaptive filter the tap-
weight vector (vector of filter coefficients) ardways subject to perturbation around its
optimum value so that the same effect is presenthé evolution of the relative mean
prediction error in the SISO TDM, although this hast been discussed in particular yet.
However, as known from detailed discussions orrégfeted excess mean-square error of the
conventional LMS algorithm, see e.g. [202] or [20Bf effects of this gradient noise on the
tap-weights - and hence on the reconstruction acgur is in the designer’s control. In
particular, a proper choice of the step-size patamee. i in the SISO TDM (Eg. (4.13))

and y, in the SIMO TDM (Eq. (4.29)), is important. By agsing a small value to the step-

size parameter the adaptive process convergesystaw] in return, the effects of gradient
noise are largely filtered out [202]. It is emplsasi that all simulations presented in this
chapter are conducted with the largest possibfestee parameter (according to the presented
stability bounds in Egs. (4.13) and (4.29)) socasrtsure fast convergence.

At this stage it is concluded that, although thé&kMEPE cannot be used as an absolute
measure to interrupt the iterative process in thdCs TDM, its evolution still reveals
important information about the progress of theatige reconstruction process. As a rule of
thumb, one should carry out the iterative procestd the E-RMPE converges towards its
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lower bound, i.e. the residual value, which camdiebe observed when plotting its evolution
over the number of iterations, as illustrated igure 4.17. Before the E-RMPE reaches its
lower bound, interrupting the iterative process ldoyield incomplete reconstruction
processes. Instead, carrying out the iterativege®after the E-RMPE has already reached its
residual value results in increasing calculationes but does not improve the reconstruction
accuracy further, unless the step-size parameteedsced within the valid range (4.29).
Although it has not been performed within this stutlis noted that an interruption criterion
may be obtained in terms of the E-RMPE’s gradientwyvature, respectively. Nevertheless,
one should not forget that the E-RMPE of the SIMOM as well as the RMPE of the SISO
TDM only monitors the accuracy in the reconstructexssponses so that alternative
interruption criteria that directly monitor the gress of the iterative process in terms of the
identified forces would be more appropriate. TBsue is discussed in more detail in section
5.5.

Notwithstanding the previous digression, althoudte treconstructed responses show
substantial deviations from the true ones if th®IGITDM is used, the assumed unknown
force signature can be recovered with high precidiom the noisy response data, as
illustrated in Figure 4.16 — (g) and (j). Due te thse of the averaged error gradient in the
SIMO recursion the over-determined inversion predssaffected only slightly, although a
considerable amount of noise is added to all resggnThe RMS error in the reconstructed
force time history is approximately, ,..s((0¢)) =6.7% when using the SIMO recursion,
whereas the according errors achieved with the Si$Qutine range from
E,oorus(0€2) = 27.2% 1O £, ,r0s(0€1) = 73.6 %, as summarised in Table 4.6. As can be seen
from Figure 4.16 — (g) and (j), all SISO simulasoyield highly noisy force estimation

results (0ém) while the over-determined approach is almost éifegny errors (J¢)).

The advantages of using the over-determined SIMM Tilstead of the SISO recursion also
become apparent in the estimated force specthﬂmc())p and the related spectral estimation
error (AX(w)), as illustrated Figure 4.16 — (h) and (i), respely. According to the findings

from section 4.4, the SISO routine only allows Sging force identification at frequencies
where the response spectrum considerably exceedsadike floor. This can be seen in the
diagrams (h) and (i), e.g. for response locatmienl (black solid line) at frequencies below

30 Hz or for response positiom=4 (dark green solid line) above 70 Hz. However, at
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frequencies where the response spectrum undergee®ise floor all SISO solutions fail and

yield unacceptable errors in the estimated forcesp to |AX(a))|=8.9dB. Instead, the

averaged error gradient invoked in the SIMO algonits governed at each frequency by the
strongest contributing signal while weak paths dbaontribute to the averaged error gradient
for which reason their negative influence on theonstruction process is suppressed. In this
way, the averaged error gradient allows for vergueate force identification throughout the
entire frequency range, as indicated by the redl $iole in Figure 4.16 — (g) and (i). Thus,
when using the averaged error gradient the maxirspeatral estimation in the reconstructed

force is less tham\X (w)|= 0.7 dB.

To conclude, a comparison of the SIMO TDM and ttendard frequency domain inverse
method (FDM) is given in Figure 4.18.
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Figure 4.18. Comparison of the time domain inversghod (TDM) with the standard frequency domain
inverse method (FDM) for SIMO system with 10% no@#dded to the responses. Reconstructed force time
history (left) and spectral estimation error in ttientified force (right)=— true signal:— reconstructed force
using the SIMO TDM;— — identified force using the FDM.

In accordance with the findings from section 4#h@ TDM and FDM perform equally when
identifying the assumed unknown input force froreed of noise corrupted responses. Both
methods yield accurate reconstructions of the ikeamsforce pulse in time domain and
satisfying estimation accuracy in frequency domalate that the corresponding estimation
errors are summarised in Table 4.6. Again, therg®ro objective criterion to advise the use
of one force identification method over the otladthough the time domain approach provides
more physical insight by additionally estimating tiesponses and monitoring the progress of

the inversion process.

4.5.4.Sensitivity to errors in the system model

In practice, the employed system model is alwagensistent to some extend. The suitability

of the expanded SIMO TDM for imperfect system medglinvestigated in the following. For
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this purpose, the impulse response functions (IRFs$he previously used SIMO model are
degraded according to Eq. (4.15). As inconsistenaikite noise of a magnitude of 5% and
10% of the RMS value of the respective noise fRRE is added resulting in signal-to-noise
ratios of approximatelySNR,, =26 dB and SNR,,, =20 dB, respectively. To demonstrate the
efficiency of the averaged error gradient if inastent system models are to be processed, the
expanded SIMO TDM is compared with the basic SISIMT as elaborated in the previous
sections. The simulation results obtained with$ieO and the SIMO TDM assuming a 10%

noise corrupted system model are illustrated infegt.19.
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Figure 4.19. Numerical result for SIMO system witB% noise added to impulse response functions.
Representation of signals in time domain (a, d),gepresentation of signals in frequency domaine( h,) and

different estimation errors (c, f, i): Quantitiewlicated bylém are obtained by the SISO recursion from Table

4.1 whereaa{l]{} indicates that the SIMO recursion from Table 4.8sed.

As can be seen from the relative mean predictioar£r(RMPES) in Figure 4.19 — (c) all

simulations using the SISO TDM show a convergehiglm®ur. In comparison to simulations

for the noise free state (cf. Figure 4.14) the aold@l errors in the system model slow the
adaptive SISO algorithm down so that the SISO TDMawerage requires about 30 % more
iterations to reach the pre-defined RMPE-basedrimpdon criterion of7=0.001%. Note

that this finding is consistent with the findingsdection 4.4.3. However, as discussed in the
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previous section, the expanded relative mean gredierror (E-RMPE) of the SIMO TDM
converges towards a residual value which is infteenby the amount of errors included in
the employed system model. Clearly, the iteratikacess for the SIMO TDM is carried out
sufficiently for the chosen parameterisation sist@ady E-RMPE values are reached already
after approximatelyk =90 iterations. Thus, it can be assumed that the STND™ yield the
best possible force estimation for the chosen peramsation and the given (defective) data

set.

As elaborated previously, the SISO TDM vyields perfeeconstruction of the structural
responses for all response locations (see Figur® 4. (d) and (e)). The according time
domain estimation errors and the spectral estimagisors are all approximately zero, as
displayed in Table 4.6 and Figure 4.19 — (f), eetpely. However, considering only a single
response is at the expense of accuracy in the sgooted forces. Inspecting the time
histories of the identified forces in Figure 4.19¢g) and (h), all SISO simulations appear to
be noisy beside the force impulse while the recanttd forces in the vicinity of the pulse
lack in accuracy. Except from the force obtainedthy SISO simulation that considers
response positiom=3 (blue solid line) all identified forces tend toderestimate the peak
value or misrepresent the shape of the force pdlkes results in large deviations in the
identified force signatures yielding considerabl®Rerrors €,,,...(Jém)) that range from
24.7 % to 52.8 %, as given in Table 4.6. The lamgers in time domain also become apparent
in frequency domain as can be seen from the pltteomagnitude force spectrum in diagram
(h) and the associated spectral estimation errodsagram (i). Accordingly, the SISO TDM
considering response position=3 performs best but still yields errors in the restomcted
force spectra of up to |5 dB|. The maximum errd®ioed with the SISO TDM for other

response locations can reach values up to |16 dB|.

Instead, the averaged error gradient involved enSHWMO TDM produces large discrepancies
between the reconstructed and the true respongpe€r.19 — (d)-(f)). The RMS errors in
the reconstructed response time historigs, {,s((0¢)) ) can take values from approximately
4.4 % to 9.1 %, as provided in Table 4.6, while @issociated spectral estimation errors can
reach values up tme(a))| =36 dB at certain frequencies (see Figure 4.19 — (f)welcer, due

to the use of the averaged error gradient the ueleded noise that falsifies the reconstruction

of the responses is sufficiently suppressed indbatified force. Inspecting the time history
of the recovered force in Figure 4.19 — (g) andtfijg SIMO TDM performs very well. The
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transient force peak is reconstructed with highcigien and only little noise can be found
beside the force transient, yielding a RMS errahimidentified force of, ,,.,((0¢)) =9.0%
(see Table 4.6). Satisfying estimation accura@ise reached in frequency domain as can be
seen from the corresponding magnitude force spmcinudiagram (h) and the related spectral
estimation error plotted in diagram (i). Accordipgthe force can be identified with an

uncertainty of less tha||AX(a))| =1dBthroughout the entire frequency range.

The excellent performance of the SIMO TDM can dsoseen from Figure 4.20 where the
identified force is compared with the one obtaimgtn using the standard frequency domain
inverse method (FDM).

True and reconstructed force Spectral error in reconstructed force
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Figure 4.20. Comparison of the time domain inverssthod (TDM) with the standard frequency domain
inverse method (FDM) for SIMO system with 10% no#sded to system model. Reconstructed force time
history (left) and spectral estimation error in itientified force (right)=— true signali— reconstructed force
using the SIMO TDM,;— — identified force using the FDM.

In general, the SIMO TDM and the FDM perform simil@though the force spectrum

identified with the FDM for most frequencies shaoskigihtly larger discrepancies to the true
force (Fig.20 — (right)). The identified force sagares obtained with the SIMO TDM and the
FDM, respectively, are almost indistinguishablenfreach other, as illustrated in Figure 4.20—
(left), yielding similar RMS prediction errors agnsmarised in Table 4.6. Note that similar
results have been achieved for the 5% noise caduglstem model, as illustrated in
Appendix A.2.

4 .5.5.Conclusions

Based on the principle of over-determining the eysti.e. considering more structural
responses than forces to be identified, an expatiderldomain inversion routine has been
derived that allows for improved force identifigatiin single input multiple output (SIMO)

systems (see Table 4.3). The expansion is basdtieomtroduction of the averaged error

gradient which is used in the update equation josadhe estimated force. Generally, the
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averaged error gradient, at each frequency, isrgedeby the strongest signal so that ‘weak’
paths, which in frequency domain inverse methodsgbabout dominant contributions after
inversion and are highly susceptible to noise, @b influence the force reconstruction
process. Under the assumption that errors inhementhe considered responses or
inconsistencies in different paths of the usedesystnodel are uncorrelated, the averaged
error gradient will converge towards the gradieqgexted without the influence of errors. In
this way, the expanded SIMO TDM is able to sigmifity suppress the negative influence of
noise and inconsistencies in the used data andbbkas found to yield robust force
identification for SIMO systems even if the usetida considerably defective.

In order to monitor the convergence behaviour ef $tMO TDM an expanded relative mean
prediction error (E-RMPE) has been introduced.ak been found that a residual value exists
for the E-RMPE which is dependent on the applicatiase. The residual E-RMPE value after

convergence is dependent on
» the number of considered responses
< the amount of noise or inconsistencies includetthiénemployed data and
» the step-size parameter used in the basic adagdgeethm.

For this reason the absolute value of the E-RMPEn@t serve as reliable interruption
criterion to stop the iterative process. Notwithsliag this, it has been found that observing
the evolution of the E-RMPE is still a good meaogrtonitor the progress of the iterative
process and it has been outlined that alternatitegruption criteria in terms of the E-RMPE’s

gradient or curvature may be defined in future gork

In numerical simulations the sensitivity of the amded SIMO TDM to noise and
inconsistencies included in the structural respsresel the system model, respectively, was
investigated. The performance of the SIMO TDM wasther compared to the standard
frequency domain method (FDM). The simulation restor different levels of disturbances
are summarised in Table 4.5, 4.6 and 4.7 for 5@86land 25 % corrupted data, respectively.
Note that the corresponding diagrams of all simaitest can be found in Appendix A.2.
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Table 4.5. Summary of simulation results achievéth the expanded time domain inversion routine ted

standard frequency domain inverse method for Slly&desn with 5 % defective data.

5% noise added to responses ( SNR,, = 26 dB )

5% noise added to IRFs ( SNR,,, *26 dB )

Error egys in
reconstructed responses [%]

reconstructed force [%]

Error egys in

Error egys in
reconstructed responses [%]

Error egys in
reconstructed force [%]

Usedmethod  y (1) y,(n) y3(n) y,(n) x (1) yin) y,(n) ys(m) ya(n) x (n)
T V¢ 0.0 - - - 334 0.0 - - - 407
™ V¢ - 0.0 - - 13.8 - 0.0 - - 18.5
D V¢, - - 0.0 - 16.1 - - 0.0 - 19.1
™ V¢, - - - 0.0 26.4 - - - 0.0 31.1
TD (V&) 2.8 3.2 4.1 3.0 3.9 3.0 3.6 5.9 3.9 47
FD inverse - - - - 3.8 - - - - 4.5

standard frequency domain inverse method for Slly&desn with 10 % defective data.

Table 4.6. Summary of simulation results achievéth the expanded time domain inversion routine ted

10% noise added to responses ( SNR;,, =20 dB )

10% noise added to IRFs ( SNR;,, =20 dB )

Error egys in
reconstructed responses [%)]

reconstructed force [%]

Error egys in

Error egys in
reconstructed responses [%)]

Error egys in
reconstructed force [%]

Usedmethod  p (1) yo(n) y3(n) y.(n) x (n) yin) ya(n) ysm) yan) x(n)
V¢ 0.0 - = - 736 0.0 - - - 528
T V¢, - 0.0 - - 27.2 - 0.0 - - 24.7
D V¢ - - 0.0 - 322 - - 0.0 - 28.1
T V¢, - - - 0.0 60.8 - - - 0.0 46.8
™D (V&) 6.0 6.5 7.5 6.5 6.7 44 57 9.1 7.2 9.0
FD inverse = - - = 6.6 = = = & 8.9

Table 4.7. Summary of simulation results achievéth the expanded time domain inversion routine Hed

standard frequency domain inverse method for Slly&desn with 25 % defective response data.

25% noise added to responses ( SNR,, = 12 dB )

Error egys in
reconstructed responses [%)]

Error egys in
reconstructed force [%]

Usedmethod  y,(n) y,(n) ys(n) y4(n) x (n)
™ V¢ 0.0 - - - 191.2
T V¢ - 0.0 - - 67.2
D V¢ - - 0.0 - 75.7
™ V¢ - - - 0.0 177.8
T (V&) 141 153 194 183 19.6
FD inverse - - - - 19.5
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For the conducted simulations it has been found tha

exact force identification is possible with the FCAvid the SIMO TDM if neither the

structural responses nor the system model compisgsrrors,

both methods, the FDM and the SIMO TDM, performatiyathe same if only the
structural responses are corrupted by additionasenorhe residual error in the
identified force correlates with the amount of eoéglded to the response, i.e. the error
increases with increasing noise level. Due to g af the averaged error gradient the
transient force pulse can be reconstructed with pigcision while, at the same time,
errors and noise beside the force pulse are seritigi suppressed. In comparison to
the SISO TDM the over-determined approach yieldshrhaetter estimation accuracy
and tends to be more robust for errors includetiendata.

both methods, the FDM and the SIMO TDM, performiknty if the used system
model is assumed to be inconsistent. It is notatlttie derived TDM in contrast to the
FDM generally is not sensitive to the choice of theasurement position, for which
reason, in practice, the FDM may require more c¢arerder to achieve the same
estimation accuracy as the TDM. However, for thenerdcal examples presented here
the assumed unknown input force was identified mtely with either of the two
methods. Negative influences of uncorrelated erirdrerent in the system model are
sufficiently suppressed by the averaged error gradn the SIMO TDM. Again, the
SIMO TDM has been found to be more robust to ertiwais the basic SISO TDM.

as with the SISO case, the expanded relative mesticgion error (E-RMPE) is not a
sufficient criterion to evaluate the residual elirothe reconstructed force. However, it
constitutes a good means to monitor the convergdrat®viour of the iterative
process involved in the SIMO TDM.

Furthermore it is noted that the averaged erradigra only reduces the negative influence of

disturbances, as long as they are uncorrelatedpfidgsznce of correlated disturbances would

lead an averaged gradient adapting the reconstruasponses to the garbled system

responses Yyielding highly inaccurate force idecdiiion [206]. One reason for correlated

errors in the used data is additional excitatigngliad to the system at locations that are not

considered by the TDM. The next section will shoawhsuch additional forces can be

considered in the force reconstruction process.
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4.6. Force reconstruction for multiple input multiple output
systems

So far the derived time domain inverse method (TDM3 proved sufficient to yield robust
and accurate reconstruction for systems with sidgigree of freedom excitation. However,
most sophisticated technical structures undergermomplex excitations caused by multiple
independent forces that act in parallel. Oftenpalht least a few of these forces may have to
be identified simultaneously using inverse methddgeneralisation of the previously derived
TDM for multiple input multiple output (MIMO) sysies could offer significant advantages
compared to other existing inverse methods, asleded in section 2.5 (Literature and
theory). Therefore, the following sections are deddo derive and evaluate the suitability of
a generally valid variant of the introduced TDMttfexcilitates simultaneous reconstruction of
multi-channel force signatures based on (measuwtatd) that can easily be obtained for any
complex technical structure. Utilising numericabmples, the performance of the generalised
MIMO TDM and its sensitivity to errors inherent the employed data will be investigated

and compared with the standard frequency domaiersgvmethod (FDM).

4.6.1.The generalisation of the method

Ideally, a generalisation of the time domain inw@rsroutine should yield a practical
approach that (i) is robust for disturbances inetlidh the used data and (ii) can be applied for
structures with arbitrary numbers of in- and ousput

Considering first (i) the issue with possibly ereons data sets, it has been shown in the
previous section that the concept of over-detertianaand the introduction of the associated
averaged error gradient in the update recursigheo{expanded) TDM significantly improves
the force reconstruction process. Since this aghrdas been found to be robust for noise in
the available response data as well as for inctamgiges included in the system model, the
same principle is to be employed in the generalid@il. Regarding next (ii) multiple forces
applied to a structure, the operational respontsasyapoint on the structure are influenced by
contributions from all acting forces. For betterdarstanding, one may consider the beam
structure depicted in Figure 4.21 — (a) which isitd by multiple unknown input forces
x.(n), for s=[1,2,...,S]; each of which contribute to the structural regssnd,_(n), for

m=[1,2,...,M], according to the corresponding impulse respoungetionsh_(i). Since the

over-determined TDM employs the averaged errorigrddvhich requires calculation of an
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error signal for each individual response locatonconsideration of all forces contributing

to any of the responses is crucial. Nonconsideratall inevitably cause biased force

reconstruction that usually results in over-estingathe true forces due to the additionally
introduced energy. As unconsidered forces theaigticontribute to several or all observed
responses their contributions may be regarded a®lated disturbances corrupting the
observed responses. Unfortunately, the averaged gnadient in the expanded TDM has only
the ability to suppress uncorrelated disturbanoesvhich reason it is mandatory to account
for all forces possibly acting on a structure. Thti®ne is not sure whether or not a force is
acting at a certain position on a structure dudpgration, it is advisable to rather account for
an additional force location than leaving it unadesed. Ideally, the TDM then would yield a

zero force signal for the additional excitationigos if in fact no force is applied to it.

Hence, taking the ideas behind over-determinati@hraultiple excitation forces into account

a block schematic for the generalised TDM can laenéd, as illustrated in Figure 4.21 —
(b,c).

MISO system (considering response position m)

b (i) d,’ (n) @dm(n,\.)

hm Z, (i)

x| e, (n)
HIEL

h,. () MISO system | &(7)
(response 1)

h,; () | MISO system | &(n)
(response 2)

h,. (i) | MISO system | ey (%)
(response M) < — )>
2 l’lk 5 nk

(b) (©

Figure 4.21. Principle of the generalised time dimmaversion routine for multiple input multiple tput

(MIMO) systems: Schematic of force excited beamcayesponding cascaded block diagram for adajrijwet
reconstruction consisting & MISO systems (b) and detailed schematic of oneMbock (c). (Apostrophes
indicate constrained conditions; angle bracketsotiethe averaged error gradieht, (i) denotes the set of

impulse response functions between all force ihgedtionss=[1, 2, ...,§ and a single response positiwt)
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At each time stepy an error signal for each of the=[1,2,...,M] response positions has to be
calculated as the difference between the obsekesiréd) response, (n,) and the response
y.(n) provided by the adaptive filter (see Figure 4.21c}). Since for multi-point excited

structures all acting forces influence the struadtuesponses, the total output of the adaptive
scheme, at a specific response positian is modelled as a linear superposition of the

contributions from each current force estimatén) weighted by the corresponding finite
impulse response functiom (i) between the assumed source locat®nfl, 2,...,S], and the

response positiom,

Yo(n) =23 (1) x{n—1) for m=[L,2,..., M] (4.31)

S
s=1i

iN

I}
o

whereM is the total number of considered responses &gdthe number of input forces
applied to the structure. Note, over-determinatexguires the conditioM > Sto be satisfied.

The instantaneous errog (n) for each individual response position is obtained in

accordance with Eq. (4.26) as

LN

e.(n)=d(n)-w(m=d -3 b { n=)i for mwL2.., M. (4.32)

s=1 i

I}
o

For each individual response position the calcoaf the error can be visualised as the
MISO block schematic depicted in Figure 4.21 — {e)ere the multiple inputs, denoted by

h,.. () =[h,,(i),h,,(),....h ()", represent the set of impulse response functi@taden all

source locations=[1,2,...,S] and the selected response positmnand the single output is

the error signal given by Eq. (4.32). Note that E5S® block is required to calculate an error

for each of them=[1,2,...,M] considered responses so that the entire blockatiador the

generalised MIMO TDM consists M cascaded MISO blocks (see Figure 4.21 — (b)).

Based on theM error signals (EqQ. (4.32)) a generalised recursians to be defined that
allows for adaptively updating the most recent tihistories of the reconstructed forces
x,(n). To account for multiple response positions thevimusly introduced concept of the
averaged error gradient is invoked. Due to considemultiple force channels an individual
averaged error gradient is to be calculated foheddhe S input forces. The corresponding

averaged error gradients are defined as

(e, (n)h nQ)zﬁ(é e(n)h ( n)j for s[L2,..., § (4.33)
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which then are ultimately employed to update eaeltiqular input force x(n), for

s=[1,2,...,5], yielding the final recursion of the generalisdaM
Xo (M) =x(n) + 2 e n)h [ n)) for sk ng N O Ne201  (4.34)

where the angle brackets indicate the averaged gmadient. As discussed above, the

averaged error gradients compensate for uncordethsturbances inherent in the used data.

To achieve convergence in the mean-squareStetep size parameters, involved in the

recursions Eq. (4.34) have to be chosen propéthas been found that choosing the step size
parameters according to the bounds

M -1

O<u <M (zz|hms ) j_l for s=[1,2,..9], (4.35)

m=1i=0

whereM is the total number of considered responses &rgdthe number of input forces

applied to the structure, is sufficient to achistable iterative processes in practice [208].

In this way a generalisation of the time domainerse method has been achieved that
facilitates simultaneous identification of multiarinel force signatures for arbitrary multiple
input multiple output (MIMO) systems. To completeeoiteration cyclé, the mathematical
steps (4.31), (4.32) and (4.34), in this order, tardoe carried out, in accordance with the
stability bound in (4.35). The generalised TDMusrgnarised in Table 4.8.

Table 4.8. Time domain inversion routine for id&atition of forces in multiple input multiple outpu

systems.
Parameters: n... time step
k... iteration cycle
N... length of input vector
I... length of finite impulse response
M ...number of responses
S... number of unknown inputs
Initialisation: X,(n,,)=0 for s=[1,2,..., 5]
Computation: for 1<nk<N Y N22- I k=k+1 {1}
Filtering: v, (1) ZZ; 121 X (m =) 1, () form=[1,2,...,M] {2}
EI"I"OI".' m(nk) /11( ) y/ﬂ(n/) {3}
Update.‘ (nk+l) (nl )+21u& < m(nk)h/m (n/\)> for S :[]’2’ e S] {4 }

Stability bound: — 0<p, <M (Y3

W f) {5}

According to the numbering given in curly brackeisTable 4.8 the generalised adaptive

algorithm can be summarised as follows: Startintpan initial guess of th8 unknown input
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forces, at each time stem, measured impulse response functions (IRksj) , are used to
filter the current force estimatesg(ny), SO as to predict a responseg,(ny), for each
measurement positiom,{2}. An individual error,eq(nk), between each of the estimated filter
outputs and the desired responses(ny), is calculated {3}. The average over all
instantaneous errors weighted with the correspantifs is then used to update the current
force estimates recursively {4}. In order to acl@ean iterative procedure these steps are to be
repeated at each iteration cydteaccording to the constraints given in {1}. To eresur
convergence the step size paramelggsneed to be chosen according to the stability doun

given in {5}.

4.6.2.Application to noise free system

Due to the use of the averaged error gradientach ef theS recursions (see Eqg. (4.34)) the
generalised TDM is expected to suppress advergetefbf inconsistent system models or
noise inherent in the desired responses; assurhatgrtherent disturbances are uncorrelated
and the system is sufficiently over-determinbtiXS). In the following the sensitivity of the
generalised TDM to disturbances included in thedud&ta is investigated using numerical

simulations.

To achieve a physical correct MIMO system all siatiohs are based on a system model
obtained from measurements conducted on an empsirigpof an EPSapa PL2 steering gear,

as depicted in Figure 4.22.

P, N G 5

| P 5 (\2] A N
2y Py (2)
/ \ _,;f ‘ I

Figure 4.22. Housing of EPSapa PL2 steering getlr asisumed sourceS [ and response positions,|).

Frequency response functions (FRFs) between theassomed source locations, and S, ,

and theM =9 response positionR,, for m=[1,2,...,M], are measured on the assumed freely
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suspended structure, i.e. roving textured foam n@dts used to support the steering gear
housing in order to achieve reasonably free camabti Note that for each point the
measurement direction (X, y and z) is indicatetbimd brackets in Figure 4.22. By means of
inverse discrete Fourier transform (IDFT) the meadUu-RFs are transformed into impulse
response functions (IRFs) which ultimately are usedouild up a system model of the
steering gear housing. In theory, this methodolafjgws for obtaining a MIMO model
relying on a physically correct relationship betwesl involved IRFs disregarding possible
uncorrelated errors in the FRF measurements tohathie TDM has shown to be robust. With
respect to the computing time required to suffitienarry out the iterative inversion routine,
IRFs of short sample length are favoured. On thdraoy, the length of the IRFs has to be
chosen in such a way that they have sufficientlyagled inside the chosen time window (see

section 4.2). For the given example, the IRF lengtthosen to bé =512 samples.

Operational responsesd_(n) for m=[1,2,..,M], are calculated by convolving two
synthesised uncorrelated impulsive force signatures(n) for s=[1,2], with the
corresponding IRFs,h (i), according to the modelling approach in sectiorB. 4.

Inconsistencies in the measured IRFs in this wagoime part of the system whilst the
generated responses are free from any errors. effgghl of the synthesised force signatures
and correspondingly the length of the calculatespoeses is chosen to iIe=1280 samples

which is consistent to the constraiit> 20 (see e.g. Table 4.8).

Assuming an ideal system model and noise free etbsgsponses the generalised TDM from
Table 4.8 is employed in a first simulation to dalie the correctness of the newly designed
system model. Further, the performance of the gdised TDM is tested for three different

degrees of overdetermination.

Table 4.9. Overview of the different MIMO systems.

. ” Considered force
Considered response positions

Degree of over- Name of locations
determination MIMO system - -
Pix Py P3@ Pi® Psy) Ps@ Prx) Py Po(@ S1 §2()
1 (2x2) X - - X - - - - - X X
2 (2x4) X X - X - - - X - X X
4.5 (2x9) X X X X X X X X X X X

The degree of overdetermination is measured asuier of considered responses over the
number of forces to be identified. An overview bétthree corresponding MIMO systems is
given in Table 4.9 including information about tlespective degree of overdetermination, the
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considered responses, the force input locationsedisas the name that will be used in the
following to refer to a specific MIMO system.

Simulations for each of these systems are cartikedTte simulation results for the noise free
(2x9) MIMO system (2 inputs, 9 outputs) are illaséd in Figure 4.23. Note that the

simulation results for the determined (2x2) and tlweible overdetermined (2x4) MIMO

system can be found in Appendix A.2.
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Figure 4.23. Numerical results for noise free (2MBMO system. Time signatures of structural respen@)
and reconstructed force signatures in full-lengbhd and as close-up (c,e); spectral estimatioor eim
reconstructed responses (f) and identified forggs-=— true signal,— reconstructed signal using TDM.
Relative mean prediction error (E-RMPE) as perforogameasure of the adaptive inversion routine (h).
To monitor the convergence behaviour of the iteeaprocess the expanded relative mean
prediction error (E-RMPE) from Eq. (4.30) is us&ihce the absolute value of the E-RMPE
cannot be used as a criterion to interrupt theatitez reconstruction process, unless for the
special case of a perfect numerical model (seaussson in section 4.5.2), the interruption
criterion in the following simulations is defined terms of the iteration number. Thus, the
iterative process is interrupted after completkyg1000 iterations, which has been found to
be sufficient for the systems under test. Basedhenevolution of the E-RMPE (see Figure
4.23 - (h)) one can conclude that a convergematitar process is achieved for the noise free
(2x9) MIMO system.
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Although the FRF measurements used to build tHerdiit MIMO models have been found
to contain severe errors, the generalised TDM le &b accurately reconstruct all response
signatures (see Figure 4.23 - (a)). This is du¢htouse of the averaged error gradients
involved in the update recursions (Eq. (4.34))rs tincorrelated disturbances can be filtered
out if the system is sufficiently overdetermineditais the case for the (2x9) MIMO system.

Therefore, the RMS estimation errors in the reqostd response time historieg, ., are

all approximately zero, as summarized in Table 4-1(2x9). Accordingly, the spectral

estimation errors in the reconstructed resposésw) are also close to zero throughout the

entire frequency range of interest, as evidencedidyram (f).

By means of the reconstructed force time histatiggsicted in diagrams (b,d) and (c,e) in full-
length and as close-up, respectively, one can adacthat the generalised MIMO TDM
facilitates perfect identification of the transidotce signatures. Again it is noted that the FRF
measurements comprise considerable errors whickhaanpletely counterbalanced owing to
the averaged error gradients and due to considarsuficient over-determined system. Note
that the degree of overdetermination is 4.5 for (Bg9) MIMO system, which in the
following is considered as large overdeterminatidine high accuracy of the force

reconstruction process is also evidenced by the Rivt® estimation errors,,, ., Which are
approximately zero for both forceg(n) and x,(n) (seeTable 4.10 — (2x9)). Correspondingly,

the spectral estimation errors in the reconstrutbeces are also close to zero as plotted in

diagram (g).

A comparison of the identified forces obtained witle generalised TDM and the standard
frequency domain inverse method (FDM) is presemtdegure 4.24. It is noted that the FDM

invokes least-square Moore-Penrose pseudo inverdeatain the inverse system model.

As evidenced in Figure 4.24 the generalised TDMtaed=DM perform equally for the noise
free (2x9) MIMO system. Both methods are able enmtdy the transient force signatures with
high precision (see also Table 4.10 for the cowrdmg RMS force estimation error achieved
with the FDM). Note that equivalent conclusions ¢endrawn for the simulations obtained
for the (2x2) and the (2x4) MIMO system, providaddppendix A.2.
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Figure 4.24. Comparison of the generalised timealormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the noise free J2MMO system. Time signatures of reconstructeatdsr
(a,c) and spectral estimation error in the idemdifiorce (b,d)= true signal— reconstructed force using the
MIMO TDM; —— identified force using the FDM.

A summary of all time domain estimation resultsantéd with the generalised TDM and the
FDM is given in Table 4.10 for all investigated s@ifree MIMO systems.

Table 4.10. Summary of simulation results achiewétl the generalised time domain inversion routmel

the standard frequency domain inverse method famadstigated noise free MIMO system.

Noise free
TD inversion routine FD inverse method
D § i . Error erys in Error erys in
egree of over-
3 e?ermin . Emr Sgysii rapans rictad respansss [4] reconstructed force [%]  reconstructed force [%)]

(used system)

yim) yom) yi(n) yam) ysm) yem) y.n) ysn) yom) x;mp(n) xpm(n) x;mp(n) x,m(n)
1 (2x2) 0.1 - - 0.0 - - - - - 1.9 32 0.0

0.0
2 (2x4) 0.0 0.0 - 0.0 - - - 0.0 - 0.2 0.3 0.0 0.0
4.5  (2x9) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

As can be seen for the determined (2x2) and theldaver-determined (2x4) MIMO system

the force time histories cannot be identified elyadthis is due to inconsistencies included in
the system model, originated from errors in the FREasurements, and the lack to
sufficiently over-determining the system at certiieguencies. Note that the FDM is able to
reconstruct the forces exactly since the convatuteutine used to build the MIMO system in

Matlab for the noise free case is exactly the isggorocess as employed by the FDM to
identify the forces, whereas the TDM utilises ageesially different approach to reconstruct
the force signatures. In a way, the MIMO model eypt by the FDM thus can be

considered as ideal while this is not necessdnéydase for the TDM. However, as soon as
uncorrelated disturbances will be added to theesyshodel or the structural responses both
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methods have to deal with imperfect data. Evalgatine performance of the TDM in
comparison to the FDM in the presence of defeaata is subject of the following sections.

4.6.3.Sensitivity to noise in the structural responses

In the following, the sensitivity of the generatisEDM to noise in the structural responses is
investigated. To do so, uncorrelated noise sequeeace added to the structural responses
according to Eq. (4.15). Noise of different levesging from 5% over 10% to 25% of the
RMS value of the respective noise free responsesianulated resulting in signal-to-noise

ratios of approximatelySNR, =26dB, SNR,, =20dB and SNR,, =12dB, respectively.

Simulations for the determined (2x2), the doubleerdetermined (2x4) and the large

overdetermined (2x9) MIMO system are carried ouiefach noise level.

Figure 4.25 depicts the simulation results obtainét the generalised TDM for the (2x9)
MIMO system considering 10% noise corrupted respodata. Note that the simulation
results for different noise levels and the remammlMO models are provided in Appendix
A2
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Figure 4.25. Numerical results for (2x9) MIMO systavith 10 % noise added to all acceleration respens
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,dyl @s close-up
(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—
reconstructed signal using TDM. Relative mean mtéah error (E-RMPE) as performance measure of the
adaptive inversion routine (h).
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As expected, the additional noise in the data ®otbe E-RMPE to approximate towards a
relative high residual value (cf. discussion intgec4.5.3). However, the evolution of the E-
RMPE (Figure 4.25 - (h)) reveals that a convergalaptive process is achieved and that the
iterative process is carried out sufficiently ftwetchosen parameterisation of the adaptive
algorithm.

Due to the additional noise and the use of theaaegt error gradients the estimation errors in
the reconstructed responses can reach relativghyvalues. In time domain the RMS error in

the reconstructed responsggs, s range from 5.5 % to 9.1 % (see also Table 4.1d)ltieg

in considerable spectral estimation errax¥, («w) of up to |23dE{ (Figure 4.25- (f)).

However, since the averaged gradients involvechenforce reconstruction process at each
frequency are governed by the strongest contrigusignal the negative influence of the
additional noise is significantly suppressed in ithentified forces. The spectral estimation

errors in the reconstructed forces at most fregeenare only AX (w)<[2.7dB and
AX,(w) <|3.5d8, respectively (Figure 4.25 - (g)).

The efficiency of the averaged error gradientsaonterbalance uncorrelated disturbances in
the response data is also evidenced by the ideshtiirce time histories plotted in diagrams
(b,c) for the full length sequences and in (d,etlase-ups of the transient force peaks. For
both forces the transient force pulses can be eredvfrom the noise corrupted responses
with high precision and only little noise can beirid at times beside the force peaks. The

corresponding time domain RMS estimation errgys.,s are 13.0 % and 19 % for force

and x,, respectively. Note that the time domain estimmatiesults are summarised in Table

4.11.

A comparison of the identified forces obtained witle TDM and the ones calculated by
means of the standard FDM is given in Figure 4.26.

It turns out that both inverse methods are abidédatify the forces with the same accuracy if
noise is added to the response data and overdetram is used. Similar conclusions can be
drawn for the simulations carried out with differamise levels and different degrees of

overdetermination.
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Figure 4.26. Comparison of the generalised timealormverse method (TDM) with the standard freqyenc

domain inverse method (FDM) for the (2x9) MIMO syst with 10 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true
signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
It is stressed that for the determined (2x2) MIM@tem the TDM generally performs better
than the FDM (see also Appendix A.2), as can ba seg from Table 4.11 where a summary
of all simulation results obtained for the inveated MIMO systems in the presence of 10 %
noise corrupted response data is given.

Table 4.11. Summary of simulation results achiewétl the generalised time domain inversion routimel

the standard frequency domain inverse method fdiiIO systems with 10 % noise corrupted responses.

10% noise added to responses (SNR;, = 20 dB)

TD inversion routine FD inverse method
D . 5 . p % Error egys in Error €rys in
egree of over-
9 rror £qs in reconstructed responses [%] reconstructed force [%]  reconstructed force [%]

determination
(sl y=tem). i) yom) ysn) yan) ysm) yen) v n) ysn) yon) xpmp(n) x,mp(n) x;pp(n) x,m(n)

1 (2x2) 0.5 - - 0.0 - - - - - 118.4 2741 1441 328.5
2 (2x4) 6.9 8.7 - 4.1 » - - 2.4 - 30.2 54.8 30.1 54.9
4.5  (2x9) 7.9 8.4 9.1 6.8 77 8.0 5.5 4.9 6.4 13.0 19.6 12.9 19.6

Comparing the RMS estimation errors in the recoieséd forces obtained for the different
MIMO systems a trend can be identified. Clearly #@ccuracy of any of the two force
identification techniques increases with increaslagree of overdetermination. The influence
of overdetermination on the estimation accuracyalan be measured in terms of the spectral
error in the reconstructed forces, as plotted gufe 4.27 for the different MIMO models
assuming 10 % noise corrupted response data. Inicagdthe spectral estimation error
obtained for the noise free (2x9) MIMO system istigd (black dashed line) which serves as

reference and represents the best possible sofotidhe given FRF data.
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Figure 4.27. Influence of the degree of overdeteatibn on the estimation accuracy. Spectral esiimat

error AX (&) in the reconstructed foroe (a) andx, (b) obtained with the generalised TDM for the deiieed
(2x2) and the overdetermined (2x4) and (2x9) MIM@tem:— with 10% noise added to all responses:
without noise.

Clearly, one can see the significant improvementhim reconstructed forces one achieves
when employing the double determined (2x4) or tighlly overdetermined (2x9) MIMO
system for force identification instead of using tteetermined (2x2) system. Doing so, will

reduce the maximal spectral estimation errors ie teconstructed forcex, from
DX, 55 =[9.2dB t0 AX, ., =[3.7dB and AX, ,, =[2.7 dB, respectively, and in the force,
from AX,,,=[10.6dB to AX,,,=[4.7d8 and AX,,.=[3.8dB, respectively. Similar

conclusions can be drawn from the simulation resahltained for different noise levels as
provided in Appendix A.2. In the following, the inénce of overdetermination is further

investigated for cases where the system modekisasd to comprise errors.

4.6.4.Sensitivity to errors in the system model

To investigate the performance of the generaliseTor cases where the system model is
inconsistent to some extent, the assumed noiseMi&O models from section 4.6.2 are

degraded artificially. For this purpose, all measumpulse response functions (IRFs) are
modified by addition of uncorrelated white noiseences according to Eg. (4.15). As error
magnitudes 5% and 10% of the RMS value of the Bsmenoise free IRFs are chosen so

that signal-to-noise ratios of approximat&jR,, =26 dB and SNR,,, =20 dB result.

Simulations for the determined (2x2), the doubleerdetermined (2x4) and the highly
overdetermined (2x9) MIMO system are carried oute different levels of inconsistencies.
Figure 4.28 depicts the simulation results obtainét the generalised TDM for the (2x9)
MIMO system with 10 % disturbances added to alldRNote that simulation results for the

remaining MIMO models and different noise levels provided in Appendix A.2.
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Figure 4.28. Numerical results for (2x9) MIMO systewith 10 % errors added to all impulse response
functions. Time signatures of structural respor{s@s@nd reconstructed force signatures in full-ter(,d) and
as close-up (c,e); spectral estimation error iromstructed responses (f) and identified forces £g)~ true
signal,— reconstructed signal using TDM. Relative mean igt&th error (E-RMPE) as performance measure
of the adaptive inversion routine (h).
The evolution of the E-RMPE (Figure 4.28 - (h)licates that a convergent iterative process
Is achieved and that the iterative process isedmwut sufficiently. As mentioned before, the
residual E-RMPE value is influenced by the addaiodgisturbances included in the impulse
response functions resulting in a relatively higbidual value of the E-RMPE.
The additional disturbances in the system modelthedise of the averaged error gradients in
the generalised TDM cause considerable errorsamrébonstructed responses, as evidenced
by the corresponding spectral estimation errorgrigure 4.28 - (f). For some paths the

maximal estimation error can exceed value\gf(w) =|20df at discrete frequencies. The
corresponding time domain RMS estimation errefs,,s range from 4.7 % to 12.2 %, as

depicted in Table 4.12. However, the errors initieatified forces are orders of magnitudes
below the ones in the reconstructed responsest e@anibe concluded by comparing the
corresponding spectral estimation errors in diag@mand (g), respectively. Again, the
superior estimation accuracy in the forces is du¢ghé use of the averaged error gradients
involved in the generalised TDM to update the fercecursively. Within a wide frequency

range the forces can be estimated with an errar thesn AX, (w) =|2.0dB for force x, and

AX,(w) =[3.3dB for x,, respectively (see Figure 4.28 - (g)).
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The good force identification accuracy can alsocsben from the corresponding force time
histories depicted in (Figure 4.28 — (b)-(e)). Desghe highly inconsistent system model the
transient pulses in both force signatures are mealvwith high precision (see diagrams (c)
and (e)) and only little errors can be spotted deeshese peaks (diagrams (b) and (d)). The

corresponding time domain RMS errors in the estahdbrcess, ,,.,s are 20.5 % and 28.4 %

for force x and x,, respectively (see Table 4.12).

In Figure 4.29, the identified forces calculatedhvthe generalised TDM are contrasted to the
ones obtained with the standard FDM. Comparing thie spectral estimation errors in the
reconstructed forces (Figure 4.29 - (b) and (dgarn be found that the FDM is more sensitive
to inconsistencies included in the system modei tha TDM.

In general, the scatter in the estimated spectbain identified forces is higher if the FDM is
used. This also provokes higher estimation errorshe reconstructed force signatures as
depicted in diagrams (a) and (c). The correspondiimg domain RMS estimation errors

&, 5rus Are 28.3 % and 48.7 % for forogand x,, respectively. Equivalent conclusions can be

drawn for the simulations carried out with differdavels of inconsistencies and different

degrees of overdetermination.
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Figure 4.29. Comparison of the generalised timealormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x9) MIMO syst with 10 % errors added to all impulse response
functions. Time signatures of reconstructed foees) and spectral estimation error in the idestifiorce (b,d):

- true signal— reconstructed force using the MIMO TDM: — identified force using the FDM.

A summary of the simulation results obtained foe tdetermined (2x2), the double
overdetermined (2x4) and the highly overdetermi{i@s9) MIMO system with 10 %

disturbances added to all impulse response furgtisngiven in Table 4.12. Note that
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simulation results for different levels of incortsiscies are provided for all investigated
MIMO models in Appendix A.2.

Table 4.12. Summary of simulation results achiewétl the generalised time domain inversion routimel

the standard frequency domain inverse method fdiiIO systems with 10 % noise corrupted system atod

10% noise added to IRFs (SNR,, = 20 dB)

TD inversion routine FD inverse method
D . ) . Error erys in Error egys in
egree o qver- Error egys in reconstructed responses [%] reconstructed force [%]  reconstructed force [%]
determination
(used system) — y\(n) ya(n) y3(n) ) ys(n) yen) ysn) ysn) yon) x;mp(n) Xom(n)  Xim(n) x,m(n)
1 (2x2) 0.0 - - 0.0 - - - - - 64.5 1243 99.4 202.1
2 (2x4) 49 7.2 - 21 - - - 1.3 - 451 74.2 47,3 78.4
45  (2x9) 8.9 110 122 6.7 8.6 94 4.8 4.7 6.9 20.5 28.4 28.3 48.7

As can be concluded from Table 4.12 the accurabotf the TDM and the FDM decreases if
the degree of overdetermination is decreased. i§hesnsistent with the findings of the last
section. Furthermore, for all investigated cases WDM yields more reliable force
reconstruction results than the FDM as evidencethbytime domain RMS estimation errors
&, 4rus Provided in Table 4.12. The influence of overdeti@ation on the estimation accuracy
is further illustrated in Figure 4.30 where the &p# estimation errors in the force and
x,are plotted as functions of the degree of overdatetion for the 10 % degraded system
models achieved with the FDM (Figure 4.30 - (3),énd the generalised TDM (Figure 4.30
- (¢),(d)), respectively. In addition, the spect&atimation errors obtained for the noise free

(2x9) MIMO system is plotted (black dashed line$lich serves as reference and represents

the best achievable solution for the measured Fité. d

From Figure 4.30 it becomes apparent that, whenaimg the FDM instead of the TDM,
one generally has to expect larger errors in therstructed forces. By comparing the shapes
of the force estimation errors obtained with thewBnd the TDM, in particular for the force

x, (cf. diagrams (a) and (b)), one can find similgecral patterns highlighting the frequency
ranges at which force reconstruction generally $aiodbe difficult. For example, the foroe

can be estimated with best accuracy at frequehegeen about 1500 Hz and 2400 Hz while
its reconstruction is subject to relative large ertainty at frequencies below and above this
frequency range. It is noted that the same tendencan be found for the force, in
particular for the (2x9) MIMO system, although tigshard to see from the diagrams (c) and
(d) since the estimated forces tend to oscillatesicterably.
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Figure 4.30. Influence of the degree of overdeteatibn on the estimation accuracy. Spectral esiimat
error in the reconstructed foree (a) andx, (b) obtained with the standard FDM and correspagpdirrors (c)
and (d) obtained with the generalised TDM for tledmined (2x2) and the overdetermined (2x4) an@®)(2
MIMO system:— with 10% errors added to all impulse responsetfans (IRFs)» = = without errors.
Important to note is, however, that an equivalgmcsral pattern can be found in the
reconstructed responses if the generalised TDMsexd uor force identification (see e.g.
Figure 4.28 — (f)). Moreover, equivalent pattemmshie reconstructed responses and forces can
also be found for simulations in which the systemdei is assumed to be free from any
disturbances but instead responses are corruptedibg (see e.g. Figure 4.25 — (f) and (Q)).
Note that no such pattern appears if both the syst®del and the structural responses are
free from noise (see e.gigure 4.23 — (f) and (g)).
However, since in all simulations additional disamces in either the response data or the
system models are designed as random signals (wbise), i.e. they have a flat (constant)
power spectral density, the disturbances may ingeedoke the appearance of the spectral
error patterns in the reconstructed quantitiesthey cannot cause their characteristic shape.
Instead it is suspected that the underlying systerdels which in all simulations are based on
the same basic FRF measurements are responsiliteet® characteristic patterns. To clarify
this conjecture the employed system models areysedlin more detail. It is well known
from the standard FDM that the sensitivity of thadt-squares solution to perturbations of the

FRF matrix, H(w), and errors in the response measurements can hsured by the
frequency dependent condition numbeiiw) [29]. The 2-norm condition number is defined
by

K(e) = cond(H (@) =H (W), |H * (@), = 0,/ Ty (4.36)
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where super-script ‘+' denotes Moore-Penrose psénkrse ando,and o, are the

largest and smallest singular values of the FRFrixatespectively, of which the latter

depends on the rank of the FRF matrix. (For moraildesee also the discussion given in

section 2.4).

Mathematically the condition number is a dimenssssl quantity which is used to evaluate
the degree of singularity of the FRF matrix. Largendition numbers indicate a nearly
singular matrix which is likely to lead to numelicaversion problems. Although the
magnitude of the condition number is problem depehdnd, for engineering vibration
problems, can range from 1 to more than 10000 lié] general consensus is that force
identification based on the standard FDM at fregienwith high condition numbers can go

dramatically wrong since small perturbations inelddn the used data tend to be amplified

considerably after inverting the FRF matrix at thégquencies.

condition number condition number

condition number

Figure 4.31. Sensitivity of the condition number different degrees of over-determination (determine
(2x2), double (2x4) and large over-determined (2¥®MO system) and different levels of disturban¢g%o,

10% and 25%) included in the impulse response fomaneasurements: ---- true system; noise corrupted

system.
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Since the FRF matrix for the given application cissebtained by Fourier transformation of
per-measured impulse response functions, of whehldtter are also employed for force
reconstruction based on the generalised TDM, aisalgé the corresponding condition

numbers seems to be worthwhile. In Figure 4.31,cthredition numbers of the determined
(2x2) and the overdetermined (2x4) and (2x9) FRFEioes are depicted assuming noise free,

as well as, 5 %, 10 % and 25 % errors in the medsunpulse response functions.

Clearly, the condition numbers of all noise freeFRRatrices (dashed lines) feature similar
spectral shapes which are determined by the dynahmacacteristics of the steering gear
housing. For all investigated MIMO systems it cam deen that the corresponding FRF
matrices are best conditioned at frequencies betabeut 1500 Hz and 2400 Hz while the

condition numbers at lower and higher frequencesegally indicate inferior conditioning.

Concerning the sensitivity of the condition numbtershe degree of overdetermination, it can
be found that consideration of more responses, irgereasing the degree of
overdetermination, results in decreasing condinombers (see Figure 4.31 — from left to
right). It is stressed that for all investigatedNMD systems the number of applied forces is
always equal tas=2 while the number of considered responstss modified according to
the constraintM =S which is required to guarantee solvability of theverse force
identification problem. As a consequence of thes¢hrresponding FRF matrices always have
rank 2. Note that the condition numbers would iaseeif despite considering a larger number
of responses also the number of independent excitatechanisms were increased.
Analysing further the sensitivity of the conditionmbers to the level of disturbances added
to all impulse response functions, which are ultehaused to build the different FRF
matrices, it can be found that increasing noiseltevause the condition numbers to increase
(see Figure 4.31 — from top to bottom). The add@laandom errors tend to have less impact
on the condition numbers of systems with relatesgé overdetermination whereas they can
considerably influence the condition numbers ofdatermined system.

According to these findings, the determined (2x2)MKd system with 25 % corrupted
impulse response functions (IRFs) (Figure 4.31 #tobo-left diagram) is most critical with
respect to inverse force identification while thestbforce estimation accuracy is expected for
the large overdetermined (2x9) MIMO system with 8#&graded or rather noise free IRFs
(top-right diagram). Simulations conducted for MIMO systems referred to in Figure 4.31

have unambiguously proved that this conjecturerus.tMoreover, comparing the overall
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spectral shapes of the condition numbers for tifferdnt MIMO systems with the patterns
detected in the spectral force estimation errocaurit be concluded that force reconstruction in
frequency ranges with predominantly high conditimmmbers generally is prone to large
errors while frequency ranges with low conditiommiers allow predicting the forces more
reliable. Basically, the spectral characteristi€sth® condition numbers (see Figure 4.31)
seem to correlate well with the spectral patteetected for the estimation errors in the forces
identified with either the FDM or the TDM (see Figwt.28 and Figure 4.30). Furthermore, it
can be found that, when using the TDM for forcentdiation, the spectral estimation errors
in the reconstructed responses also correlate wigll the characteristics of the condition
numbers and consequently with the spectral errttenps in the identified forces. This can be
observed for simulations in which either the systapdel is assumed to be inconsistent (see
Figure 4.25and Figure 4.28) or in which the respotata is assumed to contain noise (see
Figure 4.28 and Figure 4.30). With respect to pratfforce identification problems where
spectral force estimation errors cannot be caledlaince the true forces are unknown, the
spectral errors in the reconstructed responsesdew\by the TDM may constitute important
additional information to detect frequency rangesvhich force identification is likely to be
erroneous. Note that this information is not aVddaif the standard FDM is used for force

identification.

Moreover, in all conducted simulations in whichansistent system models have been used,
the generalised TDM has unambiguously outperfortmedFDM in terms of the achieved
force identification accuracy. According to the \poais analysis, poor conditioning of the
FRF matrix and the need to invert this matrix ia gtandard FDM can now be named as the
principal reason for the inferior performance of ffDM if considerable inconsistent system
models are present. Since the TDM uses the santarmental data it is further concluded

that the generalised TDM is more robust for incsiesit system models than the FDM.

4.6.5.Conclusions

Employing the principles of overdetermination ande&r superposition to account for
contributions from several excitations to at least same number of observable responses a
generalised time domain inversion routine (TDM) bha®gn derived. The generalised TDM
facilitates robust force identification in multipleput multiple output (MIMO) systems (see
Table 4.8). The generalisation is based on thednirtion of an individual iterative recursion
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for each applied force to be identified. In eactursion an average error gradient is used to
update the estimated forces recursively. Furtheemihie averaged error gradients allow for
suppression of uncorrelated noise in the respoasg aF inconsistencies in the employed
system model by overdetermining the system. In chswerdetermination, the choice of the
response positions is generally not as crucial lmstandard frequency domain inverse
methods (FDM) since response positions with weaktrdmution from the excitation forces at
a certain frequency do not govern the averaged gmadients. The adaptive process will
automatically be controlled by the strongest signaiconsistencies in the impulse response
functions (IRFs) or noise in the response data apes considerable errors in the
reconstructed structural responses but do notenfla the force reconstruction process to a
high degree.

In numerical simulations the sensitivity of the gealised TDM to noise and inconsistencies
included in the structural responses and the systedel, respectively, was investigated. The
performance of the MIMO TDM was further comparedthe standard frequency domain
FDM. All time domain estimation errors obtainednfr@imulations for the determined (2x2)
and the overdetermined (2x4) and (2x9) MIMO systara summarized in Table 4.13
assuming 5 %, 10 % and 25 % corrupted responseaddtan Table 4.14 assuming 5 % and
10 % defective system models, respectively. Notd the corresponding diagrams of all

simulations are provided in Appendix A.2.
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Table 4.13. Summary of simulation results achiew#tl the generalised time domain inversion routimel
the standard frequency domain inverse method ®d#iermined (2x2) and the overdetermined (2x4)(2r€)

MIMO system with 5 %, 10 % and 25 % noise addedlltcesponses.

5% noise added to responses (SNR,, = 26 dB)

TD inversion routine FD inverse method

Error erys in

Error erys in
reconstructed force [%]

Error ¢ in reconstructed responses [%
RMS p

reconstructed force [%]

Degree of over-
determination
(used system) . (n) yy(n) y3(n) yan) ysn) yon) yin) ysn) yon) xim(n) xXop(n)  xpm(n) xXopp(n)
1 (2x2) 0.2 - - 0.0 - - - - - 56.9 135.2 67.3 159.1
2 (2x4) 35 43 - 1.9 - - - 1.2 - 15.9 28.7 16.0 28.5
4.5  (2x9) 3.9 4.1 4.6 3.3 3.9 4.1 29 25 35 6.3 9.7 6.4 9.6
10% noise added to responses (SNR;, = 20 dB)

FD inverse method

Error €rys in
reconstructed force [%]

TD inversion routine

Error egys in

H 0,
Error erys in reconstructed responses [%] reconstructed force [%]

Degree of over-
determination
(sl y=tem). i) yom) ysn) yan) ysm) yen) v n) ysn) yon) xpmp(n) x,mp(n) x;pp(n) x,m(n)
1 (2x2) 05 - - 0.0 - - - - - 118.4 2741 1441 328.5
2 (2x4) 6.9 8.7 - 4.1 - - - 2.4 - 30.2 54.8 30.1 54.9
4.5  (2x9) 7.9 8.4 9.1 6.8 7.7 8.0 5.5 4.9 6.4 13.0 19.6 12.9 19.6
25% noise added to responses (SNR,, = 12 dB)

FD inverse method

Error egys in
reconstructed force [%]

TD inversion routine

Error egys in

i 0,
Error egrys in reconstructed responses [%] reconstructed force [%]

Degree of over-
determination
IR R yin) yon) yin) yun) ysn) yen) yin) ys(n) yo(n) x;m(n) xpmp(n) xpepp(n) xppp(n)
1 (2x2) 1.1 - - 0.1 - - - - - 310.3 700.2 385.5 864.4
2 (2x4) 172 22 - 10.6 - - - 6.4 - 75.8 129.5 77.0 133.4
4.5  (2x9) 191 207 236 170 189 196 143 124 157 31.8 47.6 31.7 47.5

Table 4.14. Summary of simulation results achiewétl the generalised time domain inversion routimel
the standard frequency domain inverse method ®d#iermined (2x2) and the overdetermined (2x4)(2r€)

MIMO system with 5 % and 10 % disturbances addealltimpulse response functions.

5% noise added to IRFs (SNR,, = 26 dB)

FD inverse method

Error egys in
reconstructed force [%]

TD inversion routine

Error egys in

i 0,
Error egrys in reconstructed responses [%] reconstructed force [%]

Degree of over-

determination
(usedsystem) — y, (n) ya(n) y3(n) yan) ys) yon) yin) ysn) yon) xpm(n) xpm(n)  xpm(n) Xpm(n)
q (2x2) 0.0 - - 0.0 - - - - - 46.6 94.9 134.4 195.7
2 (2x4) 3.1 4.5 - 15 - - - 09 - 23.3 417 28.0 425
4.5 (2x9) 4.7 54 6.2 3.8 43 53 2.7 2.5 36 9.7 13.8 15.9 26.2
10% noise added to IRFs (SNR,, = 20 dB)

FD inverse method

Error egys in
reconstructed force [%)]

TD inversion routine

Error erys in

Error egys in reconstructed responses [%] reconstructed force [%]

Degree of over-

determination

(usedsystem) 3 (n) ya(m) ys(n) yan) ys(n) yen) yan) ys) yo(n) xim(n) Xm(n)  xpm(n) Xym(n)
1 (2x2) 0.0 - - 0.0 - - - - - 64.5 124.3 99.4 202.1
2 (2x4) 49 7.2 - 2.1 - - - 1.3 - 451 74.2 47,3 78.4
4.5 (2x9) 8.9 11.0 12.2 6.7 8.6 94 4.8 4.7 6.9 20.5 28.4 28.3 48.7
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For the conducted simulations it has been found tha

exact force identification is possible with the F2¥d the generalised TDM if neither
the structural responses nor the system model a¢sespany errors (cf. Table 4.10)
and the system is sufficiently overdetermined,

both methods, the standard FDM and the generaliBdd, perform exactly the same
if only the structural responses are corrupted dgiteonal (uncorrelated) noise. The
residual errors in the identified forces correlaith the amount of noise added to the
response, i.e. the errors increase with increasoige levels. Due to the use of the
averaged error gradients the transient force puts@sbe reconstructed with high
precision while, at the same time, errors and nbesde these pulses are sufficiently
suppressed. The use of the generalised TDM hasfbaed to be advantageous since
the additional spectral estimation errors in theonstructed responses are related to
the force estimation errors and thus provide hélpfiormation to identify at which
frequencies certain FRFs are sensitive to noisendmch frequencies in the estimated
forces are likely to be prone to errors. This adddal information is not available if

the standard FDM is employed for inverse force iifieation.

the generalised TDM outperforms the standard FDMems of the achieved force
identification accuracy if inconsistent system mnledare used. Since the MIMO
recursion involved in the generalised TDM does megjuire solution of an equation
system by inversion of a possibly ill-conditione@fFmatrix the TDM has been found
to be more robust to uncorrelated errors in theesysdescription than the FDM
although both methods in essence rely on the satae kth the investigated numerical
examples it has been found that force spectra asahwith the generalised TDM can
be at least an order of magnitude superior to thes mbtained with the FDM at
frequencies at which the corresponding FRF matrames poorly conditioned. The
spectral estimation errors in the reconstructecpoamses provided as additional
information by the TDM further help to evaluate duency ranges in which force
identification is subject to large uncertainty. reasing the degree of
overdetermination generally improves the forcenestion accuracy and it has been
shown that large overdetermination enables satigfforce identification even in the

presence of considerable defective system models.
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The expanded relative mean prediction error (E-RIVES been found to be a good means to
monitor the convergence behaviour of the iteraik@cess involved in the generalised TDM
although its absolute values cannot be used tomelefh objective criterion to interrupt the

iterative process.

4.7. Summary and concluding remarks

In a series of steps, the conventional Least Mapra® (LMS) algorithm has been modified
to derive a generalised time domain inverse me{f@d) which is capable of reconstructing
simultaneous multi-channel force signatures fancttires with known and fixed force input
locations utilising measured structural responses.

The physical system is modelled by means of imprdsponse functions (IRFs) that can be
calculated by employing inverse Fourier transforamatto frequency response functions
(FRFs) which can be measured experimentally invglaanventional system identification
methods, such as (roving hammer) impact testinghaker testing. In this way it is possible
to realise reliable system models even for higloiyplex technical structures.

The obtained IRFs are then used in the TDM torfdtset of estimated input force signatures
so as to predict the corresponding set of structtesponses. The instantaneous errors
between the estimated and measured responsesearestd to update the input force time
histories recursively. In a way, all data-procegsteps involved in the TDM are carried out
in an invariable forward manner which is believegbse one of the major advantages of the
TDM in contrast to other inverse methods, such tasdard frequency domain inverse
methods (FDM). At no stage the iterative processlired in the generalised TDM needs to
rely on inversion of a possibly ill-conditioned FRRatrix nor requires extensive
regularisation techniques to improve the solutidnsthe standard FDM ‘weak’ paths bring
about dominant contributions after inversion, whach highly susceptible to noise. Instead, it
is always the measurement point with the strongegtal that dominates the inversion
process in the generalised TDM so that the choicaeasurement positions is generally not
very critical.

It has been shown that the novel time domain ineersoutine allows reconstruction of
multiple uncorrelated, correlated or partially edated forces that can feature any kind of
sparse or non-sparse time signature including rangeriodic, impulsive, irregular or steady
state signals. Sharp discontinuities containedhénforce time signatures have been found to
affect the convergence speed negatively but carebenstructed precisely if the iterative
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process is carried out often enough. Furthermondeuthe assumption that the available
response data is at least twice the length of Heel URFs, the method facilitates continuous
processing of time data of arbitrary length thuevahg all sorts of post-processing for each
individual identified force signature which is aitractive prospect for many practical
demands like time domain TPA [19],[86], auralisatjpurposes [6] or condition monitoring
[176].

The implementation of an averaged error gradiertheniterative recursion to update each
force individually allows for overdetermining thgstem. In numerical simulations it has been
found that for overdetermined systems the genedli®M is very robust to noise included
in the response data or errors inherent in theesyshodel. Under the assumption that these
disturbances are uncorrelated and the systemfisienfly overdetermined the averaged error
gradients will significantly suppress the negativibuences of the perturbations on the force
reconstruction process even when the used datars@sgonsiderable errors. In the presence
of defective data the averaged error gradientscaase substantial errors in the reconstructed
response spectra. However, the spectral shapd®esé errors has been found to be suitable
indicators to identify frequency bands in whichd®mreconstruction is generally subject to
high uncertainty due to insufficient system dedaips. This additional information is not
available when conducting inverse force identifmatvith the standard FDM.

By comparison it has been found that the FDM aeditbM perform equally if the used data
can be assumed to be noise free or if noise is ioglyded in the response data. Due to the
availability of additional information concerninbe reliability of the identified forces it has
been argued that the use of the generalised TDAM lsast of avail. However, as soon as the
system model comprises (uncorrelated) errors theelniime domain inversion routine has
proved to generally yield more robust and accufatee reconstruction results than the
standard FDM. It has been found that force spexttemated with the generalised TDM can
be at least an order of magnitude superior to ties wbtained with the standard FDM at
frequencies at which the corresponding FRF matiacegoorly conditioned. The advantages
of the TDM over the FDM become more significant twiincreasing degree of

overdetermination and increasing levels of pertioba

Notwithstanding these benefits, it has also beewashthat the generalised TDM lacks a
reliable measure to evaluate the accuracy of tmeef@rediction or rather to define an

objective criterion to interrupt the iterative feraeconstruction process. Observing the
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evolution of the expanded relative mean predicéoor (E-RMPE) has, however, been found
to be a good means to monitor the overall progoésise iterative process. It has further been
outlined that defining interruption criteria based the E-RMPE’s gradient or its curvature
may be promising possibilities for future work. BHathat two alternative criteria will be
proposed in later sections that can be applied wepect to test bench measurements

required for characterisation of transient soungtees in electrical steering systems.

The stability and speed of adaptive algorithm imedl in the generalised TDM is dependent
on the choice of the convergence-determining sisp garameterny, [202], [175], [209]. A

large step size parameter makes the adaptionwhde a small value is likely to make the
residual error between the true and the reconsaufbrces close to the minimum. An
implementation of a variable step size parametmpraposed e.g. in [210] or [211], could
offer potential to optimise the prediction accuracyl the speed of the adaptive process at the
same time. Alternatively, the step size parameterddc also be adjusted according to the
evolution of the E-RMPE. For example, for each widlial step size parameter a
proportionality factor defined in terms of the upmability bounds (EqQ. (4.35)) could be
introduced in the corresponding update recursi&uas (4.34)) which then could be controlled
according to the E-RMPE evolution. At the beginnioigthe iterative process where the
gradient of the E-RMPE is large one may preferaisky large values (close to 100 %) for the
proportionality factor in order to achieve rougtddast adjustment of the forces. When the E-
RMPE converges towards a fixed value, i.e. its igradtend to zero, the factor is to be
minimised in order to allow for slow but more acatigr correction of the reconstructed forces
and further to reduce the residual E-RMPE.

As it has been discussed, the proposed TDM wily gmbvide reliable force estimates if all

excitation positions are known. Unaccounted forea go into the force prediction as

(correlated) disturbances (section 4.5). With respeapplications of the generalised TDM to
real force identification problems it has been addlito rather account for additional force
input locations than leaving possible excitationsansidered. Ideally, the generalised TDM
yield zero force signals at considered locations fact no force is acting at this point.

With respect to applications of the novel time doméorce identification routine for
independent source characterisation, as discussezhapter 2, it is speculated that the
generalised TDM could provide a significant conitibn towards obtaining simultaneous

blocked force time signatures of arbitrary lengtinf measurements carried out in-situ. In the
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following chapter, the use of the generalised TDM e demonstrated in the context of
independent characterisation of transient soundcesuin electrical steering systems. It is
believed that both the generalisation of the TDM &s application in independent source

characterisation is original.
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Chapter 5

Characterisation of structure-borne sound

sources in electrical steering system
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5.1. Introduction

During driving on rough roads, rattle noise may pata from (electric power) rack-and-
pinion steering gears as a result of reverse fexdfvam the road. As elaborated in chapter 3,
excitations provided by the road surface (EBR),ifed the steering system via both tie rods,
force adjacent components inside the steering wesemporarily separate from each other
followed by abrupt equalising movements of thesgerblies which ultimately result in
transient (impact) excitation at the internal seuregions. The conceptual source-path-
receiver model, developed in section 3.4 has beend to disclose the theoretical locations
and the associated mechanisms of all possiblei¢éra@sound sources inside the steering gear.
This information forms the basis for subsequent sueament steps required to
experimentally quantify the strength of each indinal source. In detail, the measurement
approach applied in this study is based on a tioreain equivalent of the in-situ blocked
force method (see section 2.3.4); thus facilitaimdependent source characterisation on the
steering gear whilst connected to an arbitraryivecestructure, e.g. a vehicle body or a test
bench. One key factor of the introduced measurermapptoach is to solve the inherent
inverse problem in a reliable manner in time donvaich can be achieved by employing the
generalised time domain inversion routine derivedeaction 4.6. Another important factor to
achieve reliable characterisation of the transEnicture-borne sound sources inside the
steering gear is the generation of realistic rateitation. As a test bench evaluation method
for rattle noise has already been establishedduastmial practice the existing rattle test bench

may be used for this purpose.

In a nutshell, all necessary steps to theoreticadigduct sufficient characterisation of the

rattle sources located inside electrical steeriygjesns have been achieved. Therefore, this
chapter is intended for demonstrating how the hffé steps are to be combined in order to
conduct identification and quantification of thartsient structure-borne sound sources within
electrical steering systems. It is noted that thigpter rather constitutes a feasibility study of

the developed methodology than a profound anabfgiattle phenomena.

Starting with a brief introduction of the estabkshtest bench approach, section 5.2 aims to
discuss some assets and drawbacks of the stdte-ait approaches used in industrial
practice to evaluate rattle phenomena within dlsdtsteering systems. Section 5.3 highlights

the additional measurement stage involved in ttepgeed time domain characterisation
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method compared with the conventional rattle euauoaapproach in which the passive
structure of the steering system and the test beémdharacterised by impulse response
functions. Furthermore, some existing as well as\&l data evaluation criterion is presented
that may be useful to evaluate the quality of tthéittonal measurements. Based on numerical
and experimental examples, the applicability ofdeaved methodology is then demonstrated
in section 5.4 for source characterisation in elealt steering systems being subject to
artificial impact excitation of the internal sourpegions. In order to achieve realistic rattle
excitation of the internal transient sources tleeshg gear has to be operated on the rattle test
bench. With respect to independent source charsati@n using this test bench approach
comes along with some significant limitations. 8ett5.5 aims to discuss these limitations
and to derive different strategies to overcomedhmsrdles. Being able to account for the
difficulties introduced by the test bench appro@ctill be demonstrated how the derived
time domain characterisation method can be usepiantify transient structure-borne sound
sources within electrical steering systems provokgdrealistic EBR excitation using the

rattle test bench. A summary and some concludinarks are provided in section 5.6.

5.2. The test bench measurement approach

In order to determine the internal dynamic forasponsible for the origination of rattle noise
within electrical steering systems external dynasxcitation applied to the tie rods of the
steering gear is required. This can be achievedianways: (i) Measurements are carried out
on the steering system whilst mounted in a vehésid realistic operation conditions are
achieved by driving on roads with rough surfacé¥.Measurements are conducted under
laboratory conditions and oscillating loads areieatd by operating the steering system on
specially designed test benches that are ablenolaie the reverse force feedback to the rack
that would act under normal operation conditionemlariving on rough roads. Assets and

drawbacks can be found for both approaches, as adsed in Table 5.1.

However, in order to minimize uncertainty in theeymiling excitation and measurement
conditions, test bench measurements have genéedly accepted to be more appropriate for
evaluation of steering induced rattle noise thahicle measurements [3],[212]. In the
following, the standard test bench used in indakpractice for evaluation of rattle noise in

electric powered steering systems is briefly intrced.
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Table 5.1. Assets and drawbacks of (i) vehicle @indest bench measurements to provoke rattlirgidie

(electric power) rack-and-pinion steering gears.

ADVANTAGES DISADVANTAGES

« repeatability of excitation is not given (e.g. operational profile,

real excitation conditions .
steering angle, ...)

« real mounting conditions « unsteady boundary conditions (e.g. temperature, ...)

axle kinematics fully regarded difficult access to steering system

unknown influences on internal mechanisms

high range of excitations possible

subjective rating while measuring is possible limited vehicle availability

(i) VEHICLE
MEASUREMENTS

* restictions for mechanical modifications due to possible
impacts on the driving dynamics

steady boundary conditions (e.g. temperature, steering
angle, mounting conditions, ...)

unreal mounting and driving conditions

O

nEa

E % 5 + good accessibility to points on the steering system « influence of test bench on internal source mechanisms
) E = | * high range for mechanical modification + axle kinematics cannot completely regarded

repeatable excitation and measurement conditions limited test bench availabilty

5.2.1.The test bench

As a test bench evaluation method for rattle nbes® already been established at ZFLS, the
standard rattling test bench can also be usedch&ptirpose of this project. The fundamental

principle and the basic components of the testtbane illustrated in Figure 5.1.

Tie rod forces measured during real
operation of the steering system in a vehicle

— tierod force - left
tie rod force - right

A j\\ AP fva\)/%,,,f\fW\ )

Control Pivot arm
Fixed tool cycle for N
Force Force
StAngle ).
transducer transducer . -
re (EBO) | |

= [

Hydraulic cylinder

'
-

Control cycle Control cycle
(EBR) Acceleration (EBR)

Test bench approach || Vehicle measurement

Figure 5.1. Functional principle and basic comptseri the standard test bench for evaluations ttlera
noise originated inside steering gears due to eatexcitation provided by the roadway surface (EBR
Since the axle kinematics highly influences thernal source mechanisms, it has been found
that the required external excitation, normallyided by the road surface (EBR) whilst
driving on poorly conditioned pavement, can be laesieved by simulating dynamic tie rod

forces by means of oscillating loads provided bytagled hydraulic cylinders. Generally, the
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tie rod forces can either be designed numericallyre-measured tie rod forces obtained from
vehicle measurements can be fed into the hydraylinders. The latter method is preferred
in this study since tie rod forces recorded undemal driving and mounting conditions of

the steering system in a vehicle are believed & Bpproximate realistic conditions for the
test bench excitation. In this way, influencesloé tixle kinematics on the tie rod forces are
also included in the simulated test bench excmstio

A pivot arm connects each hydraulic cylinder witle respective tie rod of the steering gear
so as to contain additional loading of the steemiagk introduced by the heavy-weight
hydraulic cylinders. It is noted that the pivot arprohibit dynamic motion of the tie rods in
vertical direction so that the present test bensésdnot allow simulation of landing gear

shock strut compression, for instance.

In order to counterbalance possible feedback ardcaged influences of the test bench on
the dynamics of the steering system the providedadd excitations are controlled. At each
time, force transducers located on both tie rodasuee the instantaneous excitation forces
applied to the steering gear. An electronic contrnlt (ECU) calculates the difference

between the actual test bench forces with the &xmit forces previously measured during the

vehicle tests in order to adjust the hydraulic pasdorces according to the set values.

Additionally, an actuator can be connected to teerfng pinion. The actuator is controlled by
the ECU and allows for the adjustment of the stgpangle and the steering velocity. In

different set-ups the actuator can also be usextheve excitation provided by the operator
S0 as to investigate transient ‘clunk noise’ asuised in section 3.3. However, with regard to
rattle investigations the actuator attached todfieering pinion is solely required to ensure
constant steering angle throughout the entireerégt$t cycle and to simulate inertia from the
steering wheel.

To evaluate rattle noise caused by the externabtieexcitation conventional accelerometers
are placed at certain locations on the housinghefdsteering gear. The measured vibration
responses are then used in subsequent analyssstet@gentify transient events included in

the acceleration time signals which are likely ésult from the internal rattle sources, as
briefly discussed in the following.
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5.2.2.State-of-the-art analysis

The dynamic excitations applied externally to biiéhrods induce rattling inside the steering
gear. As a result of the external excitation a neimdiif the internal sources are activated
causing impact excitations inside the steering gdach ultimately contribute energy to the
overall vibration field observable on the housirfgtiee steering gear. Hence, in industrial
practice, the conventional approach to evaluateerabise in (electrical power) steering gears
is similar to the classical approach to machinedd@n monitoring where information about
the embedded possible active components is extifcisn structural responses measured on
the machine housing by employing signal process&ngniques (see for example [3],[212] or
[14]). Using the previously discussed test benchupeadditional information can be
employed to extract transient events from the nreasstructural acceleration responses
which are likely to be linked to the internal aetirattle sources. For example, the observance
of the tie rod forces fed into the steering systerexcite the internal rattle sources has been
found to be useful as a feature to detect trangeents in the structural response data. For
this reason the state-of-the-art rattle evaluasipproach incorporates vibration accelerations
measured at discrete spatial locations on the hgusf the steering gear as well as the
dynamic forces applied externally to both tie redesasured directly with force transducers
implemented in the standard rattle test bench mrabthe EBR excitation (see Figure 5.1).
By means of example, Figure 5.2 illustrates how dtditional information is employed to
identify transient peaks in one recorded accelamagignal. The operational measurement was
obtained on the standard rattle test bench by sitimgl dynamic forces at both tie rods
provoked by reverse road feedback when drivingigdttaahead on cobblestone pavement
with a speed of about 15 km/h.

| : VT sum of forces [1 A
...| Zero-crossings I ________ gegsleraion

...........................................

3 kN
10 m/s?

Af
Aa

— Acceleration [m/s?]

= Sum of tie rod forces [kN]

u<—|'|‘ _ Acceleration peak
i O o O 3 O o 1 i
) <>

Time [s] I At =100 ms

Figure 5.2. Information employed to detect transiements in measured acceleration time histories to

evaluate rattle noise in electric power steerirgiays— acceleration measured on steering gear housirg;
sum of tie rod forces provided by the test bench.
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As can be seen, the acceleration time history ¢tese) comprises a number of impulsive
events. However, without any additional informatiors hardly possible to evaluate whether
or not a specific transient event is caused bynternal rattle source or not. To detect times at
which rattle excitation inside the steering gedikisly to occur the sum of the right and left
tie rod force is calculated at each time and pibtweer time (blue curve). The physical
reasoning for this approach is based on the coradide that possible clearance between
adjacent components inside the steering gear becoragimal at times where the external tie
rod forces, that usually cause considerable préitgaof assemblies inside the steering gear,
cancel each other. Hence, the zero-crossings afuheof the tie rod forces, depicted by blue
circles in Figure 5.2, indicate times at which th&ernal transient source regions are most
likely to originate rattle noise. Due to the intakrransient excitation one can also expect
corresponding transient events in the observedrsspsignal, as indicated by the red circles
in Figure 5.2. Note that the transient events i tiieasured responses may appear shortly
after the tie rod forces cancel each other (zeossings) which is rooted in internal stiffness
and inertia always present in practice. Howevesglan the knowledge of the zero-crossings
in the tie rod net force, different evaluation aljons have been developed that, aim (i) to
detect transient events in the measured responsies &re possibly linked to the internal
rattle excitation and (ii) to extract the transigeiaks in the measured responses and apply
some form of signal processing to them so as teewelobjective measures to evaluate the

rattle phenomena.

Although this evaluation method has establishedaastate-of-the-art approach and has
sufficiently been employed to quantify the perfonoa of steering systems being subject to
rattle excitation its basic principle features samssential limitations.

One major shortcoming is that the approach does dmtlose which source actually
contributes at a specific time to the observedarse position. This distinction is required in
order to rank-order different internal source mect@as so as to allow designers and
engineers to effectively address the problem dderatoise by design. Note that current
approaches to locate the most dominant transiamdssources inside the steering gear are
based on time delay analysis of transient everdsrded in parallel at different response
positions. However, the effort to perform such gsialis very high and reasonably results can
only be achieved in cases where solely the rougdtilon of a single source is of interest, e.g.

to distinguish whether the most dominant rattlerseus located in the ball nut assembly
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(BNA) or within the pinion-yoke domain (PY) (cf.dtire 3.10).

Another drawback of the conventional rattle evabratmethod results from the fact that only
events in the measured responses related to teenakEBR excitation are considered while
even dominant contributions from other transienirses which cannot be linked to the zero-
crossings in the sum of the tie rod forces may rermaconsidered. By means of example,
two dominant transients that are related to the Bauce zero-crossings (indicated by green
ticks) are detected as rattle phenomena by theettional approach in Figure 5.2 while other
transients with similar impact on the measuredasse signal (marked by grey crosses) are
not detected and therefore are not included inesyuEnt rattle evaluation steps. The reasons
for the origination of such events cannot be ingesed.

Moreover, it is stressed that accelerations medsaonethe housing of the steering gear are
also influenced by the characteristics of the s$tmgc to which the steering system is
connected. With respect to test bench measurerttentntire structure of the test bench may
influence the vibration field observed at discrptants on the steering gear while, when
conducting equivalent measurements in a vehickeyéhicle body may essentially influence
the vibration field. Thus, hypothetically, operafira steering system under the same
conditions when connected to the rattling test hentl produce different vibration signals
than the ones provoked whilst operating the stgesystem in a real vehicle. However, time
dependent blocked forces as obtainable with thpqs®d time domain inversion routine will
be the same in both cases. It is speculated thstiitdependence from the downstream
structure, i.e. the complete structure away frora thternal source regions including
additional structures like a test bench or a vehiobdy, will reduce the uncertainty in
evaluating rattle noise. It is further believedtthi@de proposed time domain in-situ blocked
force approach allows for fair comparison betweest thench and vehicle measurements
which is essential if one aims to find a correlati®tween the predicted internal source forces
and the sound perceived by passengers inside thiele.eThe latter consideration is an
important aspect with respect to using the achiddedked force time signatures for future
applications in virtual acoustic prototypes (seetisa 1.2), (time domain) TPA or to further

study the obtained rattling force signatures fropeeceptual point of view.

5.2.3.0Operation and testing conditions

Operational measurements are to be carried ouew internal transient sources are active,

i.e. the steering system is excited by EBR yieldimg operational accelerations. It has been
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found that the transient fraction of the measumskerations which is related to the internal
sources is affected by the steering angle. In génlarge steering angles increase the effects
of rattle phenomena in steering systems. Furthegmbhas been found that the tie rod angles
with respect to the axis of the steering rack affee generation of rattling. Other important
influencing factors are (i) the temperature or eatthe temperature difference between
different parts of the steering system that maybex considerable if the steering system is
mounted in a vehicle close to the exhaust manif@ldproduction tolerances taking effects
on the internal clearances or, most importan), tfie (external) excitation forces governed by
the actual driving conditions (vehicle speed, logdetc.) and the conditions of the roadway
surface. Note that these findings are consistenthéoindustrial practice and the general
consensus provided in the specialist literatureceoring sound generation in rack-and-pinion
steering gears (see for example [14], [3], [2121&]).

In consideration of the multitude of factors intheeng the generation of rattle noise inside
electrical steering systems a ‘standard rattle pesfile’ has been defined for all test bench
experiments within the scope of this project. Tlsedurattle profile is taken from vehicle
measurements when driving straight ahead with adspé 15 km/h over rough cobblestone
pavement vyielding excitation frequencies below 40(dee also Figure 5.2). In order to
achieve different levels of tie rod excitation tmplitudes of the dynamic forces applied to
the steering rack can be adjusted on the test bentdke values between0.5 andt 5 kN.

To ensure stable test conditions throughout thieeerattle test cycle an actuator connected to
the pinion of the steering gear is used to coritrelactual steering angle in such a way that it
can be assumed constant. The angles between tteelsi@nd the steering rack as well as all
internal clearances are set up according the \eehdpkcifications although they can be

manipulated on purpose in order to enable or distidd internal rattle sources.

5.2.4.Conclusions

It has been discussed that rattle noise withinc{etepower) rack-and-pinion steering gears
can sufficiently be provoked by means of specidigigned test benches that simulate the
dynamic excitation feedback from the roadway s@f@€BR) using pre-measured tie rod
forces from actual vehicle tests. Since test beatife evaluation approaches have already
been established for industrial purpose a standstié test bench will be used to excite the
internal transient structure-borne sound sourceglénelectric power steering systems as

required within the scope of this study. Neverteglet has been found that the conventional
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state-of-the-art approaches to evaluate rattle guhena for industrial purposes lack in
generality with respect to gaining characteristie andependent data for the individual
internal sources. It is concluded that vibratiagnais measured on the housing of the steering
gear, as used in the conventional approaches,cam@rised of a mixture of the excitation
from all internal active sources as well as thdustice of the resonances of the overall
passive structure. For this reason it is expeched sufficient separation of the internal
excitation signals themselves would provide moreussed information about the active
sources. Furthermore no additional information allbe external tie rod excitation would be
required so that all internal sources could be tifi@th no matter whether or not a specific
source mechanism can be related to the additiof@nnation provided by the standard rattle
test bench. For these reasons, it is believedindapendent source characterisation based on
a time domain equivalent to the in-situ blockeccéomethod by employing the time domain
inversion routine derived in the previous chapteuld deliver significant insight into the
generation of rattle noise within electric steerisgstems. It is noted that equivalent
conclusions are drawn in [176] where the use ofdineloped time domain in-situ blocked
force approach is discussed with respect to passibhdition monitoring applications to

which the conventional rattle evaluation approachery similar.

5.3. Obtaining suitable system models

Compared with conventional rattle evaluation apphes used in industrial practice the
proposed time domain in-situ blocked force metheglires an additional measurement stage
in which the passive structure of the steeringesysand any other structure to which it is
connected is characterised by impulse responsédmscobtained from in-situ measurements.
The following sections explain how these measuresnesin be conducted in order to achieve
suitable system models for sophisticated multi degof freedom (MDOF) structures.
Furthermore, some criteria are presented that neydeful to evaluate the quality and

consistency of the system model.

5.3.1.Measurement of (in-situ) frequency response functits

As discussed in section 2.3.1 different forms efjfrency response functions (FRFs) such as
compliance, mobility or accelerance exist. The afsa specific type of FRF over another one
is problem dependent. In the following acceleraramesused to build system models of the

physical structures under test. Employing accetaanis favoured since (i) established
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system identification techniques allow obtaining ASRdirectly from vibration responses
measured on the structure by means of conventiacegélerometers and (ii) operational
acceleration responses can directly be employetheénproposed time domain inversion
routine so as to conduct time domain source cheniaation in subsequent analysis steps. In
this way issues with integration of the measureerajponal acceleration data to achieve time
domain data consistent with the corresponding systescription, as would be required if
mobility or compliance functions were used in tlystem model, can be avoided. However,
all mentioned approaches could also be employedafy other FRF type by simple

transformation into accelerance functions (see sg¢stion 2.3.1).

In theory, the accelerance is a complex valuedtionof frequency defined as the ratio of the
Fourier transform of the structural acceleratiospanse divided by the Fourier transform of
the causative excitation, as discussed in secti8ri.2However, in practice accelerances (or
accordingly any other FRF type) are computed dffifly. Instead of using the relationship
given in EqQ. (2.2) one rather uses FRF estimatmtdre less sensitive to statistical errors in
the employed measurements of the input and theubstgnal. This is beneficial in order to
remove random noise and randomly excited non-litye@distortion) from the FRF estimates
[213]. A standard technique to do so is known aspgectrum averaging which can be used to
calculate FRFs in several different ways. Usudily () estimator is used if random noise
and distortion is assumed to influence the outmrtad only while the input can be assumed
being unaffected by additional noise (and furtter moise in the output is uncorrelated with
the input). Assuming the output at response DO given by the acceleration time signal

a.(t) and the input at DOE is represented by the known excitation forf;&), an least
squared error estimate of the accelerangév) (FRF) can be calculated by

Saf (C())

H(w) = A, ()= s, (@)

(5.1)

where S, (w) denotes an estimate of the cross power spectrawebe the input and the
output andS, («w) is the auto power spectrum estimate of the injgutas. Similar to theH,

estimator, the assumption that noise and distoriamly included in the input signal whilst

the output signal is free from noise results in theestimator which is defined by

Sea(@)

HA@=AMA@=S(@

(5.2)



CHAPTER 5:Source characterisation in electrical steeringesys 191

where S_(w) is the auto power spectrum estimate of the oigioumal.
In a noise free scenario both formulations (EdL)(%and (5.2)) provide the same result.
However in a noisy environment they may yield esakdifferent results. It can be shown

(see e.g. [214],[215]) that thi, estimator is unbiased with respect to the presehoatput
noise yet it will underestimate the magnitude @& ttue FRF, i.e|H, ()| <|H(w), if additive
disturbances are included in the input signal.eladtthe H, estimator is unbiased with

respect to the presence of noise in the input whilends to overestimate the true FRF, i.e.

|H,(w)|>H(w)|, if errors are added to the output signal. Geherdhe decision which

estimator is to be preferred in practice dependghenamount of noise included in the
measurements. If one of the signals (input or diitpontains markedly less noise than the

other one, the function which uses the better aoteer spectrum should be used, i(w)
for low-noise input andH,(w) for low-noise output. At all events, the actualFFR between
H,(w) and H,(w). Although not discussed here, it is noted thateo#stimators exist that

consider both noise in the input and the outpug ésg. [216]).

With respect to estimating accelerance functionthiwithe scope of this study the,

estimator is invariably used since all measuremeaftshe structural dynamics will be
conducted by means of (roving) hammer impact testthat the input force can be assumed
to be free of considerable measurement noise. lntpating is further preferred due to the
complex physical structure of the steering systencombination with the relative large
number of source and response DOFs prohibiting eaient and possibly non-reactive use of
shakers to artificially excite the structure in thequired DOFs. In all conducted FRF
measurements the structures under test will beppgdiwith accelerometers positioned at all
considered response locations in parallel whilestieering system is excited with an impact
hammer at a single input DOF at a time. In this wagle input multiple output (SIMO)
impact testing can be performed enabling measurenfemultiple FRFs at the same time

while using the single fixed input force as a refere. To achieve the previously discussed

estimates of the accelerance functions the stridgiimpacted 3 times at each excitation
location allowing the cross power spectrum and qudwer spectrum to be estimated by
averaging over the 3 corresponding Fourier spdotrdahe input force and the acceleration
response, respectively. Note that adequate settomgbe pre-trigger delay and the sampling

window are used. It is assumed that in all impastst the measured response signals decay
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sufficiently to zero before the end of the samplvigdow, so that no exponential windowing
is required to reduce leakage in the spectrum efntleasured responses. Also, no special
windowing for the input force will be used to reneopossible noise from the measured
impulse (excitation) signal.

In order to evaluate the quality of the measuremesed to calculate an estimate for each
accelerance the coherence function is used. Thereote function is a measure of the degree

of linearity between two signals (e.g. the inpukc® f (t) and the acceleration response
a,(t)) versus frequencyv and is related to the respective cross power gpacénd auto

power spectrum as

S _H@

K@=y E@  H@

(5.3)

The coherence function can take values betweep (w)<1, i.e. yZ («) is unity if f (t) and
a (t) are linearly relatedy’ (w) is zero if both signals are uncorrelated)@w) is greater

than zero but less than one if the signals aregiigrtinearly related. Thus, large coherence
values (close to one) signify good measurementa/hich high dependency between the
respective in- and outputs exist. Possible depestirom linear relationship between the input

f.(t) and the output, (t) can be caused (i) by (uncorrelated) noise includesither of the

two signals, (i) by non-linearity included in theansfer path between the input locatigh (

and the output locatiomm) or (iii) if the output signala_(t) does not only result from the
considered input forcé_(t) but also depends on other (unconsidered) exat§2b5].

It is emphasised that the coherence function pesvidn important tool with respect to

accelerance measurements carried out in the folpwince the complex physical structure of
the steering system can comprise internal clearencertain transfer paths which may result
in non-linearity that can be identified by examupithe corresponding coherence function.
Thus, if measurements for a specific transfer gatbw poor coherence over wide frequency
ranges they will be rejected and the measuremeat®de repeated. If the coherence cannot
significantly be improved in subsequent measureragampts the error-prone transfer path is
rejected completely and instead a more suitablestea path is sought after by iteratively

changing the position of the accelerometer untilsgang coherence for the alternative

transfer path can be achieved. If so an estimatthefrespective accelerance function is
calculated according to Eq. (5.1) and the previdascriptions. The obtained accelerance
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function is then considered to sufficiently deserifhe dynamic properties of the structure
under test in the respective transfer path. In théy, it is assumed that satisfactory
accelerance functions can be measured betweeordidered input DOFs and the selectable
output DOFs.

Further it is noted that within this study the measl accelerance functions are to be used for
conducting independent characterisation of thecgira-borne sound sources inside electric
power steering systems. Thus additional constrdiate to be considered when conducting
measurements to obtain the structural passive piepeas discussed in section 2.3.4. To
recapitulate, all measurements have to be caruedhesitu, i.e. whilst the steering system is
connected to a receiver structure; the latter @anepresented by a standard rattle test bench
or any other structure supporting the steering ge#hre following experiments. Furthermore,
all locations at which operational accelerationpogses are measured, which in the time
domain inversion routine are to be propagate bawalatds the initial excitations, need to be
located outside the assumed source regions. Intiggachis is achieved by selecting
corresponding response positions only on the recestructure. To identify the theoretical
source regions inside the steering gear the comakpburce-paths-receiver model from
chapter 3 is employed. Accelerance functions theearehito be measured in-situ between all
expected sources and the selected response pssiioording to the aforementioned impact
testing approach. However, since the boundarig¢iseointernal source regions are not directly
accessible for impact excitation the principle dfrg-acoustic reciprocity [43] is employed
which allows excitation and response locations éardwversed without altering the dynamic
properties of the structure in between. In this wiag more difficult task of sufficiently
exciting the structure can be made at the recéogations, which can be arbitrarily selected
at accessible points, and the simpler task of mespaneasurement is carried out at the

internal source interfaces, which can be conduetddembedded accelerometers.

5.3.2.Data evaluation criteria based on reciprocity pringple

When dealing with sophisticated multi-point excigtductures such as electric power steering
systems, for instance, several FRFs describingo#issive structural properties in different
transfer paths are to be combined in order to baddquate system models of the entire
structure. Small errors included in the differelRAFmeasurements in this way can sum up

and may result in insufficient system models. la grevious section it has been discussed
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how (in-situ) FRFs (e.g. accelerances) can sufftbtyebe measured. However, despite of all
diligence in experimentally determining each singlBRF systematic errors are always
included in the measurements. In essence, systematrs can occur as global and local
errors.

Global errors affect all measured FRFs in similagrée and may result, for example, from
faulty sensor calibration or insufficient suspensmf the structure under test [217]. As a
consequence of this, system descriptions on this lmhismeasured FRFs being subject to
global systematic errors are biased although thieeeset of FRFs is consistent in itself.
Instead, local errors affect the FRF measuremdalysio a specific DOF, thus resulting in an
inconsistent set of measured FRFs. Local errors foayexample, result from time varying
test conditions, inaccurate FRF measurement intaiceDOF (e.g. due to mismatch of the
actual excitation direction and the theoreticalotxme, insufficient signal-to-noise ratio, non-
linear effects due to overexciting the physicalstinre etc.) or mass effects due to roving

instrumentation.

System models built up of inconsistent or physjcarong FRF measurements will
inevitably yield erroneous results when used fagdpmting sound and vibration. A major
concern to achieve accurate source characteriséigvafore is to identify possible errors and
inconsistencies in the experimental FRF data beforeducting source characterisation. A
number of methods to evaluate the consistency dicp&ar large FRF matrices have already
been established. Some widely used approaches ased bon invoking the reciprocity
principle [43] for structural FRFs. Since intercharg the excitation and the response
position theoretically does not change the transéhs of the system in between these points,
one can use the reciprocity postulation to compaceFRF measurements obtainable for each

transfer path, i.e. the direct FRF_(w) when excited at DO with response measurement
at DOF m and the reciprocal FRAH_(w) when excited at DOFm with response

measurement at DQFE If both FRFs correlate well with each other thederlying
measurements can be considered to be of high gualit

In order to make such a comparison convenient yendarge FRF matrices Brechlin [217]
and Allemang [218] suggest using techniques knosvitha Frequency Response Assurance
Criterion (FRAC) and the Phase Assurance Critefi®#(C), respectively. The FRAC criterion

is a measure of correlation between the magnitesiganses of any two FRFs to be compared
whereas the PAC criterion is a measure of coraeldetween the according phase responses.
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Both procedures allow for comparison over the dulpartial frequency range of the FRFs as
long as the same discrete frequencies are usdtkinamparison. By definition, each of the
evaluation criteria, i.e. FRAC and PAC, yields adinency independent single value to
measure the correlation between the compared FRks.convenient to plot these single
value correlation measures as coloured matriceshndrie arranged according to the degree of
freedoms considered in the system model (see agureF 5.4). In this way, quick
identification of inconsistent FRF data comprised the system model and convenient
evaluation of the overall measurement quality carabhieved. Note that more information

about FRAC and PAC as well as the mathematicaldations are provided in Appendix A.3.

However, employing FRAC and PAC procedures to ataldhe consistency and quality of
complex FRF matrices is not always sufficient. Agjon drawbacks one may name the
restriction to transfer FRFs only while no evaloatof driving point FRFs is possible as well
as the fact that both correlation measures onligcatd erroneous FRF pairs while they are not
able to reveal which FRF measurement, e.g. direct@procal FRF, actually contains more
reliable information or rather if any of the two aserements contain physical meaningful
information at all. It is speculated that altermatievaluation criteria providing this
clarification could potentially prevent carrying toerroneous or unnecessary measurements
which in particular for sophisticated multi-poirntaited structures may consume additional
time and costs. On all accounts it is believed #itdrnative evaluation criteria providing
information about the physical correctness of patarly large FRF matrices while requiring
similar measurement effort could at least preseaitiable completions and may help to
reduce uncertainty of established data qualitysteBberefore, two different criteria will be
introduced in the following that in combination Wwieach other have been found to be very

helpful means when evaluating the quality of patticlarge FRF matrices.

5.3.3.Data evaluation criteria based on conductance of tnmobility matrix

As discussed in section 2.3.1, the dynamic progedif any multi-point excited mechanical
structure can be characterised by its complex FR&ixn Note that accelerance, mobility or
receptance functions could be used to build thigrimaFor the following discussion it is
assumed that the system description is given mgesf mobility matrices. However, it is
stressed that any other FRF matrix can be convertec mobility matrix (see section 2.3.1).
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Therefore, all presented approaches are consideriee generally applicable for any type of

FRF measurement.

The complex mobility matrix, as introduced in E2.6), can also be written in terms of its

real and imaginary parts as
Y () =0e{Y (W)} + jIMmM{Y (w)} =G (w) + B (@) (5.4)

where the real paiG(w) is called the conductance and the imaginary p&d) susceptance.

Assuming a square matrix, ideally the mobility matras to be symmetric about the main
diagonal because of the principle of reciprocity.aconsequence of this its real part, i.e. the

conductance matriG(w), also needs to be symmetric. Another importanp@rty of the real

part of the mobility matrix is that it is either gbve definite or positive semi-definite. This
condition results from the passivity since the ltetarational power transmitted by external
forces must always be positive [219]. Furthermdre ¢ondition requires that the diagonal
elements of the mobility matrix, which are relatedhe driving-point mobility functions, are

constrained to be positive real or zero. On theoftand, transfer mobility functions, i.e. off-

diagonal elements of the mobility matrix, are notibd to be positive real.

The mentioned properties of the real part (condwaiof the mobility matrix can be used as
a check on measured mobility data. Concerning sipgint mobilities first, a widely used
check for driving-point mobilities is that theiralepart should always be positive since the
flow of energy cannot go from the structure inteedtion of the exciter. Thus, a negative real
part indicates errors in the measurement of theiliyokunction. In order to evaluate the
measurement quality based on a frequency indepergiegle value, Hudelmaier [220]
introduces the so-called ‘conductance value’. Tbhedactance value incorporates a logical

vector | =[I(@,,). ...l (@,)] which at each considered frequency grid poig, (s @ < w,,,)
determines a logical numbégfu,) ={-1, 0,3 , according to the function
-1 for Oe{Y, (@)} <0

() =sgn(0e{Y, @ })=1 0 for De{Y @ }=0 (5.5)
+1  for Oe{Y, (@)} >0

where ‘sgn{)’ denotes the signum function extracting the s@nthe expression in the

brackets andle{ Y ()} denotes the real part of the examined driving-pwiability at DOF
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i . The corresponding conductance vatti(Y) is then obtained as the normalised sum over

all positive numbers of the logical vectiofor the chosen frequency range

S0 @)oo
CV(Y) =MT (5.6)

C

where N_ is the number of the considered frequency grichisoiDue to the normalisation
only values of0<CV (Y, )<1 are possible. Conductance values close to urdigate physical

correct point mobility measurements, i.e. the peat of the point mobility is positive all over
the considered frequency range. Instead, conduetaalaes close to zero indicate erroneous
measurements which may result from neglecting baryndonditions during measuring the

driving point mobility or from instrumentation preasrrors [220].

Unfortunately, the conductance value cannot be iegpfor the evaluation of transfer
mobilities because both positive and negative paats are permissible. However, one can
examine the eigenvalues for the real part of théilityy matrix instead to detect possible
measurement errors in some of the matrix entriefuding the transfer mobilities. The
positive definite property of the real part of ttn®bility matrix holds for any structure and
any number of points. Thus, to locate measurementsein an arbitrary rffxn) mobility
matrix the eigenvalues of all 2x2 sub-matrices fednby each pair of points have to be
calculated and analysed. By definition, the eiguesof a positive definite matrix need to be
positive also so that a negative eigenvalue for @inthe calculated sub-matrices indicate
measurement errors in the respective transfer mobAlthough this strategy to locate
erroneous transfer mobility measurements has beamioned earlier by Moorhouse and
Gibbs in [221] no procedure has been developedalat's convenient application for large
mobility matrices. One reason for this possiblyutesfrom the difficulty to clearly illustrate
the analysis results for large mobility matricescsi evaluation of two eigenvalues per sub-
matrix and frequency grid point is necessary. H@area solution to this problem has been
achieved within this research project and is pregkim the following.

In essence, three basic steps are to be carried ouder to perform this analysis for arbitrary
(square) mobility matrices. These steps are ilwstt Figure 5.3 and are discussed in more

detail in the following.
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(a) Measured mobility matrix

(b) Symmetrisation using lower triangular part Symmetrisation using upper triangular part

(c) Calculation of two eigenvalues for each of the upper and lower (2x2) sub-matrices
I =
: ! [22]
! : 9(‘3{Yy.up (w)} _>{(ﬂ'l.up(w)’lz,up(a)))|ﬂ'l,up >/12,up}
o

—»%e{Y[-M] (a))} - {(Z’l,low (w)ﬁﬂﬁ,low (w))|ﬂ' > ﬂ’Z,Iow}

i, low 1, low

Figure 5.3. Methodology involved in the calculatioheigenvalues for the proposes Eigenvalue Measure
(EM): (a) Measured square mobility matrix; (b) syetrisation using lower and upper triangular reat pathe
matrix and (c) partitioning of upper and lower syairit matrices into (2x2) sub-matrices which areduso
calculate two eigenvalues per sub-matrix.

In an initial step (a) any measured (square) FREixnhas to be converted into a mobility
matrix. Since all passive structural dynamics witlihis study are measured in terms of
accelerances the corresponding accelerance matregch frequency, is to be multiplied by

the complex scalafl/ jw). The result is then(xn) mobility matrix Y (w) as illustrated in

Figure 5.3 — (a). However, in the following onlyettreal part of the mobility matrix

Oe{Y(w)}is used for further analysis. Note thate{Y(«w)} can also be termed the

‘conductance matrix’.

In order to achieve the non-negative definite proypef the real part of the mobility matrix a

symmetrisation step (b) is required. This can beeda different ways, as illustrated in Figure
5.3 — (b). If all elements of the square mobilitptnx are measured symmetry of its real part
can be achieved by either (i) mirroring the lowgartgular part of the conductance matrix on
the main diagonal or (ii) mirroring the upper tggutar part of the conductance matrix on the
main diagonal. If not all entries of the mobilityatnx are known, a general restriction to

achieve symmetrisation is that all driving point bilibes Y, (w) and at least one transfer

mobility per transfer path, i.eq («w) or its reciprocal element; (w), need to be known. One
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possible downside coming along with this restrictie that measurements of driving point
mobilities may not always be practical, especiéilyin-plane DOFs away from an edge. On
the other side, FRAC or PAC analysis generally ireqmeasurement of all transfer mobilities
so that excitation in the same potentially difficDlIOFs is necessary. However, under the
assumptions that all elements of the mobility mxatare measured the previously
symmetrisation step will yield one symmetriex(n) conductance matrix built of the lower

part of OgY(w} (in Figure 5.3 highlighted in dark blue) and onex@) symmetric
conductance matrix built of the upper part@fY(«} (in Figure 5.3 highlighted in light

blue). Both the upper and lower symmetric condwzamatrix share the same driving point

mobilities along their main diagonals, i.B€Y, (@} =0 Y, 9 for i=[1,2,..,n], as
highlighted in orange in Figure 5.3.

In the following step (c) the lower and upper synmue(nxn) conductance matrices are
processed independently of each other. First, Hreypartitioned into sets o2« 2) sub-
matrices, as illustrated in Figure 5.3 — (c), befthre eigenvalues for each of the sub-matrices
are calculated. By way of example this procedurdlustrated for a lower and an upper
(2x 2) conductance sub-matrix depicted b Y2(«)} and Dl Y5>} , respectively. Note

that at each frequency two eigenvaluggw) and A,(w) where A,(w)>A,(w), have to be

calculated for each of the sub-matrices. In ordeachieve a single frequency independent

evaluation criterion for each of the eigenvalues, i (w) for n=[1, 2], a logical vector

L, =[1. (@), -1 (@Woe)] IS introduced that, at each considered frequendd goint

max

(e

min

<w <w,,), determines the sign of the respective eigenva|we) according to

-1 for A, (w)<0
(@) =sgn(A, @.) =3 0 for A (@w)=0 (5.7)
+1  for A, (w)>0

where the sub-scriph* distinguishes between the maximum=1) and the minimumm{=2)
eigenvalue. Based on these vectors a frequencpémdient single number, in the following

termed ‘Eigenvalue Measur&M(4 ), can be calculated which is defined as the nogedli

sum over all negative numbers of the logical vettdor the chosen frequency range

@)
EM (,) = 45— (5.8)

C
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where N_ is the number of the considered frequency grichisoiDue to the normalisation
only values of O<EM(J,)<1 are possible. It is stressed that the EM, by defm (see

Eq. (5.8)), counts the (normalised) number of appezes of the negative eigenvalues for
which reason it constitutes a measure of the nagmsipal information included in the
examined mobility matrix. Hence, EM values close zero indicate physical correct
measurements while values close to unity signiblation of the postulated positive definite
properties of the real part of the mobility matrikhis violation inevitably results from

measurement errors to which the minimum eigenvaliggy) are particular sensitive.

Therefore, sufficient evaluation of transfer mdpilmeasurements in practice can usually be
performed by solely calculating the Eigenvalue Meador the minimum eigenvalues, i.e.
EM(A,).

The frequency independent EM value can be visudhlisecoloured matrices which are
arranged according to the originadxn) mobility matrix; thus allowing easy identificaticof

transfer mobility measurements containing unphysitfrmation. To distinguish between
EM values calculated from sub-matrices which wdrgaimed from symmetrisation using the
lower or the upper triangular real part of the nibbmatrix, respectively, the corresponding
EM value is plotted below or above the main diagafdhe colour matrix, respectively. By

way of example, to evaluate the measurement qualitshe transfer mobility functiofy,,(«),
denoted by thec” symbol in Figure 5.3, one (i) needs to use thediotriangular real part of
the mobility matrix to obtain the correspondingw#r) (2x2) conductance sub-matrix
De{Yia(w} where

Y22 (0) =

31, low

(5.9)

Yll, Iow(w) Y13, Iow(a))
Y31, Iow(w) Y33, Iow(w)

and Y, (w) = Y (w) due to the symmetrisation before (ii) calculatthg eigenvalues at each
frequency for the conductance sub-matrix so asijalétermine (at least) the EM value for
the minimum eigenvalues according to Eq. ((5.7)(5u&])). If the respective EM value is to
be visualised in then(xn) colour matrix its value has to be plotted accogdio a defined
colour map in the "3 row and the % column. Correspondingly, an EM value could also be
calculated for the reciprocal transfer functi¥«w) assuming upper symmetry for the real
part of the mobility matrix and performing the sasteps as before. The corresponding

elements are denoted by the symbol in Figure 5.3. A comparison of both EM wes
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should show which of the two transfer function mmaments contain more physical
meaningful information.

However, the calculation of the EM involves thevarg point mobilities which may also

contain measurement errors. As discussed earlighis section, the conductance value

CV(Y) can be used to verify whether or not the point ifiteds contain physical correct

information. By definition, the conductance valueusts the (normalised) number of the
frequency grid points at which the real part of gwnt mobility is positive yielding a CV
close to unity if the data is physically correctstead an EM close to unity indicates errors in
the measurements. In order to achieve consisterstwelen the different criteria the
conductance value as defined in the Egs. (5.5)(&r®) can be slightly modified in such a
way that a CV close to unity indicates erroneoussueements while a CV close to zero
indicates physical correct point mobilities. Thizables one to use the same colour map for
both the CV and the EM so that both criteria canviseialised in the samengn) colour
matrix. The combination of both criteria, the Coatdunce Value for the point mobilities and
the Eigenvalue Measure for the transfer mobilitrepresents a useful means to evaluate the
measurement quality for any square mobility matFigr convenience, the combination of
both criteria and their visualisation in form otalour matrix will be termed ‘Conductance

Assurance Criteria (CAC)’ in the following.

By way of example, the Conductance Assurance @it€CAC) are compared to the

Frequency Response Assurance Criterion (FRAC) bhedPhase Assurance Criterion (PAC)
(see also Appendix A.2). As data accelerance meamnts conducted in-situ for a steering
system whilst mounted on the standard rattle testlh are used. Note that this set-up will be
used to characterise the internal rattle sourceseation 5.6 where also detailed information
about the physical set-up and the considered DG@Fprovided (see also Figure 5.7).
However, in order to evaluate the ability of th#edent criteria to locate possible errors in the
measured data some elements of the acceleranag aratmodified. The respective elements
are denoted by numbers in round brackets in Figute In detail, measurement errors are
considered that in practice may result from (1)fasion with the sign convention (e.g. an
accelerometer measuring vibration with opposit@ sigan excitation applied in the opposite
direction) which is simulated by inverting the padsr a whole column of the accelerance
matrix, and from noise included in either (2) thesidig-point FRFs or (3) the transfer FRFs

which is simulated by replacing the measured acaetes with synthesised random noise
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sequences. The analysis results for the modifiedla@ance measurements using the different
criteria (FRAC, PAC, and CAC) are illustrated imgéie 5.4.

(@) Frequency Response Assurance Criterion (100 Hz - 2500 Hz) (b) Phase Assurance Criterion (100 Hz - 2500 Hz) () conductance Assurance Criteria (100 Hz - 2500 Hz)
01| B-CMS01_y+ 1

02| B-CMS02_z+ N
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04 | B-CMS04_z+
05 | B-CMS05_y-
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Figure 5.4. Evaluation of accelerance measureneamducted in-situ for a steering system whilst medn
on the standard rattle test bench using (a) thguemrcy Response Assurance Criterion, (b) the Phssaance
Criterion and (c) the Conductance Assurance Caite8bme elements of the accelerance matrix arefieddo
simulate (1) phase errors for a whole column ag asl2) random errors in driving-point and (3) thensfer
accelerance measurements, respectively.
Despite the simulated errors all criteria, i.e. BRAC (Figure 5.4 - (a)), the PAC (b) and the
CAC (c), indicate generally consistent and phys$joadrrect accelerance measurements. Note
that in the FRAC and PAC plot warm colours (redloye) indicate good agreement and cold
colours (green, blue) poor agreement between thgparced FRFs while the CAC use the cold
colours to indicate physically correct data and wWam colours to indicate errors in the
measurements.
Due to employing the principle of reciprocity thRAC and PAC can only indicate errors for
a pair of transfer function measurements but thagnot determine which of the two
measurements contain physical more reliable infGonaThis becomes apparent from the
small FRAC and PAC values for the matrix elemermgicted in Figure 5.4 by (3) and (3),
respectively, where (3) refers to the accelerangection containing the artificial noise
sequence and (3’) represents its ‘reciprocal’ el@nwontaining a measured accelerance
function. Note that the corresponding magnitude inalse responses are plotted in terms of
mobilities in Figure 5.5 - (a,c) for the FRF (3hdain Figure 5.5 - (b,d) for FRF (3). However,
compared to FRAC or PAC the CAC yield an individeakluation value for each of the
measured FRFs (Figure 5.4 - (c)) so that the phlgicorrect FRF (3’) can be detected by a
small CAC value (approx.. 4 %; see Figure 5.5 9 @)d the unphysical FRF (3) is
unambiguously indicated by a high CAC value (appit&%; see Figure 5.5— (g)). For better
understanding the underlying FRFs as well as tlsecasted eigenvalue spectra and sign
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vectors of the real part of the corresponding nitybdub-matrices required to calculate the
CAC-Eigenvalue Measure according to Eq. (5.8) dhestrated in Figure 5.5 for the
uncorrupted FRF measurement (3’) (see (a,c,e,@)Xt@ simulated noise signal (3) (b,d,f,h).
Note that in the diagrams (e) to (h) both the maximand the minimum eigenvalues of the
real part of the according lower (e,g) and uppeh)({2x2) mobility sub-matrices are
illustrated although the CAC plot in Figure 5.4 ymonsiders the minimum eigenvalues
which are more sensitive to errors in the measunésne
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Figure 5.5. Employed data in the CAC analysis: Magle and phase response of the obtained mobility
functions for the measured (a,c) and the simuléted) FRF and corresponding eigenvalues and sigtorseof
the real part of the lower (e,g) and the uppe) (2x2) mobility sub-matrices.
As can be seen from Figure 5.4 - (c), the CAC ®oahble to detect erroneous FRF
measurements due to unphysical phase informatmlicéted by the white rectangle labelled
by (1)). Since in this example the phase is inekfte a whole column of the FRF matrix the
conductance of the driving-point mobility is alsegative so that all sub-matrices involving
this measurement will have negative eigenvaluethefreal part of the respective mobility
sub-matrices yielding CAC values close to unitydowhole column and row. By comparison
the PAC analysis (Figure 5.4 — (b)) also deteagthase errors included in the measurements
while this is not possible with the FRAC that oobnsiders the magnitude responses.
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According to the given explanations, errors inchiadmly in the driving-point mobility, as
denoted by (2) in Figure 5.4, also influence theQCyalues for a whole column and row.
However, it is noted that individual CAC values asdculated for all transfer FRFs so that
one is still able to compare the relative measuréngeality between FRFs involving the
defective driving-point FRF. Further it is notedaththe random noise sequence used to
simulate the errors in the point mobility can bentified by a conductance value of about 0.5
meaning that the real part of the mobility takesadly positive and negative values due to the
random signal. By definition, measurement erroduitled only in the driving point FRFs
cannot be identified employing FRAC or PAC analysisce these methods rely on the

reciprocity principle.

In summary, as illustrated in the presented exantipgeability to unambiguously detect errors
in transfer function measurements as well as iairdgipoint FRF measurements, particular
for large FRF matrices, is a big advantage of tA€ €Compared to the conventional FRAC or
PAC analysis. Although the basic idea of the preskdata evaluation approach is not new
the procedure to calculate the CAC values as welthair representation in easy-to-read

colour matrices is believed to be original.

5.3.4.Impulse response functions from transformation

The time domain inversion routine requires a systandel defined in time domain. In
essence, impulse response functions (IRRs)i), between each assumed source region
s=[1,2....,S] and all considered response positioms[L,2,...,M]are required to describe the

passive properties of the true system so as t@aelad system model that can be employed by
the iterative force reconstruction routine. As dssed in section 5.3.1, conventional system
identification techniques can be used to measwedhresponding FRF3${, (w), in-situ on

the StSys whilst connected to an arbitrary recestercture. In order to obtain suitable IRFs
from the pre-measured FRFs two steps are needed.

First the frequency dependent transfer functiongehta be transformed into time domain.

This is achieved by employing inverse discrete Feouransformation to the measured FRFs
h, (i) =1 S OH, (1) e/ G Nwe (5.10)
NIRF

where i indicates discrete-time-dependency of the IRE, is the finite length of the

impulse response function after transformatidn,is the integer frequency variable
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andj =+/-1. It is emphasised that care is to be taken duhegvhole procedure of obtaining

the finite impulse responses (FIRs), i.e. propdect®n of sampling parameters and time
windows already when measuring the FRFs in ordeavoid leakage problems in time

domain.

The computational effort required to carry out #eaptive algorithm involved in the time
domain inversion routine significantly depends Qrifle numberS of forces to be identified,
(i) the numberM of considered response positions, (iii) the utdidength | of the pre-
measured impulse responses and (iv) the lengtbf the operational responses. Note that (iii)
and (iv) are related by the constrait 200 . Considering further that for each accounted-for
force position a set dfxM impulse responses functions has to be implementtd system
model optimising (iii) clearly poses the best poitEnto achieve reasonable computation
times. Therefore, it is advisable to truncate tig. - length impulse response functions
calculated by Eq. (5.10) to a shorter lengthefore implementing them in the system model
of the iterative routine.

However, truncation of the obtained impulse respofusictions requires care in order to
achieve a good compromise between neglecting irdbom of the system description in
order to minimise the computation times and considesufficient information of the system
impulse responses so as to gain accurate systemlsnmeduired for accurate force prediction.
The general consensus is that the final lehgth IRFs after truncation should be chosen so
that they have sufficiently decayed within the timedow [174].

Since background noise is almost uniformly distiélauithroughout the impulse response the
minimum level of a measured impulse response igdanby the noise floor. On the other
hand, the energy related to structural vibratiomgidy decays in an exponential manner so
that this energy is concentrated at the beginnihgthe impulse response. Therefore,
vibrational energy is usually considerably bigdert the noise energy at the beginning of the

impulse response while noise dominates the measumteioward its end.

By means of example, an impulse response functiod the corresponding energy

distribution is depicted in Figure 5.6. The impulsssponse H,,,(i)) is obtained from

measurements conducted in-situ on the steeringmeyshilst connected to a front axle carrier

(cf. Figure 5.7). Note that this example will bealissed in more detail in section 5.4.1.
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Figure 5.6. Sample impulse response measured ostdéheing system whilst coupled to a receiver stinec
with corresponding truncation points (a) and sqdiangpulse response (b) with dashed lines indicatiagay
slope and noise floor for evaluation of the truraratime.

According to the previously discussion, the optitnahcation point of the impulse response,
in theory, is located at the knee (A) where thenmdécay slope of the squared impulse
response intersects the noise floor (indicated a&shdd lines). Truncation at (A) enables
separating the useful information of the impulsepomse, which describes the structural
dynamics of the structure under test, from the paat only contains noise. However, it is
stressed that exact estimation of the knee forcttral impulse responses is not always
possible since the assumption of exponentially yiagavibration amplitudes only holds as a
first approximation. Nevertheless, for all inveatigd examples the mentioned approach yield
sufficient determination of the truncation point achieve conservative system models one
shall choose the point of truncation at later tinndsere the noise level unambiguously
dominates the measurement, as indicated in Figirdy the point (B), for example. This
may negatively effect the computation time requifed the iterative force identification
process but the inversion routine is able to suggpn@ossible negative influences of the
additional noise if overdetermined systems are uaed noise in different paths is
uncorrelated (see chapter 4).

If force identification for systems with multiplesponse locations is to be conducted further
care is required when truncating the set of presmea impulse response functions. By
definition the adaptive algorithm in the deriveché domain inversion routine relies on a
system model built of multiple IRFs which have ®df the same length For the mentioned
reasons the truncation lendtishould be chosen with respect to the slowest degdRF. In
case of the sample impulse response function dampiat Figure 5.6, which will be
implemented in overdetermined system models (ctiae 5.4), following these steps results
in shifting the final truncation point (C) evenlader times since the slowest IRF involved in

the system model has been shown to require ab@uins#o decay sufficiently.
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In a nutshell, to obtain suitable impulse respomsections that can sufficiently be
implemented in a time domain system model to irelgredentify forces using the derived
adaptive algorithm requires (i) employing inverseufter transformation to all measured
FRFs yielding corresponding (full-length) FIRs whiihen (ii) have to be truncated in length.
Theoretically, the optimal truncation point (A) liscated at the intersection of main decay
slope and noise floor. In practice, a conservatiuacation point (B) may be defined at later
times to account for the insufficient exponentiacaly of structural impulse responses. If
overdetermined system models an overall truncagimnt (C) has to be defined that need to
be chosen according to the slowest decaying impalggonse. This procedure will invariably
be used in all following examples.

5.3.5.Conclusions

A methodology to obtain suitable system models terfqgm independent source
characterisation with the developed time domainvedent of in-situ blocked force method
has been introduced. It has been discussed thdbgingpaccelerance functions instead of the
more popular mobility functions in the time domaverse routine is favoured. In this way
difficulties with integrating measured operationateleration responses can be avoided. With
respect to measuring accelerance functions inesitthe steering system whilst coupled to a
test bench or another receiver, impact testing atsthhave been found to be most suitable
since measurement is easy and further allows agditie structure in DOFs difficult to reach
with bigger instrumentation such as shakers, foangxde. It has been emphasised that
measurements should be performed with care in otdemchieve good quality data.
Observance of the ordinary coherence function wheigorming the measurements as well as
the use of the H1 estimator to suppress noise enntkasured accelerance data has been
suggested. However, since system models for megrek of freedom structures always are
made up of several FRFs the according data mathage to be evaluated with regard to
measurement errors, their general consistent appearwor otherwise unphysical information
included in the data. Two conventional data evadmatriteria has been discussed that
perform analysis based on the reciprocity condiraithe FRAC criterion is a measure of
correlation between the magnitude responses oft@oyFRFs to be compared whereas the
PAC criterion is a measure of correlation betwdendccording phase responses. As a major
drawback of both methods it has been found that tdam only identify a pair of defective
FRFs but they lack in clarity which of the two FREsntain physical less meaningful
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information. Two different criteria have been irduzed which can provide this information
for any element of a square mobility matrix. Botiteria are based on the positive definite
property of the real part of the mobility matrixhet latter is sometimes denoted as
conductance. The ‘Conductance Value’ (CV) has bBemd to be a simple check on
measured driving-point mobilities while the deveddp'Eigenvalue Measure’ (EM) can be
used to evaluate the quality of measured transfestions. Both criteria, the CV and the EM,
are grouped under the term ‘Conductance Assuramiteri@ (CAC) vyielding normalised
frequency independent single values between zew are that facilitates convenient
illustration in coloured matrices arranged accaydio the actual matrices. In this way easy
and fast evaluation of all transfer and point FR&asurements is possible. It has been found
that CAC can provide more detailed and clear infrom than FRAC or PAC analysis while
requiring only insignificant bigger measuremenb#if Furthermore, the CAC has been found
able to disclose whether or not FRF measurememtgicophysical meaningful information
for cases in which only one transfer mobility ahd faiccording two point mobilities can be
measured.

Further it has been discussed how the obtainedidrery domain system models have to be
processed in order to achieve suitable modelsh®titne domain inverse method. Of major
importance in this respect is adequate transfoondtiom the frequency domain into time
domain using inverse Fourier transformation andutificiently truncate the resulting impulse
response functions (IRFs) in order to improve teggymance of the time domain inversion
routine. In summary, the presented practical amres to obtain suitable time domain
representations for even sophisticated technicattsires complete the time domain source
characterisation methodology. In the following thisthodology will be tested to conduct in-
situ source characterisation on electric powerrstgesystems whilst connected to certain

passive test rigs.

5.4. Characterisation using artificial excitations

In this section the applicability of the time domanversion routine is discussed in the
context of source characterisation in electricadeshg systems using a time domain
equivalent to the in-situ blocked force method (seetion 2.3.4). The complexity of the force
identification problem will be increased subseglyeabnsidering cases in which an electrical
steering system is assumed to comprise single andtipite parallel acting source

mechanisms, respectively. For verification reasomly artificial excitations are used in the
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following examples allowing exact knowledge of thpplied source forces which will be
employed to validate the force reconstruction tsspfovided by the time domain inversion
routine. Numerical and experimental vibration teglsbe conducted on the sophisticated test

structure in order to investigate the influenceoise on the source characterisation accuracy.

5.4.1.Experimental set-up

The applicability of the derived force identificati method for complex technical structures is
investigated in the following. In particular, areetrical steering system (StSys) mounted on a
front axle carrier is considered as test structlihee assembly is depicted in Figure 5.7. Note
that due to the physical assembly of the steenystem two different coordinate systems are
used. The global coordinate system (X, vy, z) isadeg in the lower left corner of Figure 5.7

while the local coordinate system (x2, y2, z2)tfog pinion-yoke area is depicted in the upper
right corner. Further it is noted that the perpeunldir axes of the pinion-yoke system are
rotated to the global ones so that, for exampleasmeng the response in z2-directon

corresponds to partial measurements in all 3 doest(x, y, z) of the global system.

For the experiment it is assumed that the StSyspasees three unknown internal point-like

structure-borne sound source§)(for u=[1,2,3] and two external structure-borne sound

sources§,) for u=[4,5], each exciting the assembly in one degree of tnee(dOF).
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The internal sourceS((z)), close to the ball screw drive unit, as well las internal source
(S(2)), close to the pinion are located directly on $heering rack inside the gear housing.
The internal sources{(z2)) is located on the lateral area (side) of the y@leinternal sources
are only accessible through cut-outs in the hougMghe source position$s{y)) and S(y))
external excitations can be applied to both endbetie rods. Their meaning with respect to
rattle excitation in electrical steering systemd i discussed in more detail in section 5.5.
The vibration responses are measured in terms adlexations at multiple DOFs spatially

distributed over the coupled structure as indicatethe points®,) for m=[1,2,...,32].

In order to identify dynamic forces applied to tB&Sys, the structural dynamic properties
between the assumed source locatiofg and all response DOF${) as well as the

corresponding operational responses need to be rknblete that all measurements are
conducted according to the definitions of the irdlocked force method, as discussed in

section 2.3.4.

The structural dynamic properties of the couplesteay are identified using impact testing
methods. The obtained frequency response func(ieR&s), Hn {w) = An(w) / Fy(w), are
represented by accelerance functions, that is dhgplex ratio of the acceleration spectrum
Am(w), measured at response DOk over the force spectruri{(w), measured at the
excitation pointss. To evaluate the measured accelerance data th€ FRAC and the novel
CAC method were used. Since a time domain systenehis required an impulse response
function (IRF) is calculated from each of the preasured FRFs by inverse Fourier
transformation. In a subsequent step the set aimdd IRFs is then truncated in length, as

discussed in section 5.3. Following these stepsusimy a sample frequency d6f =12 kHz

the length of the truncated set of measured imprdsponse functions was chosen to be
| =2048 samples, corresponding to a duration of aboutm30This set of IRFs is considered
to describe the complete system under test, beiageaof possible inconsistencies caused by

unavoidable errors and noise in the measurements.

5.4.2.Steering system with single internal source: Numetcal examples

In a first study the obtained structural dynamitad@RFs) is used to build a numerical model
of the StSys. It is assumed that only the sousge)) is acting inside the StSys while all other
sources are assumed to be inactive. As internatagion a numerical impulsive (blocked)

force is used that is designed to be representtdiveransient excitations provoking rattling
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inside electrical StSys as a result of reverselfaekli from the road (EBR — see section 3.3).
To simulate the input force a purpose-made comiputabutine is used to generate arbitrary
numbers of impulses with random modulus and sigrehststically distributed across the
signal length N=50 (see Figure 5.8 — (a),(c)). The required operatiomcceleration
responses are then calculated by convolving theéhegised force time history with the
truncated IRFs according to the modelling appradisbussed in section 4.3. To account for
noise, which in practice will always spoil the maa&snents, the calculated response data can
artificially be corrupted by normally distributezkro mean noise with unit standard deviation,
proportional to the root mean square (RMS) of tkepective acceleration signal (see
Eqg. (4.15)). In this way, the noise sequences dt agethe true structural responses and
applied ‘rattling excitations’ are exactly knownaty time so that they can serve as reliable
references to evaluate the accuracy of the adafatice reconstruction procedure.

A first simulation is carried out aiming to recanstt the impulsive force signature by means
of a single ‘operational’ response. In order toeshgate scatter in the reconstructed force
caused by the spatial location of the response unem&nt on the assembly, the force
identification process is carried out individudity each of the 32 measurement positions (see
also Figure 5.7). However, the discussion in thiefang will only refer to a small number of
selected remote points though all following findingnd conclusions are valid for all
investigated points. The positions considered m ftillowing are chosen according to the
following observations (see also Figure 5.7): PairfP1) is placed on the ‘cantilever’ of the
sub-frame resulting in a distinct resonant behaviowu frequencies below 400 Hz and a
relatively high dynamic range of its FRF; the seucontributes well to (P10) since they are
strongly coupled via the rigid housing of the StSstsuctural responses at (P14) suffer from
almost blocked conditions and furthermore repregeptane quantities for which reason the
measured FRF is likely to be erroneous; (P23) basd to be representative for the majority

of points on the sub-frame.

For force identification the SISO time domain irsien routine from Table 4.1 is used. The
iterative process is interrupted according to th@recriterions = 0.001 % (Eq. (4.14)).
Simulation results are shown in time and frequethmyain in Figure 5.8. Note that estimates
for times smaller thaty = 170 ms, corresponding to the decay time | / fs of the IRFs,
denoted by the vertical dashed line, are not ridialie to the reasons mentioned in section

4.2.2. Hence, this range is not considered in teguiency domain estimation errors, which
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are defined according to Eq. (4.19) for the reqoies¢d responses and Eg. (4.18) for the
identified force, respectively.
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Figure 5.8. Simulation results for 4 different reofsee SISO systems: Measured and reconstructedsfon
full length (a) and close up (c), estimation eradr reconstructed force spectrum (b) and approxichate
acceleration spectrum (d) for different points lbb@ &ssembly.
Although numerical models without any unconsidemedse are used, the time history of the
applied dynamic force (orig) can not be reconsadatompletely, as illustrated in (a) and (c)
for the best (P10) and the worst (P14) responsdiguoon the assembly. Visually small
variations in time domain may lead to profound exro the estimated force spectra as
demonstrated in (b). Using structural responses surted at (P14) will lead to
underestimating the actual force up to about 57aB310 Hz). The large deviations in the
reconstructed force can be traced back to errotedmmeasured impulse response function
resulting from the almost blocked conditions at 4P1The measurements of the
corresponding FRF showed very poor coherence tmuincies below 450 Hz. Only for
frequencies above 1.6 kHz satisfying coherence agageved which becomes evident in the
small estimation errors for both, the reconstrudtede and the approximated acceleration,
when using (P14).

In contrast, response position (P10), to which sle@rce contributes strongly, achieves

constant estimation accuracy of ab(m(m(a))=|o.2 dlj across almost the whole frequency

range. Merely for frequencies below 40 Hz as weliranarrow bands around 150 Hz, 814 Hz
and 1060 Hz the error in the reconstructed forcecases (see also Figure 5.9 - (a)). At these
frequencies large errors can also be spotted inrdbenstructed acceleration spectrum for
(P10). The ordinary coherence function for the meaments of the corresponding FRF

showed dips at these frequencies so that the sergathe estimation error is believed to
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result from inconsistent FRF data. Similar con@uasican be drawn for all remaining points
on the structure. However, comparing estimatiorultesfor different response positions
reveals that the spatial variation across the stracis quite considerable, even when the
response measurements do not include any noise.

In reality, noise in the measured structural resperwill be present and thus further affects
the accuracy of the force identification proceasoider to evaluate the effects of noise on the
estimation accuracy if only a single response edus reconstruct the unknown input force,
the previous simulation is expanded. This time af8d 10 % RMS noise is added to each
acceleration signal. Simulation results for respgnmssition (P10) are illustrated in Figure 5.9.
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As expected, additional noise in the operationsppoase is gained and decreases the accuracy
of the force reconstruction process (see Figure-5&)). This emerges especially around
frequencies at which the reconstructed acceleraipactrum in (b) also shows high
deviations from the original responses. It has bdisnussed in section 4.4.1 that for ideal
SISO systems the reconstructed response shouldysaliv@ identical to the desired one.
However, at the error-prone frequencies inconstssnin the measured FRF have been
detected. It is important to see that errors in theonstructed acceleration spectrum at
frequencies related to the inconsistent systemrigien do not depend on the amount of the
added random noise. No matter if the responsesisnaasd to be noise free or corrupted by
additional 5% or 10% noise, the acceleration sigreah always be reconstructed with
consistent accuracy. Note that this finding is omafid for SISO systems. However, this
finding is important since it states, that errarghe reconstructed acceleration spectrum relate
to inconsistencies in the measured FRFs no matteth&r the operational response is
corrupted by noise or not. On this account, pldéthe error in the reconstructed acceleration
spectrum have turned out to be very useful wittarédgo identifying frequencies at which a

FRF may be defective or sensitive to noise andhatlwfrequencies the uncertainty in the
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estimated force spectrum increases. In [174] simianclusions have been drawn for

measurements on a single degree of freedom exwiteah.

In order to reduce the prior discussed discrepanicighe reconstructed forces obtained by

using SISO models only additional simulations basedverdetermined (OD) system models

are carried out. The same ‘rattle-like’ force sigma as used before for the SISO models is to
be recovered by the newly created SIMO system.3Rllavailable response positions are

considered in the model. Different simulations aaaried out considering noise free

responses and operational responses to which ab&&b6 and 10 % of their respective RMS

value is added. Figure 5.10 illustrates the resulien reconstructing the force according to

the expanded SIMO time domain inversion routinenfitable 4.3.
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Since the averaged error gradient is used in thareded adaptive process (see section 4.5.1),
the simulation results show large errors in th@mstructed acceleration spectra. These errors
increase if noise is added to the accelerationoresgs and can take very high values for
certain response positions, e.g. values up to 32tBieasurement position (P14) if 10 %
white noise is added. However, by means of theamest error gradient the error in the
reconstructed force is only slightly affected bg #dditional noise. For the noise free system
the negative influence of inconsistencies in theF§&Hs almost eliminated, yielding
insignificant errors smaller than |0.1 dB|, aséatkkd by the horizontal dashed lines in Figure
5.10 - (b). The time history of the assumed unknamput force in (c) in this case is
reconstructed precisely. Due to the over-deternanathe force estimation accuracy is even
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better than for the best point (P10) obtained leySISO model in Figure 5.8 and Figure 5.9,
respectively. Even for a considerable amount osedil0 %), the force spectrum can be
identified with an uncertainty smaller than |1 diBpughout the whole frequency range, apart
from frequencies below 100 Hz. It is likely thatlypa few modes contribute to the measured

responses at these low frequencies for which reagendetermination may not be effective.

The influence of overdetermination on the forcenideation accuracy in the presence of
10 % noise corrupted response data is furthertidited in Figure 5.11 where the solution
obtained with the expanded SIMO time domain inwersioutine (cf. Figure 5.11 — OD 10%

noise) is contrasted with the force identificatr@sults achieved with the basic SISO routine

considering only the best response position (P&0}{gure 5.8—-10% noise (P10)).
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Clearly, attempts to recover the impulsive foraira single noisy response fail, even for the
best measurement point ‘P10’ to which the sourgdritutes well. The recovered transient
force signature (Figure 5.11 — (a),(b)), in thisesais buried in noise and large spectral

estimation errors up tmxpm(w):|1o dE{ prevail (Figure 5.11 — (c)). Instead, the averaged

error gradient significantly suppresses negatifieémces of the uncorrelated errors included
in the system model and the structural responses) & a considerable amount of noise is
added (10 % added noise). These findings are densiwith the ones mentioned in
[174],[206] and [207].
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5.4.3.Steering system with single internal source: Expemental example

In order to evaluate the suitability of the timexdn force identification method for real-life
source characterisation purposes operational reggdrom experimental tests on the steering
system are used in the following. The experimenthration test data was obtained by
exciting the assembly at the assumed source DSE))( (see Figure 5.7) using an
instrumented hammer. In this way a long duratiod $2conds) impulsive force signal was
applied to the structure. The actual dynamic etionaforces and the resulting operational
accelerations at all response positions were medsat the same time according to the
requirements of the in-situ blocked force methadde Btructural dynamic properties in terms
of measured IRFs are identical to the ones usedh®mprior simulations and thus include
errors which are considered to be representativéyfiical measurement scenarios. The time
history of the applied input force is identifieding the expanded time domain recursion for
over-determined SIMO systems (cf. Table 4.3). Txigeemental results are shown in Figure
5.12. Note, the FRF measurements showed generadliy gpherence at frequencies below
100 Hz and above 2.5 kHz, thus accurate force ifttsiton has not been possible at these
frequencies. In order to allow comparing the mead@and recovered force signatures all time
series data has been band-pass filtered accordinbet valid frequency range. It is also
stressed that the actual excitation force was mmedsso that the benchmark force (‘meas’)

may also contain errors.
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As can be seen from Figure 5.12 - (a), it is pdsdib reconstruct the applied dynamic force

for the full length of the measurement (except fir& | values) with satisfying accuracy.
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Figure 5.12 - (c) evidences the good estimationltes time domain by zooming in on an
arbitrary impulse of the force sequence. The e@mdhe reconstructed force spectrum (b) is
less than |1 dB| for a wide frequency range. Oalyaw bands around the frequencies 150 Hz
(-8 dB), 230 Hz (-2 dB), 295 Hz (-3 dB), 1260 H8 @B) and 1930 Hz (-3 dB) do not allow
for estimating forces accurately. Again, the predicaccuracy at frequencies below 100 Hz
is poor for the aforementioned reasons. On therapntthe scatter in the error of the
reconstructed acceleration spectra (d) is very higfich indicates inconsistencies in the
measured FRFs and the presence of noise in thensspneasurments. However, noise in the
measured responses and considerable errors incindbd used FRFs, as discussed before,
are significantly suppressed in the reconstructeatef by the averaged error gradient
approach. Furthermore, it is stressed that moress random measurement positions were
considered when placing the sensors on the testtgte. It has turned out that points with
even very weak contribution from the source, sush(R14), do not govern the force
reconstruction process negatively so that generablyst and accurate force identification is
possible.

To sum up, a long duration impulsive force signatwas recovered satisfactorily under
realistic measurement conditions using measuremeatded out on the StSys whilst
connected to the front axle carrier according te th-situ blocked force requirements.
Therefore, it can be concluded that using the timain inversion routine in the described
manner constitutes a time domain equivalent of ithsitu blocked force method that
theoretically facilitates independent source charaation on the fully assembled test

structure.

5.4.4.Steering system with multiple internal sources: Nurarical example

Under normal operation conditions multiple sourcechanisms act in parallel inside
electrical steering systems. As elaborated in &rapt these mechanisms can either result
from forces originated due the function of the stepsystem, e.g. electric-magnetic forces,
or from transient excitations. In this section aaraple is presented so as to demonstrate one
of the main potential benefits of the achieved tohoenain in-situ blocked force approach, i.e.
the potential to separate out excitations fromedght components while the blocked forces
obtained have the property of independence fronstifueture outside the source region.
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Again the sophisticated experimental set-up frootise 5.4.1 is considered as test structure
in which the electrical steering system is mourtedthe front axel carrier. This time it is
assumed that the StSys comprises four ideally pigiatstructure-borne sound sources, each
exciting the assembly in one DOF, denoted in Figureby &,(2)), (S(2)), (S3(z2)) and &(y)).
Note that despiteSyy)) all sources are located inside the StSys andialye accessible for
measurements through cut-outs in the housing.

A numerical model of the steering system is usedsiciering M =9 structural responses

measured at the point$,) for m=[11,12,18, 20, 21, 22, 26,29, (cf. Figure 5.7). It is

stressed that these response points are spatisiiipdted over the front axle carrier but not
on the steering gear itself. This strategy is pretesince it will also be employed for test
bench measurements later on so as to achieve mEsporasurements that only require
installation of sensors on the test bench structumge unequipped steering systems may
easily be swapped without the need of time-consgnm@installation of the measurement
equipment. Further it is noted that the resultig®) MIMO model of the assembly is based
on the same (in-situ) FRF measurements and theiag=w truncated IRFs as in the previous

examples.

In a first example a virtual vibration test is caoted based on the (4x9) MIMO model.
Operational responses are calculated by convolvinmgerical blocked force signatures with
the obtained IRFs. Inconsistencies in the measiRéd thus become part of the system
whilst the generated responses are free from erfforseach source a different blocked force

signature is simulated as input;(n) —a logarithmic chirp accounting for non-statignar
operation of the sourc&(z)) (e.g. run-up of the electric motory,(n) — a signal composed
of two sinusoids and superposed witf{n) (correlation coefficienpy. 1~ 0.2) for source

(S(2)) (e.g. meshing of pinion and rack)x;(n) —a random signal partially correlated with
x(n) (pxsx1= 0.25) for source F(z2)); and x,(n) —an uncorrelated impulsive signal for

source §(y)) (e.g. road feedback). Uncorrelated white noisth wimplitudes of 5% of the
respective RMS value can be added to each resmonas to evaluate the robustness of the
inversion process for a noisy measurement scenthne.generalised time domain inversion
routine from Table 4.8 is used to reconstruct tloeked force signatures from the calculated
responses which are then compared with the exacit isignals. Results are illustrated in
Figure 5.13.
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Figure 5.13. Numerical result for (4x9) over-detar@d MIMO system. Time signatures of structural
responses (a) and in-situ blocked forces in fulgta (b)-(e) and as close-up (f)-(B+— exact;—= — —recovered
from noisy responses. Spectral estimation erradéntified forces (j) and reconstructed respon&gsRelative
mean estimation error as performance measure @fdtaptive inversion routine (1).

Considering noise free responses first, the gesethMIMO deconvolution routine allows
reconstructing all blocked forces precisely althotige set of measured IRFs has been found
to comprise severe inconsistencies. However, duthdoaveraged error gradient negative
effects caused by random errors in the system igéscr are sufficiently suppressed. Note
that blocked forces recovered from noise free nesg® are not depicted in Figure 5.13 since
they are indistinguishable from the exact curvdsurcorrelated noise is added to all
responses the solution is affected only slightly.bdocked force signatures can be identified
accurately as shown in Figure 5.13 - (b—i). Onkyfinst 170 ms of the time series data cannot
be recovered from the available data as discussetiei previous examples. The spectral
estimation errors of the reconstructed input foesplotted in Figure 5.13 - (j). Accordingly,
the blocked forces of the sourc&(f) and &(z2) can be identified with an error
AXg (@) <|0.5dB in the entire frequency range whereas source cteisation for $(z))

and &(y)) is possible with an uncertaintyX, (w) <[LdB and AX,(w) <|1.5dH, respectively.
The spectral estimation errors in the recoveregaesesAA («w) can reach higher values, up
to |3 dB|, which is due to the averaged error gratdhat is always dominated by the strongest
force paths. To monitor the performance of the adamlgorithm the expanded relative mean
prediction error (see Eq. (4.30)) between the erack the estimated response time signals

(Figure 5.13-(a)), which is formulated for the ablie time range (> 170 ms), is plotted in
Figure 5.13 - (I). In summary, a convergent andusbisolution has been achieved.
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5.4.5.Steering system with multiple internal sources: Exprimental example

The generalised MIMO time domain inversion routiseverified experimentally in the
following. Operational data was obtained by exgtihe steering system whilst connected to
the front axle carrier at the assumed internal @uegions $i(2)), (S(2)) and &(z2)) (see
Figure 5.7) using three instrumented hammers. ls Way long duration (20 seconds)
impulsive force signatures were applied to the cstme. The actual excitations and the
operational accelerations at all 9 response DOKs measured in parallel. The IRFs from the
previous examples are used to model the systenmaoetrors, representative for typical
measurement scenarios, are included. The timerigistof the three applied forces are
identified using the generalised algorithm from [€ah.8. Results are shown in Fig 4. Note,
the FRF measurements showed poor coherence atefreigs below 100 Hz and above
2.1 kHz, thus accurate force identification hashexn possible at these frequencies. To allow
comparing measured and estimated force signatalieinme series data has been band-pass
filtered according to the valid frequency rangeislalso stressed that the actual excitations

were measured so that errors in the benchmark ¥@lmeas’) cannot be excluded.
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Figure 5.14. Experimental result for (3x9) overatatined MIMO system. Dynamic force signatures ith fu
length (a,b,c) and close-up (d,e,f): measured- ; recovered from structural responses— —. Spectral
estimation error of identified forces (g) and restoacted responses (h).

As can be seen form Figure 5.14 - (a),(b),(c) theetseries of all applied forces can be
separated from the measured operational respooseief full length of the signals; except
for the first 170 ms. The temporal positions ofialpulsive peaks can clearly be detected for
all considered sourcesS|(z)), (S(z)) and &(z2)). Discrepancies in the reconstructed

magnitudes are evidenced in the diagrams (e)Xflaygzooming in on one arbitrary impulse
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for each of the reconstructed force sequencesr Hppearance in the full-length signals is
indicated by black triangles. The best force retrocson accuracy can be achieved for

source §(z)), i.e. the force signature (n) (see Figure 5.14 - (a),(d)), followed by source
(S(2)) (seex,(n)in Figure 5.14 - (b),(e)). The corresponding s@@drce estimation errors,
AX (w) for s=[1,2], are below |2 dB| throughout wide frequency rangesndicated by the

two horizontal dashed lines in Figure 5.14 - (gktéad, large errors in the reconstructed force
for source region3s(z2)) clearly emerge in the frequency domain wheremegton errors

AX,(w) between-12dB and 3.5dB can be found. The considerable underestimatiotef

force can also be seen in the magnitude of thenstaected time series,(n) (Figure 5.14 -

(c).().

The uncertainty in the reconstructed acceleratmecisa AA, () is also high (Figure 5.14-
(h)). Especially below 200 Hz, around 650 Hz, 1Hzland above 1.7 kHz the response errors
can exceed |5 dB|. As discussed in the previousebes, large errors in the reconstructed
response spectra indicate frequencies at whiclcdnsidered FRFs may contain errors or
rather the inversion process is sensitive to ndikes, in turn, can help to identify frequencies

at which force reconstruction may be subject todased uncertainty.

The poor estimation accuracy for sourc®()) is likely to result from measurement
problems. Due to the installation position of tkeesing system and the sub-frame on the test
rig, impact excitation turned out to be difficuliel to reduced accessibility. Furthermore, the
source region was assumed to be located at thedwwwface area of the yoke and a stinger
was needed for the excitation as the source wagslinettly accessible for impact hammer
excitation through the small cut-out in the housifdue to the relative long stinger
(approximately 7 cm) it is likely that the direati@f excitation did not fall in line with the
considered degree of freedom. The mentioned diffesuappeared when measuring the actual

applied forcex,,..(n) and the structural dynamic properties (FRFs) betwsource location

(S(z2)) and all response positionB.f). Reciprocity tests (FRAC, PAC) and the porposed
CAC test attested problems in the FRF measurements.

Although all impulsive peaks can be identified e tthree recovered force time signatures
(Figure 5.14 - (a),(b),(c)), smaller ‘secondaryake can be found at times where no force is
applied to a respective source region. Those secgmbaks correlate with primary peaks of
other sources and result from cross-coupling beatvdigerent paths. It is likely that the point

or the direction of excitation did not exactly espond with the respective DOF considered



CHAPTER 5:Source characterisation in electrical steeringesys 222

in the FRF measurements. Excitation through thdlssugouts in the housing was generally
difficult. Nevertheless, in all identified forcegsiatures the secondary peaks can clearly be
distinguished from the primary peaks so that, @hdame, it is possible to unambiguously
identify whether a specific internal source isaetor not. Regarding the aims of the research
(chapter 1), this information is one of the mairjeghives of the research project, since it
allows for detection of the instantaneous activéeriml sources based on measured

operational responses.

One of the major drawbacks of the state-of-theattling’ measurement procedures (cf.
section 5.2) is that knowledge about whether itiefrattling’ sources are active or not is
derived on identifying transient events in the noeed operational responses. This can lead to
wrong interpretations although, in some circumstanadditional information such as zero-
crossings in the measured sum of the tie rod foncag help to reduce uncertainty when
detecting transient events in the measured respaagesed by internal mechanism. However,
even if the transient events in the responsesalably be related to the internal excitations it
IS not possible to determine which source actuedlyses a problem at a specific time. To
exemplify this issue, operational responses medsarg DOFs on the ‘cantilever’ of the sub-
frame (see Figure 5.7 - {R(P.),(Ps)) are used. The responses are plotted as soli#t bres

in Figure 5.15. Owing to the sufficient separatajrthe originating force signatures achieved
by employing the time domain inversion routine titansient peaks in the structural responses
can unambiguously be linked to the respective malesources, as indicated by the coloured
triangles and dashed lines (redr)), blue - &(2)), green - $(z2))).
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Figure 5.15. Relating transient events in the meaksaperational responses to the internal soulitassient
event caused by —— source §,(z)); —— — source $,(z)) and— — — source £(z2)).
Figure 5.15 illustrates that simply monitoring tbperational responses do not necessarily
allow identifying the times at which internal soescare active. For example, the five vertical

grey lines around 9.2 seconds indicate impulsivekpeadentifiable from the reconstructed
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time signature of source&fz)) (cf. Figure 5.14 — (b)). Without this informatioane would
probably simply diagnose decays in the measurgubnsgs leading to the misinterpretation
that no internal source is active at these timaghErmore, misinterpretation may arise if two
sources contribute to the responses at the saneectitemporal very close to each other, as
indicated by the red and green line around 9.9®r&ix for source §(z)) and §(z2)),
respectively. Events like this could easily be mrstrued as one single event.

Summing up, the proposed MIMO force identificatrmitine has been successfully used for
separating three long-duration impulsive force atgres from noisy response measurements.
Satisfying results were obtained for two of theorared forces (source$i(z)) and &(z2))
while considerable errors in the third force hagerfound to result from issues with exciting
the corresponding internal source regioB(zp)) sufficiently. Although errors in the
reconstructed magnitudes are present, the exaes tah which impulses are applied to the
different source regions can clearly be identifidtd.has been demonstrated that this
information can be used to link transient eventdyexmeasured responses to the actual active
internal sources in order to avoid misinterpretatid the observed operational responses and
to unambiguously identify and evaluate which sourmetributes in which degree at a certain
time. Furthermore, it has been discussed that elsurements were carried out according to
the in-situ blocked force method so that it cancbacluded that the derived time domain
inversion routine yields fairly accurate identificen results under normal experimental
conditions and in theory is capable of separatilogh®ed force signatures from physically

separated sources inside the steering system.

5.4.6.Characterisation of the internal sources using tedbench excitation

In this section the derived methodology is dematstt with respect to identifying and
quantifying structure-borne sound sources insitdopirack steering gears based on realistic
test bench excitation. However, it is stressed tha&t presented example constitutes a
feasibility study only. Several important steps uieed to perform reliable source

characterisation could not be achieved during teasurements.

In order to excite the transient sound source esii@ steering gear the steering system need
to be operated on a standard rattle test bencimolmt the steering system on the test bench a
front axle carrier is used. The assembly is degicte Figure 5.16. Note that due to the

physical assembly of the steering system two differcoordinate systems are used. The



CHAPTER 5:Source characterisation in electrical steeringesys 224

global coordinate system (X, v, z) is depictedhe kower part of Figure 5.16 while the local
coordinate system (x2, y2, z2) for the pinion-y@kea is depicted in the upper right corner.
Further it is noted that the perpendicular axeshef pinion-yoke system are rotated to the
global ones so that, for example, measuring theorese in z2-directon corresponds to partial

measurements in all 3 directions (X, y, z) of thabgl system.
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Figure 5.16. Steering system mounted on the stdnd#fe test bench with known sour&)( assumed
internal sourcess, - ), external tie rod excitatiors(,) - (Sy1) and response positions.{P
For the experiment it is assumed that the StSyspdses one external known sour&) (on
the surface of the steering system, 5 internaltgdika structure-borne sound sourcé) (for

u=[2,3...,6] which has been chosen in accordance with therfgsdirom the source-path-

receiver model (see section 3.4) and two extertrattsire-borne sound sourceS; () for

r =[1,2] representing the required tie rod excitationss lassumed that each of the named

sources excite the assembly in one degree of fregd@OF) only. This, of course, is an
idealisation and cannot be achieved in practice ftoted that the internal source locations
were chosen as close to the theoretical corredtitots identified from the source-path-
receiver model. However, due to issues with acongstie internal source regions, required
for example to conduct in-situ FRF measurementshtracterise the transfer paths between
each source and all response sensors the pogsibildefine source regions on the physical



CHAPTER 5:Source characterisation in electrical steeringesys 225

structure was very difficult. In detail, the intatrsources $%(z2)) and §s(y2)) are located on
the yoke accounting for rattle excitation in twayoee of freedoms which can be caused either
due to the contact of pinion and rack or due tatned movement between the yoke and the
pinion or the yoke and the housing , respectivelf. Figure 3.11). On the opposite of the
steering system three internal sourc&gx)), (Ss(y)) and &(z)) are defined that account for
rattle excitation onside the ball nut unit (c.fgéiie 3.11). Since none of the internal sources is
accessible for impact excitation to measure in-BRFs accelerometers were installed at the
assumed source locations. Invoking the principleeaiprocity corresponding accelerance
functions can be measured by exciting the struatitbe response positions. The purpose of
considering the additional external forc®(%)) located on one of the fastening points is, to
apply a known force using an impact hammer andstthese known force as a reference.
This means, the additional force will also be restnrcted by the iterative process and can be
compared with the actual one in order to judgesatt®iracy of the approach.

Concerning the external tie rod forc& (y)) for r =[1,2] measuring useful transfer function

to any of the internal sources using impact hamtasting have been found impractical.
Reasons for this result mainly from the access$ybdf the tie rod ends in combination with
clearance present if the system is unloaded. Howdwst attempts to characterise these
transfer functions by operating the hydraulic cgérs of the test bench as shakers with
defined excitation signals and using the force ddaicers on both tie rod ends as well as
accelerometers installed at the assumed sourceesponse points on the assembly as the
corresponding in- and output signals, the conveatiatMS algorithm has been found to yield
suitable IRFs for the frequency range governedhbyeixternal tie rod excitations. These IRFs
could be considered in the time domain inverseimeub compensate for contributions from
the tie rod excitations on the operational respsnas discussed in the next section.
Unfortunately, no FRFs could be measured for tlesgmted example so that the external tie
rod excitations contribute to all measured respgnse

The vibration responses are measured in terms adlexations at multiple DOFs spatially
distributed over the coupled structure. Howevers istressed that responses used for source
characterisation are only taken from sensors |ldcatethe front axle carrier, i.e. the receiver
structure downstream the assumed sources. Theveeamicelerometers are located at the

points ;) for r=[1,2,...,22]. According the methodology discussed in sectiod the

structural dynamic properties of the coupled systegne identified according to the in-situ



CHAPTER 5:Source characterisation in electrical steeringesys 226

blocked force requirements. Following these stepd asing a sample frequency of
f, =12kHz the length of the truncated set of measured ingputsponse functions was

chosen to be =2048 samples, corresponding to a duration of about30

To obtain operational responses under realistdrdyiconditions the test bench approach as
described in section 5.2 was employed. The defisohdard rattle test profile’ simulating
driving on cobble stone pavement was used to pmvakile inside the steering gear. The
resulting structural responses on the receivertpaivere measured. The generalised time
domain inversion routine from Table 4.8 was theeduso reconstruct blocked force time
signatures from the measured receiver responsdtdgpotential internal rattle sources and
the additional external force; the latter is thesedito compare the predicted force with the
measured one so as to judge the general perforntdnbe procedure. Results are illustrated
in Figure 5.17.
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Figure 5.17. Experimental result using test bermttier excitation: Time signatures of structurapasses (a)
and in-situ blocked forces in full length and assel-up for the known external force (d) and thentgrhal
sources (e)-(i): exact—— recovered from noisy responses. Spectral estimatioor in the identified
known forces (c) and the reconstructed respongesTfie red triangle indicate one external force uisp as

maghnified in the right diagrams.
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As can be seen, the time domain inverse routirdlis to separate out an individual blocked
force time signature for each of the consideredcasu Considering first the force signature
obtained for the external sourc®&(g) (Figure 5.17 —(a)) by comparing with the measured
force (grey line) it can be found that the impuésisignature of the original force can be
retained. All impulses can be identified at thereor times. Although, errors in the magnitude
of the force peaks prevail the shape of the tramgieak can be reconstructed with satisfying
accuracy. Beside the force peaks the identifiedefazontains significant perturbations. In
analysis of the applied tie rod forces (not showareh it has been found that these
perturbations appear at times where the exter@abt excitations are generally contributing
much to the overall vibration field on the assemBiyce no FRFs could be measured for the
tie rods these contributions remain unconsideredhe force reconstruction so that they
appear as correlated noise possibly in all of thedlipted force signatures. However, the
spectral estimation error in the reconstructeddd8(z)) is less than |3 dB| throughout most
part of the considered frequency range. Higheratmns at low frequency again could be
traced back to the external rattle excitation. #swound the external tie rod forces were
orders of magnitudes higher than the applied impail$orce for frequencies below about
350 Hz. However, the FRF measurements have alsensktm be of poor quality at several
different frequency ranges. These errors show ughenreconstructed response spectra that
can reach values of up to |15 dB|.

Concerning the potential internal rattle sourc®gz%))- (S(2)) it can be found that all of the
predicted blocked force signatures indicate tramsihaviour. Interestingly, none of them
seem to correlate with the additional external éof&i(z)) which can be seen as an indicator
for sufficient separation of the different signdfsirthermore, the reconstructed blocked force
signatures provide rough information of the strar@ftthe internal rattle sources. Until today,
even such rough estimation of the source strengthdcnot be provided. The discussed
example at least demonstrates that comparable smeadhal (blocked) forces may emanate
audible rattle noise as experienced while condgdiire operation measurements. However,
in order to identify which source contributes atestain time transient events included in the

blocked force time series should be identified.

Identification of these events can be realisedifierént ways. A simple criterion to identify
the most dominant sources at a certain time canekample be achieved by detecting

dominant peaks in the energy signals of the recoctstd blocked force signatures. This
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procedure is illustrated in Figure 5.18 where aased blocked force signature is calculated
and normalised to one. This allows defining a thoés which can be used to detect the times
at which a certain source signal exceeds thishiotdsIn the illustrated example the threshold

was set to a value of half of the maximum signairgn
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Figure 5.18. Normalised blocked force energy sigmdlthe external (d) and the 5 internal sourcisile
Times at which a signal exceeds the defined thitdsime denoted by coloured triangles.
As can be seen from Figure 5.18, transient evaarishe found in all of the identified source
signatures. They appear more often to later tinmedhe magnitudes of the tie rod forces in
the used profile are designed to increase with.tBased on the coloured indicators it would
now be possible to further analyse how the speafiarces contribute the responses for

example, as elaborated in section 5.4.5.

Another possibility to examine whether the recang®d blocked force signatures contain
characteristic transient information is to evalukdtéhe identified peaks can physically be
provoked by rattle excitation at all. In order t@ardy this question a strategy usually
employed in the state-of-the-art rattle evaluatioethod is used. As discussed in section 5.2.2
the zero-crossings in the sum of the applied tdée fovces indicate the times at which rattle
excitation inside the steering gear is most likielybe provoked due to increasing internal

clearance. Figure 5.19 shows the relationship betvwbke zero —crossings of the sum of the
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tie rod forces and the energy signal of one ofitleatified blocked force source signatures.
Note that red dots denotes values in the squametkéd force signal at which both tie rod

forces cancel each other.
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Figure 5.19. Relation between zero-crossings o&tim of the tie rod forces and the reconstructedkeld
force signatures.
Clearly the identified transient events correlatlwith the additional information provided
by the test bench approach. With respect to fuamglications of the time domain source
characterisation technique it may be worthwhilesstigating how this additional information

could be used to validate the predicted blockedef@ignatures.

To conclude, the developed time domain in-situ kdocforce method was applied for the first
time to reconstruct time domain blocked forces rimultiple transient sources excited by
external rattle excitation. Despite problems witeasuring the FRFs between the tie rods to
the assumed internal sources or points on thevgassteiver satisfying force reconstruction
was achieved for an experimentally applied refezefucce. Blocked force time signatures
were achieved for all assumed internal sourcesnmatadistinct transient features of the
sources. At this stage no further research coulddweted to validate the reconstructed time
signatures. However, this first attempt to condoesitu source characterisation based on an
alternative rattle test bench approach have alrgagg some new interesting details about
the characteristics of the internal sources. Funtloee, two criteria were presented that can be
used to identify the most dominant transient evemtshe achieved source signals. Most
important is however that all measurements andutalons were achieved with the
developed methodology so that it has been testddrunealistic conditions. Furthermore, an
approach to better characterise the transfer gaths the tie rods to all other points on the

assembly was mentioned that is speculated to difgrpotential for future test bench
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measurements. However, the external excitationimedjito provoke rattle inside steering
systems will always cause problems if nor handléd wvare. In the following section this will

be elaborated in more detail.

5.4.7.Conclusions

The feasibility of the time domain inversion ro@ihas been demonstrated in the context of
source characterisation in electrical steeringesystusing a time domain equivalent to the in-
situ blocked force method. By way of example arcteleal steering system mounted on a
front axle carrier was considered as test structéMe measurements were conducted

according to the requirements of the in-situ blact@ce method.

Based on numerical and experimental examples itbeanoncluded that the proposed time
domain in-situ blocked force approach provides gnifcant contribution towards better
understanding the basic problem of transient sireeborne sound originated within
electrical steering systems.

On the negative side, the time domain method requadditional FRF measurements
compared with the state-of-the-art test bench nmreasent in which solely transient events in
the operational responses are observed. Furtheridsenecessary to solve an (possibly ill-
posed) inverse problem. However, the introducee tiilmmain inversion routine has proved to
yield robust and accurate solutions to the inversblem without the need of employing any
form of regularisation even in the presence of m@rable noise and errors included in the
used measurements.

On the positive side, it is emphasised that thentiied blocked force signatures could
provide significant advantages over the conventiomeasurement approach. First, there is
the potential to separate blocked force signatinoes physically separated sources inside the
steering system. It has been discussed that sepasaelds reliable and highly significant
information about the activity of the internal soes. This information is believed to be very
helpful in terms of locating the dominant transisotind sources inside the steering system
and to achieve rank ordering of the underlying se@and transmission mechanisms. It is also
emphasised that the independence property of thetirey blocked forces is useful in terms
of establishing evaluation criteria and limits fach of the possible internal sources whilst
avoiding uncertainties associated with differemeshg systems. Second, since sensors are
only required on the receiver-side, i.e. the fraxie carrier in the presented examples or later
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on the structure of the test bench, the proposatiodaloes not require installation of sensors
each time when the steering system is swapped mqékuery appealing with respect to end-
of-line testing, for example.

In the presented experimental examples single andipie long-duration (20 seconds)
impulsive force signatures have been satisfactordgovered from noisy response
measurements conducted in-situ on a sophisticatduhical structure. Errors in the identified
forces have been traced back to errors in the gra@l&RF measurements or problems with
exciting the source regions in the considered aegféreedom. Despite possible errors in the
magnitudes of the reconstructed force time hissoak transient peaks in the signals can
unambiguously detected allowing for identifying wihisource contributes at which time to
the observed structural responses. This informatannot be gained with the standard
measurement approach. Based on the plausible exg@al results it is believed that the time
domain in-situ blocked force approach can alsoessgfally be employed for characterisation
of the internal structure-borne sound sources resple for rattling in electrical steering
systems. To do so, measurements on a speciallgrekirattling test bench are required

involving additional difficulties when charactengj the internal sources, as elaborated next.

5.5. Correction strategies for test bench measurements

In order to cause rattling in a steering systensyS} it need to be coupled with either a test
bench or mounted in a vehicle. This is inevitableces external dynamic forces, such as
excitation provided by the road surface (EBR), hvbe applied to both tie rod ends of the
StSys so as to excite the internal structure-b@oend sources (see also chapter 3.4).
Identifying the corresponding internal (rattlingrées is only possible by invoking inverse
methods due to (i) the lack of accessibility andcgpfor mounting transducers for measuring
the forces in all required degree of freedoms tyge(i) the risk of changing the interfacial
conditions within the sensitive source regions,chinay directly influence the actual forces,
by the implemented instrumentation and (iii) polsilmpacts on the functionality of the
StSys. It has been discussed that the novel geseddalme domain inversion routine derived
in the previous chapter will be used to recover sloeight internal source forces from
measured structural responses. However, invokivgrse methods for identifying the internal
source forces from measurements carried out inesituattling test benches is not directly
possible. As discussed in the following, speciaéaa to be taken due to the required external

excitations.
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5.5.1.Limitations of test bench approach

Since the StSys is coupled to either a test benehvehicle body all excitations acting on the
overall assembly may contribute to each of the nneasstructural responses. As excitations,
one needs to consider the sought internal sourchanesms and the external tie rod forces as
well as additional forces caused by unknown distodes within the structure. Assuming the
structural dynamic properties of the assembly awergin terms of (measured) impulse
response functions with finite lengththe operational (desired) responses at any poion

the assembly can be expressed as

S 111 R -1 D I-1
Gop () = 222 M) X {0 )+ 222 0o X (n= )+ 222 hof e (=) (5.12)
s=1 i=0 r=1i=0 d=1i=0
contribution from internal sources contribution frexternal tie rod forces  contribution from unknowisturbance:

where x, (), x,.(n) and &,(n) are the time signals of the=[1,2,...,S] internal source

forces to be identified, the=[1,2,...,R] external tie rod forces (EBR) in order to provoke
rattling inside the StSys and thie=[1,2,...,D] additional unknown disturbances, respectively.

The corresponding impulse responses between theatdge forces and each response point

are denoted by, (i), h (i) andh_,(i), respectively. Accordingly, the contributions fraath

forces to each point on the structure are givemabgonvolution sum between the actual
excitation and the respective impulse response. {Otel desired response that can be
measured on the assembly at each times the superposition of all the individual
contributions. Note, uncorrelated noise such a®nsistencies or noise included in the
measurements are omitted in Eg. (5.11) since tleeaged error gradient involved in the
expanded and generalised time domain inversionn®ig able to deal with this problem, as

discussed in section 4.5 and section 4.6 for SIMOMIMO applications, respectively.

The rightmost term in (5.11) represents the fractid the structural responses caused by
unaccounted-for disturbances. In this context, udiginces represent additional force or
moment excitations acting at unknown positions lba assembly for which reason they

cannot be considered in the inverse model. Sinasethunconsidered excitations may
contribute to several or all measurement positibes influence on the structural responses
can be understood as ‘correlated’ noise. In coresszpi of this forces inferred from such

garbled response measurements will always be eyusndf the steering system is mounted in

the car such disturbances are unavoidable sincdtéude of operational forces generated by
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or applied to the overall structure of the vehictntribute to the observed measurement
positions. It is likely that the sought internalusce forces may be smaller by several
magnitudes compared to the spurious unconsideretiagans and thus do not contribute

much to the overall structural responses. Howewethe presence of unknown disturbances
acting at positions not taken into account by tineeise routine, the time signatures of the
sought internal sources cannot be recovered frenmiasured responses.

To avoid problems arising from correlated noiseha response measurements, solely test
bench measurements will be carried out. Due tespezial design of the rattling test bench,
i.e. test bench is mounted on isolators to provitheation decoupling from the environment
and actuators like hydraulic cylinders are decadifiem the test bed, the influence of
unconsidered disturbances on the measured opexhtiesponses can be assumed to be

insignificant. Thus, equation (5.11) can be reduoceithe first two terms

-1 R -1

)= 238 ) {1 )+ 33 () - ). 5.12)

S

o1 =0 r=1i=0

This still means that the structural responsestieeted by the external excitations applied to
both tie rods in order to provoke rattling by EBRmply inferring the internal source forces
x.(n) from responses measured on the test bench thergfould still yield erroneous
estimation results. The reason for this is that ttherod forcesx (n) affect the structural
vibrations and hence need to be considered byntrerse model. Otherwise, they will have

the same impact on the force identification proces&orrelated noise’ (see also discussion
in section 4.6.1).

In order to demonstrate how external forces appt®dhe tie rods can influence the

estimation accuracy if they are not considerechainhverse model a numerical model of the
StSys is created. The model is based on data ebtdnom the experiments discussed in
section 5.4. The model considers 3 internal sousoes9 structural response positions. The 3

internal sources (see Figure 5%(z), S,(2 and S,(y)) are assumed to generate dynamic

forces in the form of a pure sinusoig ,(n) , accounting for functional excitation that may be
caused e.g. by the belt drive (cf. section 3.2yl two impulsive signalg,, ,(n) andx, ,(n),

representing rattling of the yoke in two degredreédoms. As additional external excitations

two random white noise signalg,,(n) and x,,(n) applied to both ends of the tie rods (see

Figure 5.7S,(z0 and S,(y)) are simulated. Their contributions to the calteda'operational’
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responses are considered by convolving the randbite woise signals with the respective
impulse responsds,,. A ‘naive’ simulation based on these garbled resps is carried out

according to the proposed MIMO force identificatiaigorithm given in Table 4.8. By using
the term ‘naive’ it is emphasized that the idenéfion routine is employed to identify only

the 3 internal sources,, (n) but not taking the additional tie rod forces.(n) into account,

which in practise would be necessary to exciteréiiing sources. Simulation results for the
(3x9) MIMO model are shown for the reconstructertés and responses in time domain in
Figure 5.20 and for the reconstructed responskgdguiency domain in Figure 5.21.
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Figure 5.20. Simulation results for (3x9) MIMO syt when tie rod forces are not considered in tkierse
model. Exact and reconstructed internal sourcee®(e)-(c), additional unconsidered tie rod fordegnd (e),
measured and reconstructed structural responses-# exact signak— reconstructed signal.

The additional tie rod forces, depicted in Figur@05- (d),(e), contribute to all (exact)
structural responses. In consequence, the avemgadgradient involved in the generalised
MIMO recursion (Eq. (4.34)) adjusts the reconsedatesponse signals to the provided ones.
However, since the originating tie rod forces amé taken into account in the inverse model,
their contributions are missing in the reconstrdaiperational responses, as evidenced by the
deviations between the measured and the recoredroesponse time signals in Figure 5.20 -
(f). It is important to note, that the responsesd be recovered completely in this case. This
finding is essential since it implies that largeoes in the reconstructed responses may

indicate the presence of additional forces not ickemed in the adaptive identification process.
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A similar finding has been discussed with respedntonsistencies in the impulse response
functions (section 4.6.4). It has been shown thatdrror in the reconstructed acceleration
spectrum increases significantly at frequenciesratibe corresponding FRF is defective
[206],[207],[208]. However, the influence of uncateyed forces on the reconstructed
response spectra will be reflected as substantrakrs across wide frequency ranges for
several or all measurement positions. The errdhenfrequency domain thereby is dependent
on the spectra of the unconsidered excitationréitteby the respective transfer functions.
Since white noise signals are used to simulateattditional tie rod forces, large errors

throughout the whole frequency range can be foasd|ustrated in Figure 5.21.
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Figure 5.21. Spectral estimation error in the retwcted accelerations for all 9 response positiemsn tie
rod forces are not considered in the inverse model.
The large deviations in the estimated responsesalgng with rigorous errors in the
reconstructed forces. As can be seen from Figwt@ 5(a), (b) and (c), none of the sought
internal force signals can be recovered. The underexd external tie rod forces lead to large

distortion in all estimated force signatures sd tha original signals cannot be identified.

However, carrying out experimental tests on theySighilst coupled to a rattling test bench
allows for monitoring the additional tie rod forcd=orce transducers measure the dynamic
forces applied to the tie rods so that they aretgx&nown at any time (cf. section 5.2). This
additional information can be used in order to d¢etlalance influences resulting from the
required external excitations. Knowledge of theitoigal tie rod excitations facilitates for
inferring the sought internal source forces fronerational responses measured on the test
bench set-up. Using the proposed adaptive forcetifdation algorithm this is possible by

following two different strategies, as discussethia following.

5.5.2.Strategy I: Correction of the measured operationalesponses

Assuming that the external tie rod forces as wsllttee corresponding impulse response

functions between all excitation and response positare known, the measured operational
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responses can be decomposed into contributions thhenexternal tie rod forces and residual
contributions caused by the internal sources. ithe tlomain formulation given in Eq. (5.12)
enables, at each tinmg the latter contributions to be separated fromntieasured operational

response signatures

LN

ason()= X3 ) (1= 4 (=35 Rl ) ) 6.9

i r=1i=0

I}
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where d,,. (n) is the fraction of the measured responses whictolsly caused by the

sought internal forces. The separated rattling aespes represent ‘clean’ versions of the
measured responses, that is, all contributions tlwrexternal tie rod forces are removed. In
this way, the original measured structural respensan be corrected. Applying the time
domain force identification technique to the coteec response signals allows for

reconstructing the time signatures of the unknowtarnal source forceg  ((n). In order to

implement the correction approach in the genemlisme domain inversion routine the
iterative MIMO recursion need to be modified. Tlesn be done by considering equation
(5.13) when calculating the multiple error signaks given in Eqg. (4.32). Accordingly, the
corrected errors can be obtained as

e ()= ol M-33 M) % 0 )33 () Xl 07 ). (5:14)

r=1i=0 s=1i=0

1-1

Using the corrected recursion, i.e. Eq. (4.31), (&dl4) and Eq. (4.34) together with the
stability constraint Eg. (4.35), a new simulatigrcarried out with the previous (3x9) MIMO
model in order to test the effectiveness of thigemiion strategy. The simulation results are

summarised in Figure 5.22.

Clearly, all sought internal source signatures &aty be recovered from the corrected

structural responses (Figure 5.22 - (a),(b) an)l e corresponding maximal frequency
domain prediction errors are less than |0.1 dB|albrreconstructed forces although not

illustrated here. The contributions from the exdéértie rod forces can be spotted as the
difference between the original measured and theected recovered response signals,
depicted in Figure 5.22 - (f). Note, the recondedaesponses would match exactly with the
corrected responses from Eq. (5.13). However, tieralifference between the corrected and
the ‘measurements’ that in practice would be oleifrom test bench measurements are

contrasted.
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Figure 5.22. Simulation results for (3x9) MIMO st when measured responses are corrected (stBtegy
Exact and reconstructed internal source forces(cla)applied tie rod force (d) and (e), measured an
reconstructed structural responses-«= exact signak— reconstructed signal.

The advantage of this correction strategy is thatmvolved inverse model only considers the
unknown internal sources but no additional assukmexvn forces. Since the adaptive time
domain routine used for solving the inverse probisnbased on an iterative algorithm, its
computational effort significantly depend on (iethumber of forces to be identified, (ii) the
number of considered response positions and (@@ kength of the involved impulse
responses as well as the length of the operatimsdonse data. Note that a solution to
decrease the computational effort due to (iii) besn discussed in section 5.3.4 while issues
resulting from (i) are in the focus, here. This medhat the proposed correction strategy
should be applied whenever a large number of unkni@rces is to be inferred from a large
number of response positions, especially for smmest with slowly decaying impulse
responses or if long-duration operating data neeblet processed. For all other applications
where additional known forces are applied to stmed, the strategy discussed below is

preferable.

5.5.3.Strategy Il: Reconstruction of an expanded set ohiput forces

Another strategy to infer the sought internal seuarces from structural responses measured

whilst StSys and test bench are coupled is to densill forces acting on the overall assembly
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by means of an enhanced MIMO model. Hence, the rgbsed time domain inversion
routine has to solve for both, the unknown inters@lirces as well as the external tie rod
excitations. The required adaptive algorithm candeeved by considering the additional
force terms in the multiple error equations (4.32d by including an individual update

equation for the additional tie rod forces. Thus, ‘anhanced’ MIMO algorithm can be

achieved by
(1) = ol N)=2 3 ) X (00 )23 ) xodne ) (519

Xiis (Mer) = Xims(M) + 22 € n)h [ n)) for s[L2,., g (5.16)
Xexs(Mer) =X {N)+22 (€ (n)h (n)) for r=[1,2,..,R. (5.17)

Note that the basic constraints of the time donmanersion routine, i.e. (i) consideration of
only a part of the input and the desired resporg®als both of which are assumed to be of
length N and (ii) cyclic operation of the iteratipeocess by repeating the FIR and the desired
signal periodically with period length, remain valid although, for convenience, theyraot
depicted here. Further it is noted that the stgbbound according to which the step size

parametery involved in the update of the external tie rodcés has to be chosen can be

obtained according to Eq. (4.35).

Although the computational effort for solving thepanded problem is larger compared to
invoking the aforementioned correction strategig #pproach offers other advantages. Since
the tie rod forces provided by the test bench aetty known at any time, comparing the
measured external forces with their reconstructathterparts can be used for evaluating the
estimation accuracy of the iterative process. Tihgantaneous estimation error in the
reconstructed tie rod forces can be calculatechel &eration loop and its progression can
serve as a more reliable performance measure oiténative process than the previous
introduced relative mean prediction error (see a@sgussion in section 4.7). In fact, the
progression of the error in the reconstructed te forces equates to the so-called
‘misalignment vector’ which is used in many adagtiiltering applications to measure the
distance (difference) between the true filter doeghts and the estimated ones [209],[222].

Accordingly, a normalised misalignment vector faclke tie rod force can be formulated as
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\/z:izlﬂ(xexr(nk) - Xmeas r( nl))z
\/z:(:Hl(Xmeas r(nk))2

where x,, .(n,) are the reconstructed external tie rod forces gpd.(n,) are the measured tie

V, =20log,

for r=[12,...,R], (5.18)

rod forces provided by the test bench. Note, theahgnment measure is only defined within

the valid estimation range, i.e. for all timas= 1 +1. In order to demonstrated the enhanced
inverse approach, a simulation based on the equsaf15), (5.16) and (5.17) is carried out.

Due to considering both tie rod forces the time dionroutine was applied to the enhanced
(5x9) MIMO model. The simulation results are de@itin Figure 5.23
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Figure 5.23. Simulation results for (5x9) MIMO st when all applied forces are considered in thkierse
model (strategy 2). Exact and reconstructed intesparce forces (a)-(c), applied tie rod force &id (e),
measured and reconstructed structural responses-# exact signak— reconstructed signal.

As expected, the time histories of the sought nakforces, Figure 5.23 - (a),(b) and (c), as
well as the two additional tie rod forces, Figur@3%- (d) and (e) are recovered precisely.
Again, the corresponding maximal errors in all nered force spectra are less than |0.1 dB|
across almost the whole frequency range. Sincengeesured response signals this time were
not corrected, the reconstructed structural regmméso match perfectly with the original
measurements, as depicted Figure 5.23 - (f). Thgeative spectral errors for the estimated
responses are of the same order of magnitude apéutral force reconstruction errors.
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The introduced normalized misalignment (5.18) isnpated for both tie rod forces. The
misalignment vectors together with the spectralresion errors for both tie rod forces are
illustrated in Figure 5.24.

Normalised misalignment Spectral estimation error in reconstructed tie rod force
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Figure 5.24. Normalised misalignment (a) and spéestimation errors (b) for both external tie fortes.

From Figure 5.24 - (a) it can be seen that the absed misalignment of the reconstructed
forces is a good means to monitor the convergefhdbeoiterative process. The estimation
discrepancies for both tie rod forces decrease tooiaally with increasing numbers of
iterations and tend to a lower limit. In practib@wever, this limit will not be reached since
unavoidable noise in the measured structural resg®oior inconsistencies in the involved
impulse response functions will always affect tbecé reconstruction process. Nevertheless,
it is possible to use the normalised misalignmeningerruption criterion for the adaptive
process based on its asymptotic behaviour. For pbeamf the misalignment does not
significantly decrease within a certain numbertefadtions, e.g. 200 iterations, the adaptive

process is close to the best achievable solutisadan the given data.

The influence of defective impulse responses can bé identified in the spectral estimation
error for the reconstructed tie rod forces, as aegiin Figure 5.24 - (b). Based on the
spectral error, band pass filters could be desigmeidh implemented in the adaptive force
reconstruction process could be used to improvetediction accuracy in certain frequency
ranges. Similar procedures are known from appbeatiof the conventional LMS algorithm
used for filter design tasks. Moreover, as agathst spectral estimation errors in the
reconstructed responses the spectral force estimatrors reflect a measure of the estimation
accuracy based on the desired quantity. Henceg ubin spectral force estimation errors to
monitor the progress of the time domain inversimutine is believed to be more
straightforward than evaluating the accuracy ofrémnstructed responses. Considering this,
one could also define an interruption criterion floe iterative process based on the spectral
force estimation errors, e.g. by defining errordsafor certain frequency ranges.
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To sum up, the normalised misalignment monitorimg ¢convergence of the iterative process
together with the spectral tie rod estimation esrbave been found to provide significant
additional information. Both criteria should be saered when internal sources are to be
identified from real-life test bench measuremefftsr this reason strategy 2, that is the

reconstruction of an enhanced set of input forslesuld be applied in future works.

5.5.4.Conclusions

Provoking rattling inside of steering systems (S)Sequires external dynamic forces to be
applied to both tie rods of the StSys. Furthermanegonsidered forces may act on the
assembly under test as the StSys is either coupléde vehicle body or a test bench. All
internal and external forces contribute to the apenal responses which are measured at
different spatial positions on the assembly. Sitneeinternal source forces are to be inferred
indirectly from these measured responses, theibatibns from all applied forces need to be
considered. In this section a time domain formalafior the total operational responses has
been discussed. Contribution terms for the intesoakce forces, the required external tie rod
excitations and additional disturbances have be#&mduced. The influence of additional
disturbances, reflected as ‘correlated noise’ ie tneasured responses, on the force
identification process has been discussed. It bas boncluded that test bench measurements
need to be carried out in order to minimise thk f& garbled response data. Based on the
introduced time domain formulation for the operatibresponses, two strategies for inferring
the internal source forces from test bench measmeshave been derived. Strategy 1 allows
for correcting the measured structural responsa& dgt separating the internal source
contribution term from the tie rod excitation teriine generalised MIMO force identification
algorithm has been modified in order to accountliese corrected response signals. Strategy
2 relies on considering all internal and exteroatés in the MIMO identification algorithm at
once. Consequently, the computational effort far fibrce reconstruction procedure is higher
than for strategy 1 but, in return, two useful enia for monitoring the inverse force
reconstruction process have been introduced. Thealised misalignment defined for the
known tie rod excitations can be used to analysectinvergence behaviour of the iterative
reconstruction process whereas the spectral estimaitror of the reconstructed tie rod forces
have been found to serve as indicator for frequsnat which forces cannot be recovered
exactly. It has been emphasised that both critmeagood means for identifying the internal

rattling forces from noisy test bench measurements.



CHAPTER 5:Source characterisation in electrical steeringesys 242

5.6. Summary and concluding remarks

In this chapter the methodology to characterisesiemt structure-borne sound sources inside
electrical steering systems based on a novel timmath inversion routine has been

complemented and tested sufficient. Different apphe@s have been discussed to facilitate
independent source characterisation for the sigesystem based on test bench

measurements.

It has been discussed that rattle noise withinc{etepower) rack-and-pinion steering gears

can sufficiently be provoked by means of specidigigned test benches that simulate the
dynamic excitation feedback from the roadway s@wff€EBR) using pre-measured tie rod

forces from actual vehicle tests. It has been fotlvad standard rattle test benches used in
industrial practice serve well to excite the transistructure-borne sound sources inside
electric power steering systems as required withenscope of this study. However, it has

been found that the conventional state-of-thejapr@aches to evaluate rattle phenomena for
industrial purposes lack in generality with respcgaining characteristic and independent
data for the individual internal sources. Insteadhas been concluded that sufficient

separation of the internal excitation signals thelwes would provide more focussed

information about the active sources. It is beltevieat independent source characterisation
based on a time domain equivalent to the in-sitock#d force method achievable by

employing the novel time domain inversion routirmild deliver significant insight into the

generation of rattle noise within electric steersygtems.

The in-situ blocked force method generally requidsaracterisation of the dynamic
properties of the involved passive structures. ktard to perform source characterisation
based employing rattle test bench excitation thilves in-situ FRF measurements on the
steering system whilst mounted on the test bendfierBnt approaches to obtain suitable
system models even for complex technical applioatibave been elaborated. Focus have
been put on practical measurement approaches haswah methods that can help to identify
errors in the obtained system models. In detaih, tifferent criteria has been discussed that
facilitate evaluation of the measurement qualitydoy element of a square mobility matrix.
Both criteria are based on the positive definitgpprty of the real part of the mobility matrix;
the latter is sometimes denoted as conductance.'Gtreductance Value’ (CV) has been
introduced as a simple check on measured drivingtpmobilities and is based on the

passivity condition requiring their real parts ajwdo be positive. For transfer mobilities the
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so-called ‘Eigenvalue Measure’ (EM) has been defiwhich utilises a partitioning approach
to obtain eigenvalues for the real part of the esponding mobility sub-matrices. Due to the
positive definite property these eigenvalues neecbé positive otherwise they indicate
erroneous measurements. Both criteria, the CV aedBM, are grouped under the term
‘Conductance Assurance Criteria’ (CAC) yielding matised frequency independent single
values between zero and one that facilitates caemenllustration in coloured matrices
arranged according to the actual matrices. Inwlag easy and fast evaluation of all transfer
and point FRF measurements is possible. Comparedmneentional data evaluation criteria
based on the reciprocity principle such as the l@rgqy Response Assurance Criterion
(FRAC) or the Phase Assurance Criterion (PAC),G#e¢C has been found to provide more
detailed information about the physical correctneshe used data while requiring only
insignificant bigger measurement effort. Furtherepothe CAC is still able to disclose
whether or not FRF measurements contain physicanmgful information for cases in
which only one transfer mobility and the accordimgp point mobilities are measurable.
Although the basic idea of the presented data atialu approach is not new the procedure to
calculate the CAC values as well as their repredgiemt in easy-to-read colour matrices is

believed to be original.

Furthermore it was elaborated how the obtainedulgaqy domain system models have to be
processed in order to achieve suitable modelsh®titne domain inverse method. Of major
importance in this respect is adequate transfoondtiom the frequency domain into time
domain using inverse Fourier transformation andutificiently truncate the resulting impulse
response functions (IRFs) in order to improve tegggmance of the time domain inversion

routine.

In a number of experiments this developed methapolloas been satisfactory tested for
steering systems comprising a single or multiplerimal sources achieved by numerical
simulations or realistic experiments. All measueeis were conducted according to the
requirements of the in-situ blocked force methodng€idering artificial excitation first, single

and multiple long-duration (20 seconds) impulsivaacé signatures were satisfactorily
recovered from noisy response measurements comduntsitu under normal testing

conditions. Errors in the identified forces havesmdraced back to errors in the employed
FRF measurements or problems with exciting thecsotegions in the considered degree of
freedom. Despite possible errors in the magnituwdéise reconstructed force time histories all
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transient peaks in the signals were unambiguoustgatied allowing for identifying which
source contributes at which time to the observaedtgiral responses.

Based on test bench measurements a first attemgha@cterise the time domain blocked
force signatures of multiple transient sound saaieecited by realistic rattle excitation was
conducted. Despite problems with measuring the Ridfaeen the tie rods to the assumed
internal sources or points on the passive recaiaisfying force reconstruction was achieved
for an experimentally applied reference force. Ré&xt force time signatures were achieved
for all assumed internal sources retaining distinahsient features of the sources. At this
stage no further research could be devoted to atalithe reconstructed time signatures.
However, this first attempt to conduct in-situ smicharacterisation based on an alternative
rattle test bench approach has already yielded spewve interesting details about the

characteristics of the internal sources.

Furthermore, some basic limitations of test benchasurement approach have been
discussed. One major drawback of the test benclsumnement approach has been found to
result from the need to apply external (EBR) extato both tie rods of the steering system
which have found to contribute to the structuradpanses utilised in the time domain

inversion routine. Two strategies have been deritret in theory can compensate for
contributions to the operational responses inducgdhe EBR excitation. One of these

strategies further allows defining two useful ardeto monitor and interrupt the iterative

process involved in the time domain inverse metfAted normalised misalignment has been
defined for the known tie rod force and which cateptially serve as reliable indicator of the

convergence behaviour of the iterative processthEyrthe spectral estimation error in the
reconstructed tie rod forces have been found teesas useful indicators of frequencies at
which forces cannot be recovered exactly.

To conclude, a number of different approaches Hmeaen introduced in this chapter that all
have found to contribute well to achieve a genenathodology to characterise transient
structure-borne sound sources inside electricalisig systems based on a novel time domain
in-situ blocked force routine. Although, furthesearch, in particular with regard to realistic
test bench measurements to excite the internatsaegions is required it is speculated that
the developed time domain source characterisatauine is a significant contribution
towards better understanding the general problermaoiient structure-borne sound within

electrical steering systems.
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Chapter 6

Concluding remarks and future work
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During certain driving situations, e.g. driving @oorly conditioned pavement or rapid
(standstill) steering, transient forces at randames$ can be originated at multiple different
source regions inside (electric power) rack-andgpinsteering systems resulting in
unintended acoustical phenomena with likewise tesmtssound patterns. Depending on the
underlying excitation and driving conditions sut¢bchastic phenomena can emerge as rattle,
klonk or groan noise which are summarised under gleeric term ‘transient sound'.
Whenever transient sound emanates from the stesyisigm it is possible that passengers
inside the cabin perceive the disturbance and &deoits appearance with a defect, even
though no mechanical faults are present or thetifumality of the steering system is affected.
This so-called “perception of a fault” (PF) is pyiependent on the subjective judgement of
the passenger, thus posing high risk for complailmsorder to minimise PF by design,
engineers and designers need to have exact knosviddbe internal source locations and the
mechanisms that originate transient sound insiéestieering gear. It was found that this
information cannot be delivered by conventionalest#-the-art approaches used in industrial
practice to analyse transient sound phenomenaegtriglal steering systems. To achieve this
information, however, this research project wast¢ded in collaboration with a German
steering system manufacturer with the overall aandévelop a methodology and a practical
approach facilitating identification and quantiicm of transient structure-borne sound
sources within electrical steering systems. Idesllgh a method should be able to separate
out intrinsic information about the activity for @ of the multiple internal sources from
vibration measurements conducted while the steesysgem is operated either in a car or

under similar conditions on a test bench.

To achieve these aims, first the physical problemidd steering induced (transient) structure-
borne sound was elaborated. Based on psychologissinguishing criteria a general
classification system of steering induced sound aaseved comprising two main groups,
I.e. functional steering sound and interfering stee noise. The latter class comprises all
types of steering induced transient sound. As foretdal generation mechanisms of transient
sound dynamic forces were found that are inducedtlnk-slip or impact excitation as a
result of relative movements between contactingrabies inside the steering gear. With
respect to impact excited transient sound rattivas ranked as the most relevant noise
phenomenon. Rattle noise emanates from (electiepaack-and-pinion steering gears as a

result of reverse feedback from the road, the dfieetgexcitation provided by the roadway
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surface’ (EBR). It was found that the range of atien conditions for EBR cannot exactly be
specified due to the diversity of influencing fastoncluding the indeterminacy of the road

surface and the time variance of the axle kineraaiongst others.

A conceptual source-path-receiver (SPR) model fmk4and-pinion steering gears was
developed that discloses the theoretical locat@msthe associated generation mechanisms of
all potential internal transient sound sources.th@rmore, the SPR model allows for
theoretical studies of the vibro-acoustic processsisle the steering system. To achieve this
model a methodology based on a systematic subtstig approach was suggested in which
components located inside the steering gear argogbaccording to their relative movement.
In this way different component layers with statiotational or translational motion were
identified. Intersections of adjacent layers witiffeslent movements were defined as the
contact zones at which transient sound sourcedearibie physical assembly can be expected.
On the basis of the available literature and traustrial expertise some of the identified
source locations have been ascertained althoutdreht approaches are in common practice
to identify these sources. In general it was fotlvat no systematic approach comparable to
the derived source-path-receiver model or a confg@i@omprehensive mapping of potential
structure-borne sound sources inside (electricaBrisng systems has been published to date.
For this reason it is speculated that the achies@mdce-path-receiver model constitutes a
significant contribution towards ascertaining tfeuses of steering induced structure-borne
sound within (electric power) rack-and-pinion siegrgears. Regarding the general validity
of the derived SPR model it is noted that the magtelld only be used for EPS type steering
systems since these are based on the same fuhqiiomaiple. Future work may therefore
concentrate on employing the derived sub-strucgumethodology to derive equivalent SPR
models for steering systems with different funcéibprinciples in order to reveal the internal
active components and the associated sound gemeratechanisms. Furthermore, it is
believed that expansion of those models by consigerot only sources of transient sound
but also sources of functional steering sound cqalentially provide further guidance for
engineers and designers to address a varietyfefatit NVH problems by theoretical studies
of the underlying structure-borne sound generatiansmission and propagation processes
inside the steering system. However, the main dmutton of the presented source-path-
receiver model to the development of a source chenigation approach for transient

structure-borne sound sources was the disclosua#l tifeoretical source locations inside the
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steering gear. This information formed the basidévelop a measurement procedure to
experimentally characterise the internal struchome sound source independently of

whether the steering system is installed on adesth or inside a vehicle.

To address the problem of independent source deaisation an extensive literature research
on experimental methods was conducted. In a corepsede review the most promising
measurement approaches were discussed. In gentbeses techniques require the
measurement of passive properties, normally chenaetl by frequency response functions
(FRFs) such as mobility or accelerance functiosswall as active properties; of which the
latter are generally more difficult to measure. Amee of research focuses on source
characterisation in terms of power using predicapproaches, such as the source descriptor
[63], the characteristic power, the mirror powettsr maximum power [38]. A second line of
research employs measurement approaches that hre®the source activity in terms of the
free velocity [39],[84],[45],[54] or the blocked rme [85], which were found to be more
suitable for the given characterisation purpos&ds discussed that measuring free velocity
and blocked forces incorporates several practigatdtions. For example, measurement of
the free velocity requires operation of the vilmatsource whilst it is separated from any rigid
support structure which prohibits characterisatidrsources running under load or rather to
account for internal excitation mechanisms thaywaith the external loading. On the other
hand, the blocked force approach theoreticallyedloperating vibration sources under load
but limitations result from the need for large aigid test rigs to approximate true blocked
terminations over sufficient frequency ranges andfdifficulties with directly measuring all
interfacial blocked forces between the source &edréceiver for sophisticated multi-point-
connected systems without influencing the integbconditions.

Research into alternative characterisation methedsaled that partially conducted in-situ
measurements of operational forces at the sourceiver interface using inverse force
synthesis [34] ensure realistic operation and mnogntonditions and prevent placing
instrumentation within the sensitive contact zadewever, it was argued that the obtained
forces are not an independent property of the sobut they also depend on the structural
dynamic properties of the connected receiver sbgdbarce characterisation is only possible
for a specific installation. Finally, the in-sitdoloked force method [9] was found capable to
conduct independent source characterisation withoeitheed, at any stage, to separate the

source from the receiver, thus facilitating botagticability and operation of the source under



CHAPTER 6:Concluding remarks and future work 249

realistic conditions. The in-situ blocked force hw employs inverse methods in frequency
domain, in which measured structural responsepmeagated back to the assumed known
source regions by inverting matrices containing-rmpeasured FRFs. This, however, was
found to be disadvantageous. In this respect it agsied that the associated inversion
problem is an ill-posed one to which solutions ldage matrix inversion in frequency domain
are generally known to be sensitive to measuremeise and to suffer from numerical ill-
conditioning at frequencies associated with themmadtfrequencies of the structures. Usually,
the robustness of such solutions has to be imprawvsficially by applying some form of
regularisation. Furthermore, it was argued thatregking source characterisation in
frequency domain could lead to obscuring some és$daatures of the originating source
mechanisms, such as transient or impulsive sigestand that source characterisation under
non-stationary operation conditions may be difficlib overcome these hurdles, the idea of

achieving independent source characterisationmia iomain was proposed.

To achieve such a time domain approach a comprefeelitgrature research was conducted
and a comprehensive review on time domain forcatifileation was achieved considering
direct deconvolution techniques, modal filteringheiques, state-space methods such as
inverse filtering and Kalman filtering, as well sansitivity methods. It was found that some
of these methods have fundamental limitations wbikers lack in generality with respect to
the underlying assumptions, the way they descritee ghysical system or the need for
additional information to parameterise the algonigh so that they are not practicable for
sophisticated structure-borne sound problems. Tost promising approach was found to be
a method incorporating an adaptive algorithm inetidomain that has only been studied for
relatively simple structures with single-degreefr@fedom excitation. Due to the expected
significant potential advantages, it was decideddperalise the adaptive force identification
technique for multi-degree of freedom excited dtiees and to develop a time domain
equivalent of the in-situ blocked force method litating simultaneous calculation of multi-
channel blocked force signatures from measuremewtenn-situ. Both the generalisation of
the time domain inversion routine and its applmatin independent source characterisation is

believed to be original.

By gradually modifying the Least Mean Square (LMfjorithm, which is widely used in
adaptive filter design due to its robustness amapkcity, the generalisation of the time

domain inversion routine (TDM) was achieved. Thawel time domain inversion routine is
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capable of separating simultaneous multi-channelefsignatures from a set of operational
responses measured on structures with known aretl fiorce input locations. It was
discussed that the TDM incorporates a model ofghgsical system built up of impulse
response functions (IRFs) which can be obtainedrpgloying inverse Fourier transformation
to pre-measured frequency response functions (FH®)e the latter can easily be measured
experimentally invoking conventional system ideo#ifion methods, such as (roving
hammer) impact testing reliable system models @areblised even for highly sophisticated
technical structures, such as electric power stgesystems. The iterative process involved in
the TDM was elaborated. In brief, the iterativeqarss, at each time step, utilises the obtained
IRFs to filter a set of estimated input force simmes so as to predict a corresponding set of
structural responses. The instantaneous errorsebatihe estimated and measured responses
are then used to update the input force time hestaecursively. It was shown that all data-
processing steps involved in the TDM are carrietio@n invariable forward manner which
is believed to pose one of the major advantagebeimethod in contrast to other inverse
methods, such as standard frequency domain inveeigods (FDM). At no stage the iterative
process involved in the generalised TDM needs tg om inversion of a possibly ill-
conditioned FRF matrix nor requires extensive ragsétion techniques to improve the
solutions. It was discussed that in the standard/ Fideak’ paths bring about dominant
contributions after inversion, which are highly seystible to noise. Instead, it was shown that
always the measurement point with the strongesgsidominates the inversion process in the
generalised TDM. This was also found to be theaeaghy the TDM is generally insensitive
to the choice of measurement positions as agdiastanventional FDM.

In numerical experiments it was proved that theehdvne domain inversion routine allows
reconstruction of multiple uncorrelated, correlated partially correlated forces that can
feature any kind of sparse or non-sparse time gigaancluding random, periodic, impulsive,
irregular or steady state signals. Furthermoreag discussed that under the assumption that
the available response data is at least twice ¢ngth of the employed IRFs, the TDM
facilitates continuous processing of time data diiteary length thus allowing all sorts of
post-processing for each individual identified ®rsignature which speculated to pose an
attractive prospect for many industrial demands tikne domain TPA, auralisation purposes
or condition monitoring applications.

Due to the implementation of an averaged errorigradn the iterative recursion to update

each force individually the TDM can be applied ®rfprm inverse force identification in
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overdetermined system. Based on numerical simulstict was affirmed that for
overdetermined systems the generalised TDM is rapyst to noise included in the response
data or errors inherent in the system model. Utliderassumption that these disturbances are
uncorrelated and the system is sufficiently ovesdeined the averaged error gradients were
found capable to significantly suppress the negainfluences of the perturbations on the
force reconstruction process even when the usexd @ahprises considerable errors. It was
further discussed that in the presence of defediata the averaged error gradients can cause
substantial errors in the reconstructed responsetrisp However, the spectral shapes of these
errors were found to be suitable indicators to tidgnfrequency bands in which force
reconstruction is generally subject to high ungetyadue to insufficient system descriptions.
This additional information is not available whamducting inverse force identification with
the standard FDM.

By comparison it was found that the FDM and the Tp&tform equally if the used data can
be assumed to be noise free or if noise is onljuded in the response data. Due to the
availability of additional information concerninye reliability of the identified forces it was
argued that the use of the generalised TDM forelases is at least of avail. However, in the
presence of (uncorrelated) errors comprised inesysiodel comprises the novel time
domain inversion routine proved to generally yieldore robust and accurate force
reconstruction results than the standard FDM. & Yeaind that force spectra estimated with
the generalised TDM can be at least an order oihihade superior to the ones obtained with
the standard FDM at frequencies at which the cpmeding FRF matrices are poorly
conditioned. Further is was found that the advasgagf the TDM over the FDM become
more significant with increasing degree of overdateation and increasing levels of

perturbation.

As a major drawback of the TDM it was found tha thethod lacks in a reliable measure to
evaluate the accuracy of the force prediction dherato define an objective criterion to

interrupt the iterative force reconstruction pracesuture work is required to obtain such a
criterion. Some potential ways to achieve this wadadorated. Amongst them, the observance
of the evolution of the introduced expanded retatimean prediction error (E-RMPE) was

found to be a good means to monitor the overalgmm®ss of the iterative process. It was
outlined that the gradient or the curvature of RBRMPE could be used to develop reliable

interruption criteria in future studies.
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It was discussed that the stability and speed aptk algorithm involved in the generalised

TDM is dependent on the choice of the convergermterthining step size parametgr. A

large step size parameter makes the adaptionwhde a small value is likely to make the
residual error between the true and the reconstufdrces close to the minimum. In this
respect it was argued that an implementation oérs&able step size parameter, as proposed
e.g. in [210] or [211] with respect to adaptiveteil design, could offer big potential to
optimise the prediction accuracy and the speedh@fatdaptive process at the same time. An
alternative approach to the variable step sizerpater was also outlined in which the step
size parameter could be adjusted according to thaluton of the E-RMPE. The
practicability and implementation of adjustablevariable step size parameters in the time

domain inversion routine should be investigateflitnre research projects.

In order to use the novel time domain inversiortiraufor independent characterisation of the
structure-borne sound sources in electrical stgespstems a test bench measurement
approach to obtain operational response data dsaw¢he structural dynamic of the passive
structure is required. It was found that rattleseowithin (electric power) rack-and-pinion
steering gears can sufficiently be provoked by ree#nspecially designed test benches that
simulate the dynamic excitation feedback from tle@dway surface (EBR) using pre-
measured tie rod forces from actual vehicle teltsis, operational data can be sufficiently
provided by performing standard test bench measemén

Considering the passive properties, an in-situ oreasent approach was discussed allowing
measurement of frequency response functions (FRR#3t the steering system is connected
to the rattle test bench. To obtain suitable systamdels two different criteria were presented
that facilitate evaluation of the measurement dqué&dir driving-point and transfer FRFs. Both
criteria are based on the positive definite propeit the real part of the square mobility
matrix; the latter is sometimes denoted as condgetaThe ‘Conductance Value’ (CV) was
introduced as a simple check on measured drivingtpmobilities and is based on the
passivity condition requiring their real parts aj@do be positive. For transfer mobilities the
so-called ‘Eigenvalue Measure’ (EM) was defined ahhutilises a partitioning approach to
obtain eigenvalues for the real part of the comasing mobility sub-matrices. Due to the
positive definite property these eigenvalues needéd positive otherwise they indicate
erroneous measurements. Both criteria, the CV hedEM, were grouped under the term

‘Conductance Assurance Criteria’ (CAC) yielding matised frequency independent single
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values between zero and one that facilitates caemenllustration in coloured matrices
arranged according to the actual matrices. Inwlag easy and fast evaluation of all transfer
and point FRF measurements is possible. Comparedmneentional data evaluation criteria
based on the reciprocity principle such as the dk&Rrgy Response Assurance Criterion
(FRAC) or the Phase Assurance Criterion (PAC), @%&C was found to provide more
detailed information about the physical correctnetshe used data while requiring only
insignificant bigger measurement effort. Furtherendhe CAC can still be used to disclose
whether or not FRF measurements contain physicalnmgful information for cases in
which only one transfer mobility and the correspogdwo point mobilities are measurable.
Although the basic idea of the presented data atialuapproach is not new the procedure to
calculate the CAC values as well as their repregiemt in easy-to-read colour matrices is
believed to be original and to be a useful contrdyu

Further it was discussed how the checked FRF datatd be processed in order to obtain
impulse response functions of suitable length tia&t be utilised by the time domain inverse
method.

One major drawback of the test bench measuremegmbagh was found to result from the
need to apply external (EBR) excitation to both riigls of the steering system. It was
discussed that this additional excitation contelsuto the structural responses utilised in the
TDM to predict blocked force signatures for therses inside the steering gear. Based on an
introduced time domain formulation for the operatibresponses, two strategies were derived
that compensate for contributions to the operaticeeponses induced by the EBR excitation.
Strategy 1 allows for correcting the measured sirat response data by separating the
internal source contribution term from the tie rextitation term. The adaptive algorithm
used in the generalised TDM was modified in oradeadcount for these corrected response
signals. Strategy 2 relies on considering all maéand external forces in the TDM at once at
the expense of the computational effort. Howewven useful criteria for monitoring the
inverse force reconstruction process were introduzgsed on strategy 2. The normalised
misalignment was defined for the known tie rod &atens and was found to be a reliable
indicator of the convergence behaviour of the tteea process. Further, the spectral
estimation errors in the reconstructed tie rodderawere found to serve as useful indicators of
frequencies at which forces cannot be recoveredtlgxé was emphasised that both criteria
are good means to define more reliable interruptitteria for the iterative process involved
in the TDM than the expanded relative mean preafictirror (E-RMPE).
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To test the methodology discussed so far diffeexperiments were carried out considering
artificial and test bench excitation applied to 8teering system whilst connected to a test
bench. All measurements were conducted accorditigetoequirements of the in-situ blocked
force method. Considering artificial excitationstir single and multiple long-duration (20
seconds) impulsive force signatures were satigflictoecovered from noisy response
measurements conducted in-situ under normal testonglitions. Errors in the identified
forces were traced back to errors in the employRé Fheasurements or problems with
exciting the source regions in the considered aegféreedom. Despite possible errors in the
magnitudes of the reconstructed force time hissoak transient peaks in the signals were
unambiguously detected, allowing for identifyingiah source, at which time, contributed to
the observed structural responses. This informatemmot be gained with the conventional
state-of-the-art approach. Further, the experimestoowed that sufficient source
characterisation is possible by placing sensorg onlthe receiver-side, i.e. the test bench, so
that the proposed method does not require installadf sensors on the housing of the
steering system each time when the steering systeswapped as against the conventional
approach. It was discussed that the time domasitinapproach therefore is very appealing
with respect to end-of-line testing. However, aidtial research is required to investigate if
such an end-of-line test could be realised at all.

Considering source characterisation based on testhb excitations the developed time
domain in-situ blocked force method was appliedtiier first time to reconstruct time domain
blocked forces for multiple transient sources edtiby external rattle excitation. Despite
problems with measuring the FRFs between the tis to the assumed internal sources or
points on the passive receiver satisfying forceomstruction was achieved for an
experimentally applied reference force. Blockeddéotime signatures were achieved for all
assumed internal sources retaining distinct tramdematures of the sources. At this stage no
further research could be devoted to validate ¢ésenstructed time signatures. However, this
first attempt to conduct in-situ source charactgiiosm based on an alternative rattle test bench
approach has already yielded some new interestitgilsl about the characteristics of the
internal sources. Furthermore, two criteria werespnted that can be used in future
applications to identify the most dominant transiements in the achieved source signals.
Furthermore, an approach to better characterisedhsfer paths between the tie rods and all
other points on the assembly was discussed. Howkuare research is required in order to

further test the methodology in the context of tegich excited transient sound.
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The concept of Virtual Acoustic Prototyping (VAPRs'mentioned as a powerful tool that in

combination with the derived source characterisatieethod could potentially enable noise

control engineers to rank order the different im&ktransient sound sources according to their
partial contributions to the perceived interior aéd sound. In this way, engineers would be

able to identify and optimise dominant internalrses or to evaluate whether primary design
modifications on the active sources or secondatipras on the conducting passive structure
are required to minimise PF. Therefore, future asde should be devoted to developing a
detailed VAP of a steering system considering rpldtinternal sources. In this respect, the
achieved time domain source characterisation metootd be use to provide blocked force

time signatures for the individual sources of adnit length making auralisation and post-

processing convenient.
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A.2 Additional results: Inverse force identification in time domain
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A.2.1 Force reconstruction for single input single outputsystems

Sensitivity to noise in the structural response

Time domain Frequency domain Estimation errors
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Figure A.1. Numerical result for SISO system witho 5noise added to the acceleration response.
Representation of signals in time domain (a, q),gepresentation of signals in frequency domaine( h,) and
different estimation errors (c, f, B=— true signal— reconstructed response using TDM= reconstructed
force using TDM— identified force using FDM.



APPENDICES 279

Time domain Frequency domain Estimation errors
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Figure A.2. Numerical result for SISO system witb% noise added to the acceleration response.
Representation of signals in time domain (a, q),gepresentation of signals in frequency domaine( h,) and
different estimation errors (c, f, B== true signal— reconstructed response using TDM:— reconstructed
force using TDM— identified force using FDM.
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Sensitivity to noise in the structural response

Time domain Frequency domain Estimation errors
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Figure A.3. Numerical result for SISO system withh Soise added to the impulse response function.
Representation of signals in time domain (a, q),gepresentation of signals in frequency domaine( h,) and
different estimation errors (c, f, B=— true signal— reconstructed response using TDM= reconstructed

force using TDM— identified force using FDM.
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A.2.2 Force reconstruction for single input multiple output systems

Sensitivity to noise in the structural responses

Time domain

Frequency domain

Estimation errors
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Figure A.4. Numerical result for SIMO system wit65noise added to the acceleration responses.

Representation of signals in time domain (a, q),gepresentation of signals in frequency domaine( h,) and

different estimation errors (c, f, i): Quantitiexlicated bylém are obtained by the SISO recursion from Table

4.1 Wherea{D{> indicates that the SIMO recursion from Table 4.8sed.
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Figure A.5. Comparison of the time domain inversethmd (TDM) with the standard frequency domain

inverse method (FDM) for SIMO system with 5% naésleled to the responses. Reconstructed force tist@ryi

(left) and spectral estimation error in the ideetifforce (right)=— true signal— reconstructed force using
the SIMO TDM; —— identified force using the FDM.
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Figure A.6. Numerical result for SIMO system witth% noise added to the acceleration responses.

Representation of signals in time domain (a, q),gepresentation of signals in frequency domaine( h,) and

different estimation errors (c, f, i): Quantitiexlicated bylém are obtained by the SISO recursion from Table

4.1 Wherea{D{> indicates that the SIMO recursion from Tablei4.8sed.
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Sensitivity to errors in the system model
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FigureA.8. Numerical result for SIMO system with 5%pise added impulse response functions.
Representation of signals in time domain (a, q),gepresentation of signals in frequency domaine( h,) and

different estimation errors (c, f, i): Quantitiewlicated bylém are obtained by the SISO recursion from Table

4.1 whereae{l]{} indicates that the SIMO recursion from Table 4.8sed.
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Figure A.9. Comparison of the time domain inversethud (TDM) with the standard frequency domain
inverse method (FDM) for SIMO system with 5% no@m#ded to system model. Reconstructed force time
history (left) and spectral estimation error in ttientified force (right)=— true signal— reconstructed force
using the SIMO TDM,;— — identified force using the FDM.
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A.2.3 Force reconstruction for multiple input multiple output systems

Application to noise free system
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Figure A.10. Numerical results for noise free (2KMO system. Time signatures of structural resgsns

(a) and reconstructed force signatures in full4bn@,d) and as close-up (c,e); spectral estimagioor in

reconstructed responses (f) and identified forggs-&=— true signal,— reconstructed signal using TDM.

Relative mean prediction error (E-RMPE) as perforogameasure of the adaptive inversion routine (h).
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Figure A.11. Comparison of the generalised time a@ionmverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the noise free J2M@MO system. Time signatures of reconstructeatésr
(a,c) and spectral estimation error in the idemtifiorce (b,d):=— true signal:— reconstructed force using the
MIMO TDM; — — identified force using the FDM.
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Figure A.12. Numerical results for noise free (2MIMO system. Time signatures of structural resgsns
(a) and reconstructed force signatures in full-tengp,d) and as close-up (c,e); spectral estimagioor in
reconstructed responses (f) and identified forggs === true signal,— reconstructed signal using TDM.

Relative mean prediction error (E-RMPE) as perforogameasure of the adaptive inversion routine (h).
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Figure A.13. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the noise free J2¥MMO system. Time signatures of reconstructeatésr
(a,c) and spectral estimation error in the idestifiorce (b,d)=— true signal:— reconstructed force using the
MIMO TDM; — — identified force using the FDM.
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Sensitivity to noise in the structural responses
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Figure A.14. Numerical results for (2x2) MIMO systevith 5 % noise added to all acceleration respmnse
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,d)l @s close-up
(c,e); spectral estimation error in reconstructesponses (f) and identified forces (g} true signali—

reconstructed signal using TDM. Relative mean mtéxti error (E-RMPE) as performance measure of the
adaptive inversion routine (h).
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Figure A.15. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc

domain inverse method (FDM) for the (2x2) MIMO st with 5 % noise added to all responses. Time

signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b, true
signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.16. Numerical results for (2x2) MIMO systavith 10 % noise added to all acceleration respens
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,dyl @s close-up
(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—

reconstructed signal using TDM. Relative mean mtéxh error (E-RMPE) as performance measure of the
adaptive inversion routine (h).
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Figure A.17. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x2) MIMO syst with 10 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true
signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.18. Numerical results for (2x2) MIMO systavith 25 % noise added to all acceleration respens

Time signatures of structural responses (a) anohstructed force signatures in full-length (b,dyl @s close-up

(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—

reconstructed signal using TDM. Relative mean mtéxh error (E-RMPE) as performance measure of the

adaptive inversion routine (h).
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Figure A.19. Comparison of the generalised time @oarmverse

method (TDM) with the standard freqyenc

domain inverse method (FDM) for the (2x2) MIMO syst with 25 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true

signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.20. Numerical results for (2x4) MIMO systevith 5 % noise added to all acceleration respmnse
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,d)l @s close-up
(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—

reconstructed signal using TDM. Relative mean mtéxh error (E-RMPE) as performance measure of the
adaptive inversion routine (h).
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Figure A.21. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x4) MIMO sst with 5 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true

signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.22. Numerical results for (2x4) MIMO systavith 10 % noise added to all acceleration respens
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,dyl @s close-up
(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—

reconstructed signal using TDM. Relative mean mtéxh error (E-RMPE) as performance measure of the
adaptive inversion routine (h).
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Figure A.23. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x4) MIMO syst with 10 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true

signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A24. Numerical results for (2x4) MIMO systemth 25 % noise added to all acceleration respgmnse
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,d)l @s close-up

(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—

reconstructed signal using TDM. Relative mean mtéxh error (E-RMPE) as performance measure of the
adaptive inversion routine (h).

Figure A.25. Comparison of the generalised time @oarnmverse
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method (TDM) with the standard freqyenc

domain inverse method (FDM) for the (2x4) MIMO syst with 25 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true

signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.26. Numerical results for (2x9) MIMO systevith 5 % noise added to all acceleration respmnse
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,d)l @s close-up
(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—

reconstructed signal using TDM. Relative mean mtéxh error (E-RMPE) as performance measure of the
adaptive inversion routine (h).
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Figure A.27. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x9) MIMO sst with 5 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true

signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.28. Numerical results for (2x9) MIMO systavith 25 % noise added to all acceleration reseens
Time signatures of structural responses (a) anohstructed force signatures in full-length (b,dyl @s close-up
(c,e); spectral estimation error in reconstructesbonses (f) and identified forces (g} true signal,—

reconstructed signal using TDM. Relative mean mtéxh error (E-RMPE) as performance measure of the
adaptive inversion routine (h).
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Figure A.29. Comparison of the generalised time @oarnmverse

method (TDM) with the standard freqyenc

domain inverse method (FDM) for the (2x9) MIMO syst with 25 % noise added to all responses. Time
signatures of reconstructed forces (a,c) and sgeestimation error in the identified force (b,ej+=— true

signal,— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Sensitivity to errors in the system model
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Figure A.30. Numerical results for (2x2) MIMO systewith 5 % errors added to all impulse response
functions. Time signatures of structural respor{s@s@nd reconstructed force signatures in full-ter(y,d) and
as close-up (c,e); spectral estimation error iromstructed responses (f) and identified forces £g)= true
signal;— reconstructed signal using TDM. Relative mean igtdh error (E-RMPE) as performance measure
of the adaptive inversion routine (h).

True and reconstructed force (full length) (close-up) Spectral error in reconstructed forces
(a) T T T T T T T (b) 30 T T T T T
401 true ! true
——rec TD ? ——rec TD[]
= 301 - - -recFD[{ I - - -recFD||
Z
= 20
-
< 10r
0 i I TR Sl o
600 700 800 900 1000 1100 1200 555 560 565 570 575 500 1000 1500 2000 2500 3000
Samples (n) Samples (n) Frequency [Hz]
© T T T T T T : (d) T —
30+ true L ! ]
rec TD . 20 "
- - -rec FD o
= 20} rec i g
= . 0
=) 3
-, 10 NS !
< v 13 20 true
0 rec TD
\ 7 - "‘ - - =rec FD |
. . . \ . . . ~40 ; . . . .
600 700 800 900 1000 1100 1200 705 710 715 720 725 500 1000 1500 2000 2500 3000
Samples (n) Samples (n) Frequency [Hz]

Figure A.31. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x2) MIMO syst with 5 % errors added to all impulse response
functions. Time signatures of reconstructed fofees) and spectral estimation error in the idegtifiorce (b,d):

- true signal— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.32. Numerical results for (2x2) MIMO systewith 10 % errors added to all impulse response

functions. Time signatures of structural respor{s@s@nd reconstructed force signatures in full-ter(y,d) and

as close-up (c,e); spectral estimation error iromstructed responses (f) and identified forces £g)= true

signal;— reconstructed signal using TDM. Relative mean igtdh error (E-RMPE) as performance measure
of the adaptive inversion routine (h).
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Figure A.33. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x2) MIMO syst with 10 % errors added to all impulse response
functions. Time signatures of reconstructed fofees) and spectral estimation error in the idegtifiorce (b,d):

- frue signal:— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.34. Numerical results for (2x4) MIMO systewith 5 % errors added to all impulse response
functions. Time signatures of structural respor{s@s@nd reconstructed force signatures in full-ter(t,d) and
as close-up (c,e); spectral estimation error iromstructed responses (f) and identified forces £g)= true
signal;— reconstructed signal using TDM. Relative mean igtdh error (E-RMPE) as performance measure
of the adaptive inversion routine (h).
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Figure A.35. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x4) MIMO syt with 5 % errors added to all impulse response
functions. Time signatures of reconstructed fofees) and spectral estimation error in the idegtifiorce (b,d):

- frue signal:— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.36. Numerical results for (2x4) MIMO systewith 10 % errors added to all impulse response
functions. Time signatures of structural respor{s@s@nd reconstructed force signatures in full-ter(y,d) and
as close-up (c,e); spectral estimation error iromstructed responses (f) and identified forces £g)= true

signal;— reconstructed signal using TDM. Relative mean igtdh error (E-RMPE) as performance measure
of the adaptive inversion routine (h).
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Figure A.37. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x4) MIMO syst with 10 % errors added to all impulse response
functions. Time signatures of reconstructed fofees) and spectral estimation error in the idegtifiorce (b,d):

- frue signal:— reconstructed force using the MIMO TDM: — identified force using the FDM.
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Figure A.38. Numerical results for (2x9) MIMO systewith 5 % errors added to all impulse response
functions. Time signatures of structural respor{s@s@nd reconstructed force signatures in full-ter(t,d) and
as close-up (c,e); spectral estimation error iromstructed responses (f) and identified forces £g)= true

signal;— reconstructed signal using TDM. Relative mean igtdh error (E-RMPE) as performance measure
of the adaptive inversion routine (h).
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Figure A.39. Comparison of the generalised time @ormverse method (TDM) with the standard freqyenc
domain inverse method (FDM) for the (2x9) MIMO syst with 5 % errors added to all impulse response
functions. Time signatures of reconstructed fofees) and spectral estimation error in the idegtifiorce (b,d):

- frue signal:— reconstructed force using the MIMO TDM: — identified force using the FDM.



APPENDICES 299

A.3 FRAC and PAC analysis

The Frequency Response Assurance Criterion (FRAf@)esents a frequency independent
single-value measure of the correlation between rttagnitudes of any two frequency
response functions (FRAS)(w) and , respectively, the FRAC value is defined by

i [
FRACCH, H) = (A1)

h'h,)(h%h,)

where h, =H,(w) and h,=H,(«w) are vectors comprising the complex magnitudeshef t
corresponding FRFs at the considered frequency midts « in the frequency range of

interest, i.e.w,, <w <w,

min ?

and the super-scripH' denotes conjugate (Hermitian) transpose
of the respective vector. Due to the normalisatoty values of0< FRAC(H, H,)<1 are
possible. Values close to unity indicate strongredation between the magnitudes of both
FRFs for which reason the underlying measuremearishe considered to be of high quality.
However, one major drawback of this criterion ie themendous sensitivity of the FRAC
value to magnitude mismatches in the vicinity oérewslightly shifted resonances (and anti-
resonances) in the measured FRFs inevitably raguiti very small correlation values that
indicate low measurement quality although thisasmecessarily the case.

In order to better account for possible shiftshia tesonance and anti-resonance frequencies it
is advisable to employ a different quality evaloaticriterion incorporating the phase
information of the measured FRFs. In this respeetRhase Assurance Criterion (PAC) has
been found to be a helpful means [217]. The PAG tise effect of changing signs in the
phase response of the measured FRFs at resonamacastaresonances. Determination of the

PAC value is based on calculating a sign ve@tor| p (w,,). .-, R (@,,,)] for both considered
FRFs, i.e.H,(w) for i=[1, 2], and the phase sigp(w) at each considered frequency grid

point (w,,

min

<w <w,,) Is obtained by
p (@) =sgn(y (@)~ ¥ ) (A.2)

where ‘sgn{)’ denotes the signum function extracting the safithe real number expression

in the bracketsy («) is the phase angle in rad of the respective FRieqtiency«w, and
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+71/2  for compliances
Vi =3 0  for mobilities (A.3)
—-7/2 for accelerance:

is the corresponding reference phase angle thalsnge be chosen with respect to the

prevailing FRF type in order to ensure phase angdtseen-/2 and +77/2. According to

these definitions the PAC value can be calculatetha product of the corresponding phase

sign vectors by

PAC(H,, H,) =%. (A.4)

Cc

Note that the inner product of both sign vectomsstibutes a summation over all considered
frequency grid points so that the PAC value is mgaifrequency independent single-value.
Due to the normalisation to the number of grid p®inN,, PAC values between

-1<PAC(H,, H,)<1 are possible. Values close to unity indicate goodelation between

the phase responses of the compared FRFs whilesvalase to zero indicate no correlation.
Negative PAC values close to -1 denote opposits@halationships between the FRFs which

in practice can result from confusion in the signwention in the measured data [7].

Employing FRAC or PAC techniques to evaluate thas@iency of system models is in
particular useful if large FRF matrices are invalv&he single valued correlation measures
can be visualised in coloured matrices which arangred according to the FRF matrices
employed in the system model allowing quick evatmatof the degree of correlation.
Theoretically, any two according FRFs could be carag, e.g. FRFs obtained from
analytical models or numerical simulations coulceb#loyed to evaluate FRF measurements
conducted on a real structure. This however is pobsible for very simple structures such as
beam-like structures, for instance. In practiceAERand PAC procedures are often employed
by invoking the principle of reciprocity [43] to alate the degree of reciprocity between
FRF measurements. It is noted that this is onlysibs if both corresponding FRFs are

available, i.e. the direct FRA,(w) =H_(w) excited at DOFs with response measurement at
DOF m as well as the reciprocal FRA,(w)=H_ (w) excited at DOFm with response

measurement at DOF. Thus, only square FRF matrices can be evaluatainng extensive
measurement effort for sophisticated MDOF strugureuch as electric power steering

systems.



