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Abstract

Physical inventories constitute a considerable @riign of companies’ investments in
today’s competitive environment. The trade-off bedw customer service levels and
inventory investments is addressed in practice bymél quantitative inventory
management (stock control) solutions. Given thenénedous number of Stock Keeping
Units (SKUs) that contemporary organisations da#i,vguch solutions need to be fully
automated. However, managers very often judgemegratdjust the output of statistical
software (such as the demand forecasts and/orefiienishment decisions) to reflect
qualitative information that they possess. In ttasearch we are concerned with the
value being added (or not) when statistical/quatitié output is judgementally adjusted
by managers. Our work aims to investigate the &ffeaf incorporating human
judgement into such inventory related decisions dni$ the first study to do so
empirically. First, a set of relevant research tjoas is developed based on a critical
review of the literature. Then, an extended dawlodspproximately 1,800 SKUs from
an electronics company is analysed for the purpbs€edressing the research questions.
In addition to empirical exploratory analysis, anglation experiment is performed in
order to evaluate in a dynamic fashion what are dffects of adjustments on the
performance of a stock control system.

The results on the simulation experiment revealt thalgementally adjusted
replenishment orders may improve inventory perforoean terms of reduced inventory
investments (costs). However, adjustments do netnséo contribute towards the
increase of the cycle service level (CSL) andréte. Since there have been no studies
addressing similar issues to date, this researchildhbe of considerable value in
advancing the current state of knowledge in tha afanventory management. From a
practitioner’s perspective, the findings of thisearch may guide managers in adjusting
order-up-to levels for the purpose of achievingdyeinventory performance. Further,
the results may also contribute towards the dewedop of better functionality of
inventory support systems (ISS).
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Chapter 1. INTRODUCTION

1.1.Outline

This research is concerned with the effects of npo@ating human judgement into

inventory-related decisions. In particular, ‘wiecus on the case of service/spare parts
inventories. This introductory chapter describes thotivation behind this research by
placing the study in a business context. Secti@discusses the research background,
followed by the need for the research in Secti@ The aim and objectives of the research

are given in Section 1.4. Finally, Section 1.5 f&&sion the structure of this thesis.

1.2.Research background

Physical inventories constitute a considerable @itign of companies’ investments in
today’s competitive environment. According to tf%Annual State of Logistics Report,
the world is currently sitting on approximately $8lion worth of goods held for sale
(Wilson, 2011). About 10% of that value relatespare parts; according to US Bancorp,
spare parts relate to a $700 billion annual expgareli constituting about 8% of the US
gross domestic product (Jasper, 2006). Mobley (R@GBues that maintenance costs
typically account for 15-60% of the total value af end product, validating the figures
presented above with regards to spare parts expeadilhe following statistics are also

relevant: two relatively recent reports by the Atean Group (2005) and Deloitte (2006)

The use of the word “we” throughout the thesis usefy conventional. The work presented in this PhD
thesis is the result of research conducted by ththoa alone, albeit with support from an academic
institution.



identify the increasing importance of the spardgbusiness. As stated in the latter report,
the combined revenues of many of the world's largesufacturing companies are more
than US$1.5 trillion. Furthermore, on average, iservevenues account for more than 25%
of the total business. To the best of our knowledgeh figures have not been published
for the United Kingdom alone, but based on the abibis clear that small improvements
regarding the management of maintenance and ok sparts may be translated into
substantial cost savings, with a considerable dmutton to the country’s economy.
Moreover, inventories play an important role in noydng the service level and reducing
the operation cost of logistic systems. Companigs/es to ensure high customer
satisfaction, and off-the-shelf availability is ast a necessity under current supply chain
arrangements. The trade-off between customer seleiels and inventory investment is
addressed in practice by formal quantitative inggntmanagement (stock control)
solutions. Commonly, an inventory system consié@& three-stage process. Firstly, stock-
keeping units (SKUs) are classified into variousegaries based on some common
characteristics (such as underlying demand pattesiame of sales, price, importance,
etc.). Next, specific methods are used for eaclegoay in order to extrapolate
requirements into the future. Finally, various &t@ontrol formulations are employed in
order to convert the forecasts into inventory deos (when and how much to order).
Given the tremendous number of SKUs that contempaseganisations deal with, the
solutions need to be fully automated. However, caltih such systems are indeed in
principle fully automated, what most often happenpractice is this: managers intervene
in the system and use their judgement to adjudeoide on various quantitative elements.
For example, they may impose fully subjective (edpee-driven) criteria for the purpose
of classifying an SKU, based on demand frequenegahd value, or the criticality of the

items being classified (Silver et al., 1998; Nayl®®96). Also, managers often set the



boundaries of SKU classification in an arbitraryyw@.g. William, 1984; Eaves, 2002),
despite the existence of more logically coheremir@gches such as those proposed by
Johnston and Boylan (1996) and Syntetos and Bq@@5). Even more frequently, they
judgementally adjust a statistical forecast or@emishment decision. If, for example, the
forecast produced by the system for a particulal S& 10 units, then a manager may
introduce some qualitative information and amene fbrecast to, say, 15 units, thus
overriding the system. Similarly, a replenishmeatidion of 15 units may be reduced to
reflect additional information available to the rager, about, for example, some increased
competition (due to a competitor reducing theicesi likely to occur in the near future.

The process discussed above is depicted in trafimig figure (Figure 1.1).

I nventory system Stock
I holding
Classification of » Forecasting- > Stock cost
SKUs control
T T T CSL
Judgement Judgement Judgement

Figure 1.1 The incorporation of human judgement an inventory system

Although there is a growing body of empirical kneddje in the area of judgementally
adjusting statistical forecasts, there has beette lidiscussion about judgemental
adjustments neither to SKU classification; norh&t moment there a single empirical study
that explores the effects of such judgemental adjests into replenishment decisions.
This is most important in terms of developing onderstanding of the process of training
provision and design of decision support systentisth&se issues are discussed later on in

this thesis in more detail.



1.3.Need for the research

Because of the tremendous number of SKUs that e#mufacturing and service
organisations deal with, it is clear that the ineey task needs to be automated.
Automation here implies fully quantitative modelsat can run on their own without
human intervention, thus relying upon statistiggneralisable principles. Such models
rely upon past information that is available to #ystem and thus may not of course
capture contextual knowledge that managers mayepss§or example, experts/managers
may know that institutions are in the process dngje, or that a product promotion is
about to take place, that certain actions are bemgrtaken by competitors that will affect
demand for the product, or that a manufacturingpl@ra exists. The impact of these events
is specific, and cannot be included in the modéhdeised. Similarly, a variable that is
difficult to measure may be missing from the modhldgement may be used when
insufficient data is available to support statmtienethods, or situations arise where
exceptional events are known to be occurring infilwre. In practice, managers adjust the
output of automated systems by altering some digsitiand this is not necessarily a bad
thing. As Soergel (1983) and Jenks (1983) pointet ib is judgement alone that can
anticipate one-time events which, if not accounfed could have severe negative
consequences for the organisation.

Many studies have discussed the effect of humasrviahtion on statistical forecasting
models. For example, Cerullo and Avila (1975) syeee110 large companies and found
that 89% used judgemental forecasting alone omabatation of judgement and a formal
model. Klein and Linneman (1984) surveyed 500 ef world’s largest corporations and
found that the overwhelming majority of corporatenmers identified severe limitations in
using purely statistical techniques. A survey afpooations in the United States (Sanders

and Manrodt, 1994) found that 57% of respondemtsigd used judgemental methods, and



21% did so frequently. Furthermore, 45% of the oesients said that they always adjusted
their statistical forecasts and 37% did so sometirtrea study of Canadian firms, Klassen
and Flores (2001) reported that 80% of the respuisdbat used computer-based forecasts
used judgement to adjust them.

A plethora of studies look at this phenomenon gards to forecasting. However, in terms
of inventory systems, practitioners often adjust #tock replenishment order, not the
forecast. Kolassa et al. (2008) report that judgeaieadjustments of stock control
quantities occurs more often than forecast-relathdstments.

A distinction needs to be made at this point betw@esolely employing judgement as a
means of predicting the future, and ii) the useédntitative methodologies adjusted by
managers in order to reflect qualitative informatitn this research we refer to the latter,
and although there are numerous studies that lodkisaphenomenon when it comes to
forecasting, there are no studies at all that ewami) the effects of judgementally
adjusting classification rules, ii) the effects joidgementally adjusting replenishment
decisions, and iii) the cumulative effect of adjugtmore than one aspect of the system
under concern. In this research we are concernéd thie effects of judgement on
replenishment decisions.

This constitutes precisely the purpose of this Pegearch, which aims at analysing the
effects of judgemental adjustments into inventooptool. Since this research includes
elements of Operations Management (OM)/Operatidedearch (OR) and behavioral
aspects of decision-making, it should contributed advance knowledge in the field of
behavioural operations. Croson et al. (2013) ardgbhatdresearch in behavioural operations
analyses decisions and the behaviour of individsialall groups of individuals to gain a
deeper understanding of operations processes, akd better recommendations on how

to design and improve the operations processeghdturore, Bendoly et al. (2006)



reported that this field of study should be very cmuassociated with inventory
management and production management; howeveristhie first study that attempts to
do so and currently (and as discussed above)etbabkt of our knowledge, there is not a
single paper in the academic literature that adeethis issue.

We do so by means of analysing an extended emipidatabase coming from the
electronics industry. Managers in the company unc@msideration adjust inventory
quantities, often providing a qualitative justificea for their action. Linking the effects of
adjustments to the justification provided for sachustments has never been discussed in
the academic literature before; this linkage (o® d@wn) is perceived as a major
contribution of the thesis.

The fact that this work is based on a single casebe justified partly by the lack of any
previous research in this area, but mostly on #msiivity of the information required to
perform such a study. Adjustments reflect a maniagersonal opinion and such data
cannot be easily retrieved. In addition, and aslvalexplained later in this report, the very
construction of the database was a very diffickéireise since the company provided only
fragmented information which needed to be constrelgt put together.

The company under discussion represents the Eurdpeastics operations of a major
international electronics manufacturer. The erdatabase relates to service parts used for
supporting the final pieces of equipment (suchraggrs) sold in Europe. This category of
items is very difficult to control as the majority these items are in very low (intermittent)
demand and tend to be expensive due to high stovasiments (Martin et al., 2010). The
researchers under concern reported that the gatargitmodels and forecasting techniques
described in the literature are not sufficient tmtcol spare/service parts inventories and
new avenues for contribution in this area shoulglesise the qualitative aspects of the

problem as wellThe same of course is true for all intermittent dachitems; although the



database available for the purposes of this resaafates to service parts, there is a safe

extension of our discussion and findings to akintittent demand products.

1.4. Aim and objectives

This study aims to explore the effects of incorpogphuman judgement into inventory

decision-making. From a theoretical perspectiveettetremendous scope for contributing

and further advancing the current state of knowdedgnce there have been no studies

addressing this issue to date. From a practitisnegtspective, the findings of this research

result into tangible suggestions and recommendationinventory managers of service

parts and beyond, in addition to the obvious ingtlans for decision support systems

design and improvement.

The aim of the research is reflected in the follugvobjectives:

1. To critically review the literature on how judgeneelates to the main functions of an
inventory system.

2. To assess the implications of judgemental adjustsnem real data, focusing on
replenishment orders.

3. To link the performance of adjustments with the agers’ justification for introducing
such adjustments in the first place.

4. To understand for the first time how managers ddpentory-related decisions.

5. To evaluate the circumstances under which humagejmeént leads to performance
improvement.

6. To derive a number of insights with regard to pcattapplications and a number of

suggestions for improving the functionality of sedire packages.



1.5. The structure of the thesis

The remainder of this thesis is organised as fallow

Chapter 2 provides a literature review of issues related demand categorisation,
forecasting and stock control. Each element of ithentory management system is
presented under a separate section of the chdfiterliterature review focuses on the
intermittent demand context since the empiricaladased in this research relates to
service/spare parts. Such SKUs are known to be stlnmvariably characterized by
intermittent demand structures.

In Chapter 3the issue of judgemental adjustments into an itorgrsystem is discussed.
The relevant part of the forecasting literatursvidely reviewed along with the very few
contributions that have emphasized demand categiornsas well as stock control. This
chapter also discusses learning and forgettingctsffen the manufacturing domain
(because of its relevance to the focus of thisare$g, and presents a state of the art into
the new paradigm of inventory management. Inforomatebout enterprise resource
planning (ERP) systems is also provided as thikslito the case organisation. The
company under concern perform inventory managemngsé¢r an ERP solution and in that
respect a clear understanding of how such solutipesate (in particular with regards to
inventory management) is viewed as imperative tovipge. Finally, a theoretical
framework for this research is also presented.

Chapter 4outlines the case organisation, the constructioth@ empirical database used
for experimentation purposes and the research iqusestdeveloped to guide the
experimental part of the empirical investigationheTresearch methodology is also
discussed in detail in this chapter.

In Chapter 5 the empirical data analysis (based on the the&frynventory systems

presented in Chapters 2 and 3, and the researcdtianse generated in Chapter 4) is



discussed. A simulation experiment is developedHterpurpose of addressing the research
questions.

Finally, Chapter 6focuses on the conclusions of this research, gaftins of our work for
real world practices, the limitations associatethwiur research and important avenues for
further work in this area.

The organisation of this thesis is pictorially regented in Figure 1.2.

Chapter 1:
Background and the need for the research

A 4 A 4

Chapter 2: Chapter 3:

An overview of inventory systems Judgemental adjustments in ar
inventory systel

\ 4

Chapter 4:
Empirical data and research methodo

A 4

Chapter 5:
Empirical data analys

A 4
Chapter 6:
Conclusions, implications,
limitations and future research

Figure 1.2 The organisation of the thesis



Chapter 2. AN OVERVIEW OF
INVENTORY SYSTEMS

2.1.Introduction

This chapter sets the context of our investigaligrpresenting an overview of the typical

operation of an inventory system. Issues relatejudgemental adjustments in such a
system are discussed in detail in Chapter 3.

As discussed in the previous chapter, SKU clasgifa, forecasting and inventory control

are important elements of an inventory system. Eal@dment relies upon a set of

appropriate methods in order to produce the firaligion. For example, with regards to
forecasting, many quantitative and qualitative niodeay be used. Managers/practitioners
need to decide on the most appropriate ones byidmyirgy the characteristics of demand
patterns. Alternatively, the software package magmatically select such a model.

The overview of inventory systems is depicted igufe 2.1, followed by explanatory

discussion.
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Figure 2.1 An overview of a typical inventory syste

Demand classification methods have been extensmslyussed over the years (by, for
example, Johnston and Boylan, 1996; Eaves, 200&e&g and Boylan, 2005 and Teunter
et al. 2010; we return to this issue in sub-sesti@r?.1 and 2.2.2 to discuss in detall
methods of demand classification). The purposeeaiahd categorisatioris to decide on
the appropriate forecasting and inventory contrethuds to be used for each selected
category to extrapolate requirements into the &uamd decide on replenishments actions
respectively. With regards to the forecasting taskparticular, systems to support or
facilitate such a task (forecasting support systesnd-SS) have also been developed to
improve the performance of forecasting (selectibguantitative methods or indication of
the need for qualitative input). The output of fbeecasting process constitutes the input
into stock control systems. For the performancdhef entire system is then typically

reflected into two main things: inventory costs aedvice levels achieved.

“The words ‘categorisation’ and ‘classification’ arged interchangeably in this thesis.

11



In an inventory system, every stage (demand claasdn, forecasting, and stock control
decision-making) maybe completely automated, otspairthe process may be decided or
adjusted by managers. For example, a manager mpgsanparticular categorisation
criteria and cut-off values, while the forecastargl stock control tasks are fully optimised
by the software in use. Alternatively, the softwam@ay be used to determine demand
categorisation and stock control decisions whikedasting operates in a semi-automated
fashion with judgemental adjustments; and all th@lginations thereof. Furthermore, both
the tasks of forecasting and inventory controldadtrce various possibilities for human
intervention. Managers may intervene in the proagfsselecting the methods, or the
parameters of the methods to be used or both, diti@a of course to directly adjusting
directly the forecasts or replenishment decisidmsmiselves. In this research we are

concerned with the intervention in the final outpfithe system.

2.2.Demand categorisation

A demand classification scheme constitutes an gakabement of an inventory system
since it benefits the decision-maker in terms dfidiag the appropriate forecasting and
stock control methods to be used on the right peted(Boylan et al., 2008; Syntetos et al.,
2009a). Since the organisation deals with a langeber of SKUs, with a variety of

characteristics, it is not effective to evaluatenthon an individual basis. SKUs with
relatively similar characteristics need to be gemipnto categories in order to facilitate
decision making and allow managers to focus thi@n#don on the most important ones.
The following sub-sections discuss issues relateddémand categorisation and how

demand categorisation procedures develop, basddrmand characteristics.
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2.2.1.ABC classification scheme

Demand can be classified according to a numbeaaibfs, such as the underlying demand
characteristics, criticality, and cost. One comniygpe is the ABC (Pareto) classification
scheme. Silver et al. (1998) explained that a Baegtort lists the SKUs in descending or
ascending order based on demand frequency, denwdmehes or demand profit, and then
divides the ranked SKUs into relevant categoriege@ory A is assumed to consist of the
most important SKUs and therefore requires thedsgkervice level, category B contains
SKUs of moderate importance, and relatively uningoar SKUs are placed in category C
(Lengu, 2012). However, in the spare/service peotgext, the C items may become an
important or critical category if managers consithter carrying cost of such items within
the inventory. As the majority of spare/servicetpasre demanded in relatively low
guantities in every period (less than once per moheunter et al., 2010) and because
obsolescence is highly likely, such items may inderd up being more important than A
items.

ABC classifications based on demand frequency/velane often used in conjunction with
other criteria; the value (SKU cost x quantity reed) criterion is the most commonly
applied one. Originally, the ABC classification waesigned for three classes; the method
can, however, be extended to include more. For plgrdyntetos et al. (2009a) addressed
the issue of demand classification for the purposesuggesting forecasting and stock
control policies for increasing service levels aaducing stock-holding costs in an after-
sales business context. This study investigatea fdlatn a manufacturing company which
initially classified its products into six categesi based on demand frequency.

ABC classifications typically rely upon a singleiterion. However, multi-criteria
classifications have been developed to accountlhfercertainty of supply, the rate of

obsolescence, lead time, cost of review and reghement, design and manufacturing
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process technology, and substitutability (see Elgres and Whybark, 1987; Partovi and
Burton, 1993; Buzacott, 1999; Ramanathan, 2006;2807; Zhou and Fan, 2007; Chen et
al., 2008). Moreover, various multi-criteria metlotafjies have been considered, including
weighted linear programming, the analytic hierarphycess (AHP), and operation-related
groups (ORG). An alternative to multi-criteria medologies is to use multiple way
classification, e.g. a two-way classification byghase cost and demand value (Teunter et

al., 2010).

2.2.2.Demand characteristics

SKUs can be classified into relevant groups bagsedhe characteristics of demand (for
example, number of orders for a particular perideinand size, and lead time between
demands). We now examine a number of studies wtlistuss various categorisation
procedures based on demand characteristics.

Williams (1984) proposed classification methodsr (fonstant and variable lead time)
based on the variance of demand during lead tinieL{D). The variance of DDLT is
composed from three factors: the number of ordeesdemand size of these orders and the

length of the lead times. By considering the mesat ItimeL, the mean demand arrival

2
rate (Poisson)., and the squared coefficient of variation of demaizes%, the demand

for constant lead time (variance)£0) is categorised as shown in Figure 2.2 (theftut

values constitute a managerial input).
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Figure 2.2 Williams’ categorisation scheme
(source: Williams, 1984, pp. 942)

The intermittence of demand is indicatedzl?yThe higher the ratio, the more intermittent

demand is% indicates the lumpiness of demand. The higherahe, the lumpier demand

iIs. Lumpiness depends on the intermittence andabiity of the demand sizes. The

classified into three categories using the param;lgeand% category A, and C - smooth;
category B - slow moving; category D1- sporadi¢egary D2- highly sporadic.

Two demand categorisation methods for non-con$tault times were developed from this
study. The first is constructed based on the sizihe three summand factors discussed
above, and classifies demand into smooth, slow-ngyvsporadic, and sporadic with
highly variable lead time. The second method assum in any lead time, demand has a
probability of being zerop) and if it is non-zero, it equals a random vaealy). The
product is classified using andc§ (squared coefficient of variation of non-zero dedja
as slow-moving demand fi0.25 anc;<0.4 and sporadic demandoi#0.7 andc;>0.4.

This study did not intend to develop a generaliseldtion as the break-point values used

for the categorisation parameters were decideddbase¢he characteristics of the particular
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sample used in the study. It is therefore queshilenashether this classification would be
effective when used to classify SKUs in other detasin addition, these break-points are
defined without considering the relative performainé different forecasting methods and
inventory policies.

Eaves (2002) developed a demand pattern classiicatheme based on three lead time
demand components discussed above: i) transadciaability, ii) demand size variability,
and iii) lead-time variability. This study used demd data from the Royal Air Force
(RAF) and found that it was not sufficient to digfilish a smooth demand pattern simply
on the basis of transaction variability. Figure &ws the Eaves categorisation scheme
(that evolved from that developed by Williams, 1p8&#Aich divides demand patterns into
smooth (category A), slow-moving (category B), gutar (category C), erratic (category
D1), and highly erratic (category D2). The cutotilves were decided based on the
characteristics of the particular demand datased aufficient sub-sample size
considerations. The cut-off points were as follotvansaction variability: 0.74; demand

size variability: 0.10; lead time variability: 0.5.

Demand size variability

|

0.10
A C

0.74

Transaction B D1
variability

D2 0.53 Lead-time variability

Figure 2.3 Eaves’ categorisation scheme
(source : Eaves, pp. 127)

16



The objective of the demand categorisation metlobdse above two studies was to define
the appropriate forecasting and inventory contrethads for the resulting categories. The
boundaries of the demand categories were deternairelarily by the managers at which
point estimation procedures and stock control nethwere selected in order to forecast
future requirements and manage stock efficiently.

Syntetos and Boylan (2005) established a more &bgjgproach than that presented above,
based on the work conducted by Johnston and Bq§296). The demand categorisation
procedures suggested rely on the premise thateferpble to first compare alternative
forecasting (and stock control) methods for theppae of establishing regions of superior
performance and then classify the SKUs based onethdts. That is, if the purpose of
demand classification is indeed to select the rapptopriate forecasting and stock control
methods, then we should start from these methodsbgnmeans of comparing them
identify regions of superior performance. Classificn then naturally follows in a
meaningful manner. The work of Johnston and Boyl#96) considered simulated Mean
Squared Errors for the purpose of comparing altemdorecasting methods (Croston’s
method (Croston, 1972) and Single Exponential Shingt SES) resulting in the
identification of the average inter-demand interaslan important classification parameter
(to distinguish between intermittent and non-intiétent demand). Syntetos and Boylan
(2005) took this work further by means of analysthgoretical MSE expressions and
identifying an additional classification parametbiat relates to the variability of the
demand sizes, when demand occurs. The rule propese@mpirically validated on 3,000
intermittent demand series from the automotive stigu

The theoretical rule is expressed in terms of tpgased coefficient of variation of the

demand sizesdv 2) and the average inter-demand inten@l The methods compared
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were: Croston, SES and the Syntetos-Boylan Appration (Syntetos and Boylan, 2005).

The rule results in a four-quadrant solution présgim Figure 2.4.

»
|

l p = 1.32 (cut-off value)

Syntetos & Boylan Syntetos & Boylan

1 2
—
CV?=0.49
Croston Syntetos & Boylan
3 4

Figure 2.4 Syntetos and Boylan categorisation sehem
(source: Syntetos et al., 2005, pp. 500)

There is a direct suggestion now of the forecastieghod to be used in each category. In
addition, the cut-off points are the outcome ofeaeyalised analytical comparison (albeit
under specific modeling assumptions).

Kostenko and Hyndman (2006) revisited the categbos procedure proposed by
Syntetos and Boylan (2005) in terms of some apprate simplifying assumptions that
permitted the easy four-quadrant approach preseabemve, and suggested a linear
function for separating between Croston and theedgs-Boylan Approximation (which is
discussed in detail sub-section 2.3). Heinecke let(2013) conducted a simulation
experiment to empirically investigate the perforcaamf the above discussed procedures
using more than 10,000 SKUs from three differemtustiries (electronics, military, and

automotive). The results indicated that the categbon scheme proposed by Kostenko
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and Hyndman (2006) performed well but it is quesdllle whether the small gains in
accuracy improvement worth the additional complegitthe scheme.

Syntetos et al. (2009a) conducted a study on deroaregdjorisation for a European spare
parts logistics network, in order to facilitate t#en making with respect to forecasting
and stock control, and to enable managers to fuweis attention on the most important
SKUs. This research considered the cumulative ddnfeequency versus cumulative
demand value (demand value = SKU cost x quantgyired) as a demand classification
parameter. This scheme resulted in six categoriegems with each category being
associated with a specific treatment in terms oédasting and stock control.

Syntetos et al. (2010a) suggested that it is inaporfor organisations to classify their
SKUs in order to assign higher service-level taygetsome critical-item categories and
identify obsolete SKUs that are very slow movingthat study, the researchers conducted
a demand categorisation of 2,156 SKUs using the AB&eto) classification based on
their contribution to profit (sales volumes x nebffi). The results revealed the scope for
improving the system through increased managetta@hton to the best selling items and

also to obsolete SKUs.

2.3.Forecasting

Forecasting is the process of making predictionsuaievents that will happen in the
future. In business, demand forecasting is theskfasiall planning and control activities.
In an inventory context, based on the underlyingnaied patterns of products, forecasting
procedures are generally divided into fast-movimgl &low-moving demand methods.
Fast-moving demand is associated with a regularadenfor an item (in other words,
demand occurs in almost every period (e.g. prodoadays, weeks, or months)), whereas

slow-moving demand is associated with sporadigityen some (many) time periods show
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no demand at all. The latter is also known as &rnmttent demand pattern (Silver et al.,
1998; Syntetos and Boylan 2001; 2005; 2006; Wilienea al., 2004).

Many forecasting procedures for fast-moving iterasehdeveloped and are regarded as
well established methodologies. These are commdbalsed on the assumption that
demand follows the normal distribution. Howeveis thssumption is inadequate when the
forecasting method is applied to an intermittemhded pattern, since such demand occurs
sporadically, sometimes with a high variability démand size (i.e. a lumpy demand
pattern). Numerous studies have considered théstgtat distribution of intermittent
demand items. Syntetos et al. (2012) conducted rggssdof-fit tests of various statistical
distributions (Poisson, Negative Binomial Distriloat [NBD], Stuttering Poisson, Normal,
and Gamma) by employing the Kolmogorov-Smirnov ,teahd investigated the
implications of particular distributions on the cftocontrol performance. Three empirical
spare parts datasets were used for the empiriedysas and it was found that the Negative
Binomial Distribution (NBD) performs best in an gmory context.

The aim of the forecasting task is to provide tlaeameters (mean and variance) of a
demand distribution over lead-time (the intervatween a replenishment order and its
arrival in the inventory) for facilitating the stocontrol decisions. Thus, it is important to
decide on an appropriate forecasting proceduredoasehe characteristics of the demand.
The empirical dataset used in this research relatesrvice parts data provided by the
European logistics head office of an electronicswuf@cturer. Since demand for service
parts arises whenever a component fails or requaglsiccement, such items are typically
slow-movers or intermittent in nature (Martin et 2010; Syntetos et al., 2012). When a
demand occurs, the demand size may be constantagable, perhaps highly so
(Nikolopoulos et al., 2011; Syntetos et al., 2008@10a, 2010b; Teunter et al., 2011). In

addition, the items in this demand category arerofat greatest risk of obsolescence
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(Porras and Dekker, 2008; Nikolopoulos et al., 2011 the following section, we will
discuss intermittent demand procedures as thedeongetare relevant to the empirical data
used in this research, whereas a discussion ofdst@g methods for fast-moving demand

can be found iM\ppendix A

2.3.1.Quantitative methods

Quantitative methods are based on algorithms ofingrcomplexity to analyse historical
data typically available in a time series formattfee specific variable (s) of interest. Most
commonly, this means that a time series of demafatmation is available and analysed
for the purpose of extrapolating requirements itite future. Quantitative forecasting
methods are used when sufficient information islalke and when it may be reasonably
assumed that whatever happened in the past wdl @dssist into the future. The word
‘sufficient’ needs of course to be qualified. Thiespends on which method is to be
employed. For example, if we are to consider am®dsforecasting method then a few
years of complete histories of demand need to bdadle in order to estimate the annual
seasonal pattern.

The estimation procedures typically used in the afeintermittent demand can be divided
into two categories (Lengu, 2012): i) the methdust testimate the mean demand level
directly (e.g. single exponential smoothing (SESJ aimple moving average, or SMA),
and ii) those that build demand-level estimatesmfiapnstituent elements (e.g. Croston’s

method, Syntetos and Boylan Approximation or SBA).

2.3.1.1.Simple Moving Average (SMA)

One of the averaging methods commonly used forrmteent demand is the simple
moving average (SMA) method. According to this noeththe forecast for the next time
period (or for any period for that matter, duehe tnderlying stationarity assumption) is

the average of th@ most recent observations. In every time period ,thbe oldest
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observation is dropped and the most recent ongciaded (Makridakis et al., 1998). Sani
and Kingsman (1997) conducted a simulation study tompared various forecasting
methods (including Croston method and SMA). Thealgsis used multiple criteria (cost

and service level), and found that SMA providedlibst overall performance.

2.3.1.2.Exponentially Weighted Moving Average (EWMA)

Exponentially Weighted Moving Average (EWMA) or 8la Exponential Smoothing
(SES) is perhaps the most commonly used method intarmittent demand context due
to a combination of its simplicity and robustne¥®giliemain et al., 2004). This method
implies the assignment of exponentially decreasveghts as the observations get older,
and updates estimates in every inventory reviewogewhether or not demand occurs
during this period (Makridakis et al., 1998). (Qtlierms of exponential smoothing have
been developed for demand patterns that may cotrmad and/or seasonal components.
Intermittent demand may indeed be associated with somponents which are impossible
though to identify due to the presence of zeroassuch we rely upon level type methods.)
If y, is the demand during perigadthen the SES estimate of demand during pdriod
(product at the end of periaylis given by

Vi = Yt aeg=ay. + (1 — @)y,

wherea is the smoothing constant value usedo€l¥) ande the forecast error in peridd

2.3.1.3.Croston’s method

Croston (1972) identified the inadequacy of expdiaérsmoothing in dealing with

intermittent demands; this relates to an upward bfathe method resulting from placing
most weight on the most recent observation. Follgna demand occurrence then, the
forecast is unnecessarily high leading to potdmgtiaéry high replenishments and extra
stock. Croston’s method builds demand estimate® ftonstituent elements, namely the

demand sizes and the intervals between demandrences. Exponential smoothing is
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applied to each of the constituent series by updatnly at the end of demand occurring
periods. The following notation is used to defimeston’s method mathematically:

¥ = x:z; =demand for an item at time

z; = size of demand

x; = binary indicator of demand at time

z, = Croston’s estimate of mean demand size

p, = Croston’s estimate of mean interval between deina

g = time interval since last demand

a = smoothing parameter

If
ye =0
Zt = Z;—l
Pt = Dea
q=q+1
else

z, = 22—1 + a()’t - Zl':'—l)
pi =Pe-1 +a(q = pr1)
q=1
Combining the estimates of size and interval presithe estimate of mean demand per

period:

yi ==+
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The method updates the estimates after demands dcaueview period has no demand,
the method just increments the count of time peristhce the last demand with no
updating.

Croston assumed demand to occur as a Bernoullepspcendering the intervals between
demands independent and identically distributedh whe demand sizes also being
assumed to be independent and distributed bast#tdarormal distribution.

Croston’s concept has been claimed to be greatevidu manufacturer that deal with
intermittent demand and available in ERP type smui{Syntetos and Boylan, 2001;
Teunter et al., 2011). However, this method haadiiantages as it is positively biased
since the demand size and the inter-demand inteatial fail to produce accurate estimates
of demand per time period (Syntetos and Boylan1200he biased is true for all point in
time and issue points only. Moreover, Croston padace is not updating after periods with
zero demand renders the method unsuitable forradpadith obsolescence issue (Teunter et
al., 2011).

Leven and Segerstedt (2004) presented a modificafithe Croston method which can be
applied to both fast-moving and slow-moving items,aaccording to them, can be useful
as a practical forecasting method. The modifieds@m (MC) for mean demand is as

follows:

o X, .
dp=dp-1t+a (m - dn—1>

wheren = is an index counting the periods in which demandurs;X,,, the measured
demand quantity during theth period in which demand occurg,;, the time period in
which the quantityx,, is demandedi,,, the forecasted (mean) demand rateclaculatecat th
end of periodl;,; @, a smoothing constant.

The MC method was reviewed by Boylan and Synte2697) who found that there is an

invalid measurement when calculating forecast amurThis study also found that MC
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method has a higher mean square forecast error @naston’s method. Furthermore,
through a simulation experiment, the authors idiexctia biased forecast in the MC
method, especially for highly intermittent seriediich found that the bias of the modified

Croston estimator is greater than the original @msethod and also the bias of SES.

2.3.1.4.Syntetos-Boylan approximation (SBA)

Syntetos and Boylan (2001) showed that Crostortisnator is biased, and developed a
modification to his method. The authors found thamistake was made in Croston’s
mathematical derivation of the expected demandnasti (Syntetos and Boylan, 2001).

Croston’s expected estimate of demand per periaddnze:

. z\ _ E(z)
E t == E s = "
(}’ ) <pt> E(p.)

The bias arises because, if it is assumed thamattis of demand size and demand

interval are independent, then

(E)eroe(y

i) * 5
E\—]# -
Dy E(p,)

thus indicating that Croston’s method is indeedséia(Syntetos and Boylan, 2005). The

but

SBA was then developed to outperform Croston’s owtihe new estimator of mean

demand is as follows:

w=(1-9%

wherea is the smoothing constant value used for upddtiegnter-demand intervals.
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A number of studies assessed SBA as superior tet@rand a very robust forecasting
method (see, e.g., Eaves and Kingsman, 2004; $gmed Boylan, 2006; and Gutierrez et

al.,2008).

2.3.1.5.Teunter-Syntetos-Babai (TSB) method

Teunter et al. (2011) developed a new forecastieghad for intermittent demand that
incorporated inventory obsolescence in its modkis Thodel is a modification of Croston
method. The difference between these methods ispwiroston method updates demand
interval, the TSB method updates the demand prbtyapnverse of demand interval). In
other words, TSB model is using separate simpl@maptially smoothed estimates of the
demand probability and the demand size. Since deénpaobability can be updated in
every period, this method is unbiased and can bd tsestimate the risk of obsolescence
(although in fact it cannot prevent obsolescenceptetely) as well as relate forecasting to
other inventory decisions. This method achievesigh tilexibility by using different
smoothing constant for demand size and demand IpildpaThe new estimator of mean
demand and the probability of demand occurrenes isllows:

Ifp, =0: pr =pi—1 + B0 —pr_1), 2zt = 2e4, Y = pi7{

fpe=1:pi=pi1 +BA—piy), zi =21+ a(z; —2_4), Y =piz;

where

y: :Demand for an item in peridad

y; :Estimate of mean demand per period at the endrafcpefor periodt + 1.

z; *Actual demand size in periad

z{ :Estimate of mean demand size at the end of périod

p: :Demand occurrence indicator for peripgo that

_ {1 if demand occurs at time t
‘ 0 otherwise
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p: : Estimate of the probability of a demand occurreaicine end of period

a, B : Smoothing constant {Ox, f<1).

A special case of the TSB model is when both smiogtbonstants are set to one£ § =

1); then TBS giveyy; =0 if p, =0 andy; = y;if p, = 1. Thus, the TSB method is
identical to the naive method, a forecasting methatl uses the last observed demand as

the forecast for future periods.

2.3.1.6.Bootstrapping method

Bootstrapping, introduced by Efron (1979), is aamepling method that exploits the
similarities of the population sample for statigtianference (estimating the mean,
variance, confidence intervals, and other stasistiBasic bootstrapping is also commonly
referred to in statistical literature as ‘case ngsiéng’. Basically, the procedure constructs
an approximate population by replicating the samibgiivalently, the original sample is
viewed as the population and a sampling proceds neglacement is introduced (Syntetos,
2001).

In more detail, the procedure may be explainedodews: suppose we have a sample
x = (x4, X3, ..., X,) Which has been drawn randomly from an unknowrridigion F (x is

an independent and identically distributed varipblEhe problem is to estimate the
unknown population parametgg. A bootstrapped sample is drawn with replacememh f
the original observations and the parameter ofastes estimated;- ;. This procedure is
repeated times and finally we approximate the distributidrtlee estimates ofy, yz, by
the bootstrap distributic(lerF,l,yF,z, ....,37F,k). The bootstrap point estimate for the mean
and standard erros.g) of the parameter of interest to us can then brilzded as follows:

B PR IR,
VF —
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Z?:l(j;F,j - yF)
k—1

s.e.(Yp) = [

A few parametric bootstrapping approaches have Heearibed in the academic literature
to deal with intermittent demand (e.g. Snyder (399%ing the parametric bootstrap
method to approximate the lead time demand digtaby Moreover, in the area of
inventory management, Wang and Subba Rao (1992) basic bootstrapping for the
purpose of deriving reorder points, and found ttke procedure performed well in
comparison with normal distribution and other meyaegardless of whether the demand
was independent or auto-correlated. Bookbinderlammdahl (1989) also suggested that it
is preferable to use the basic bootstrap procedutese situations where a ‘non-standard’
(e.g. a bimodal) demand distribution is suspected.

Willemain et al. (2004) developed a modified bawsgst method for forecasting the
distribution of the sum of intermittent demand oaefixed lead time. A two-state Markov
process was used to estimate transition probasiliand to generate a sequence of
zero/non-zero values over a forecast horizon. Titexing process is designed on a non-
zero demand value to allow greater variation (ttieat observed) around larger demand.
The distribution of intermittent demands over atidead time is obtained by repeating the
steps of the bootstrap approach. A comparison legtvilee bootstrapping approach and
other intermittent forecasting methods (exponengialoothing and Croston method) in
conjunction with the normality assumption was cartdd using datasets from nine
industrial companies. The analysis found that thetstrapping method produces more
accurate forecasts of the distribution of demaner @ fixed lead time than exponential
smoothing or Croston’s method.

As previously discussed, this thesis uses servarés plata from a European logistics

company. This case organisation implements an E&fkage, SAP R/3 (this issue is
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discussed in sub-section 4.5) the material manage(MM) module of which is used to
control their inventory system. Many intermittergngand forecasting methods have been
developed over the years, and the SAP/ R/3 softhasecontained time-series forecasting
methods (such as SMA and exponential smoothinghtqabs), whilst the Croston method

is included in an upgraded version of the softW&®P APO).

2.3.2.Qualitative methods

When quantitative information is not available agn#ficant changes in environmental
conditions affect the relevant time series, quaigamethods constitute an alternative for
predicting the future. Qualitative or judgementaleicasting techniques generally rely
upon the judgement of experts to generate forecsesadvantage of such methods is that
they can identify systematic change more quicklg arterpret better the effect of such
change on the future. There are many methods tlaat e classified as qualitative,
including historical analogies (this method attesnjot find analogies between the thing to
be forecast and some historical event or procedssaapplied to forecast the sales of new
product or new service), the Delphi method (thighod seeks to rectify the problems of
face-to-face in the group of experts, and grass-aoalysis (this method is projection of
estimates by grass-root level people like salexefowho are close to consumer
(Makridakis et al., 1998; Hanke and Wichern, 2009).

A pure judgemental technique is a forecasting nekthhich involves no overt
manipulation of data; only the judgement of theetaster is used. One of the commonest
methods is the ‘jury of execution opinion’. Undarstmethod, a company brings together
executives from sales, production, finance, purcigaand administration so as to achieve
a broad coverage in experience and opinion. Tharddges of this approach are that it
provides forecasts quickly and easily, it does remuire the preparation of elaborate

statistics, and it brings together a variety ofcsplesed viewpoints. In some circumstances,
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this is the only feasible means of forecastingeemlly in the absence of adequate data, or
when substantial changes are taking place in thegoement. It is also possible to make
the forecasts become a reality. One of the maiwlakiaks of this approach is that it puts
the estimators in personal contact with one anotfiére weight assigned to each
executive’'s assessment will depend in large partthen role and personality of that
executive in the organisation. Thus the greategjhwevill not necessarily be given to the
assessment made by the executive with the bestriafeon or the best ability to forecast
the future.

Although qualitative methods are commonly appliednidustry, there has not been (to the
best of our knowledge) not even one study thatudses such applications in the context

of intermittent demand.

2.4.Forecasting support systems (FSS)

Company managers often use computerised supporensysto produce forecasts of
demand for their products (Goodwin et al., 2011s0kware package which is developed
to support the forecasting function is called aefasting support system (FSS). These
computerised support systems have been developgtlyréor fast-moving demand items.
However, recently, the results of intermittent dachaesearch have been implemented in
software products (Fildes et al., 2008). Similady) intermittent demand forecasting
system (IDFS) was designed by Petropoulos et GL3R The actions of individual users
of an experimental demand forecasting support systere analysed by Goodwin et al.
(2006). This study found that those who devotedamyd proportion of their time
familiarising themselves with the FSS before apulyit to a trial set of data tended to

achieve more accurate forecasts. This study shiosigtiere can be considerable variation
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in approach among those using FSS, with choiceingnid be dependent on the level of
familiarity.

In the context of judgementally adjusted forecadigkolopoulos and Assimakopoulos
(2003) and Fildes et al. (2008) stated that FS#&esled to enhance the adjustment process
and to combine the statistical forecasts and tdggmental adjustments more effectively.
These systems should be designed to take into acdbwe possible integration of
judgemental and statistical forecasts, to enabteubers to intervene efficiently in the
system (Fildes et al., 2006; Lawrence and O’'Con@005). Moreover, Goodwin et al.
(2011) argued that support systems are intendedotobine the strengths of human
judgement with those of machines; hence a systempcavide guidance as to when
judgemental inputs are most appropriate.

McCarthy et al. (2006) also suggested that one itapb area of future research is the
design of forecasting support systems that com$iatstical forecasts and the judgement
of experts. Such combinations have proved to bet moscessful in providing high
forecasting accuracy. However, how these systerdsrelated organisational processes
should be designed is not well understood. Decisigrport generally suggests two basic
approaches: (1) restriction of the forecastersiomst and guidance through the forecasting
process (for example, the system prevents usems ddjusting an automatically produced
forecast), and (2) guidance through the forecagimgess (the selection of the forecasting
methods, outcome feedback, or forecasting accuvamyg explicitly explained, especially
to the untrained user).

Recently, the impact of special events and integrabf judgemental intervention on
forecasting has been considered in the developofeatmodern FSS (Petropoulos et al.,
2013). Nevertheless, there is no single acadenbtigation which discusses computerised

support systems for judgemental adjustments okstontrol decision making.
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2.5. Stock control system

Inventory control is an essential function in theg@ly chain because of the mismatch
between supply and demand. It determines the safetk that needs to be kept (and the
resulting replenishment quantities both in termghefr size and timing) in order to ensure
that products are readily available (with a spedifprobability to meet the service-level
targets) when the customers require them. Thermarg types of inventory, such as those
pertaining to raw materials, work-in-progress prddy and finished goods held by
suppliers, manufacturers, distributors and retsilér this research, we are interested only
in methods that deal with finished goods invengrialthough service parts are not
finished products, they are indeed treated as skulthermore, the inventory plays a
significant role in the supply chain’s ability tapport a company’s competitive strategy; if
this strategy requires a very high level of resparsess (high customer service level) the
inventory can be used to achieve this by locatemgd amounts of stock close to the
customer. Below we define various terms in ordebéoable to explain the inventory
system process:

1. On-hand stock

This is stock physically available in a compang#bisfied demand. The amount can never
be negative. If a company stocks a large numbg@raducts, the probability that demand
will be satisfied is high. However, increasing tamount of on-hand stock will also
increase the carrying costs. To trade-off thes@sdns and achieve the required customer
service level (CSL), each company needs to appbpanopriate stock control policy.

2. Net Stock

Net stock is equal to the difference between ordhatock and backorders. Under
complete backordering, if demand occurs during steck-out, the net stock will be

negative just before the next replenishment arrid¢ghe same time, if all demands that
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are made during the stock-out are lost, then thestmk will remain at zero level
throughout the stock-out period.

3. Inventory position

The inventory position is defined as:

Inventory position = (on hand) + (on order)

- (backorders) — (committed)
Stock on hand is the amount of stock physicallytloa self; a stock-out happens if the
stock on hand drops to or below zero. The on-osdeck is inventory that has been
requisitioned but not yet received by the stockiognt under consideration. Backorders
are units that have been ordered by customers &t hot yet been delivered. The
‘committed’ quantity is required if stock cannot ixeed for other purposes in the short run.
The inventory position may be reviewed based oheeitontinuous or periodic review
models, based on a number of control parametersaaddcision is being made as to
whether an order is to be placed and how largeotders need to be; this decision is
determined by the inventory policy. Inventory p@i are decision rules that address the
questions of when and how much to order for eacly % considering the trade-offs
between the costs and benefits of alternative isoisit They take into account a number of
factors, including the inventory position, the amgated demand, and different cost and
customer service level factors. As briefly mentidrebove, inventory policies can be
classified as continuous review or periodic reveystems/policies (Silver et. al., 1998):
a. Continuous review
In a continuous review system, the inventory positis reviewed continuously and a

replenishment order is triggered as soon as theniiovy position reaches the reorder point.
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There are several continuous review inventory pesic

i) Order point, order quantitfs, Q) system

In this continuous system, a fixed quantityis ordered whenever the inventory position
drops to the reorder poifit) or lower. The inventory position (not the net &jois used to
trigger an order, and because it includes the defostock, takes proper account of the
material requested but not yet received from thppker. In contrast, if net stock was used
for ordering purposes, an order might be unneciéggdaced today despite a shipment
being due in tomorrow.

The (s,Q) system is often called a ‘two-bin’ system, as opleysical form of
implementation is to have two bins for storage mfitam. As long as units remain in the
first bin, demand is satisfied from it. The amoumthe second bin corresponds to the order
point. Hence, when this second bin is open, replenent is triggered. When the
replenishment arrives, the second bin is refillad the remainder is put into the first bin.
The physical two-bin system operates properly ovilgn no more than one replenishment
order is outstanding at any point in time. To Use gystem, it may be necessary to adjust
Q upwards so that it is appreciably larger than ayerdemand during lead time.

The advantages of this type of inventory policy isesimplicity that errors are unlikely to
occur, and that the production requirements for thpplier are predictable. The
disadvantage is that the system may be not betabtepe effectively with a situation
where individual transactions are large, or if tt@saction that triggers the replenishment
in a (s, Q)system is sufficiently large that a replenishmehnsine Q does not even raise
the inventory position above reorder point.

i) Order point, order-up-to leves(g system

In this type of continuous inventory control, raphment is being made whenever the

inventory position drops to order poistor lower. However, a variable replenishment
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quantity is used, ordering enough to raise theritory position to the order-up-to levél

If all demand transactions are unit-sized, the systems &,Q and §,9) are identical, as

the replenishment requisition will always be madeew the inventory position is exactly

ats, that isS = s + Q. If the transaction can be larger than the uai¢,sihe replenishment
guantity in the(s, S) system becomes variable.

The advantages of this policy are:

- The best(s,S) system can be shown to have total costs of righlerent, carrying
inventory, and shortage no larger than those obgiEnum(s, Q) system. However, the
computational effort to find the be@t, S) pair is substantially higher.

- (s,5) is frequently encountered in practice. Howevere thalues of the control
parameters are usually set in a rather arbitrastyiden.

One disadvantage of the,§ system is the variable order quantity, meanirag suppliers

can make errors more frequently (and they certgméfer the predictability of a fixed

order quantity).

b. Periodic review

In a periodic review system (in practice all paiiare really of periodic form), the

inventory position is only reviewed at discretergsiin time, and an appropriate order

made if the inventory position at that point i©oabelow a reorder point. There are several
continuous review inventory policies such as:

i) Periodic-review, order-up-to leveaR(g system

The control procedure is that evdRynits of time, enough is ordered to raise the rwey

position to the levek. Because of the periodic review property, thistamysis much

preferred to order point systems in terms of cowting the replenishment of related
items. The coordination afforded by a periodic egwisystem can provide significant

savings.
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The (R, S) system offers a regular opportunity (ev&wnits of time) to adjust the order-

up-to leves, a desirable property if the demand pattern isnglmgy over time. The

disadvantage of this system is that the carryirgjscare higher than in continuous review

systems.

i) (R,s,3 System

This is a combination of thgs, S) and(R, S) systems. EverR units of time, the inventory

position is checked. If it is at or below the remrgoints, the order placed is sufficient to

raise it toS If the position is abovs, nothing is done until at least the next review.

The (s,S) system is the special case whBre 0, and the(R, S) system is the special case

wheres = S - 1 Alternatively, one can think of the, s, S) system as a periodic version of

the (s,S) system. As just mentioned, tlg, S) situation can also be viewed as a periodic

implementation ofs, S), withs =S -1

The advantage of this system is that it produckswvar total of replenishment, carrying,

and shortage costs than does any other system.Jdowke disadvantages are:

- the computational effort needed to obtain the kaktes of three control parameters is
more intense than that for other systems;

- it is more difficult to understand and to communéctn others than some systems.

The distinction between fixed order sizes and \wei@rder sizes is, in a fixed order size

system, the replenishment order is always of adfigee. In contrast, in a variable size

system, order is replenished to raise the inverposition up to the order-up-to level. The

variable order system is also known as the requvdent, order-up-to (OUT) level system.

The reorder point and the order quantity (or theeoiup-to level) is set at a level so as to

meet a pre-specified target customer service lelelpractice, three definitions for

customer service level are commonly used:

(@) cycle service levePy) is the probability of no stock-out in a replenigdnt cycle;
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(b) fill rate (P,) is the fraction of demand that can be satisfrathediately from stock on
hand.

(c) ready rateRs5) is the fraction of time during which stock on Haa positive.

4. Safety stock

Safety stock is held to counter uncertainty. Demasmduncertain and may exceed
expectations, and thus companies hold a safetyniome to satisfy any expectedly high
demand. The average stock in the system dependbeosafety stock, which is the
expected stock just before a new replenishmentemriThe safety stock in turn depends
on how unfilled demand is treated. Obviously, itkarders are allowed, the net stock
(=stock on hand — backorders) can take positiveedisas negative values.

The forecast results become the input for the itorgnsystem. Forecasting provides the
mean and variance of a hypothesised demand ditnibas the basis from which to derive
the inventory parameters. A number of authors h@eposed algorithms for calculating
the parameters of inventory policies (for examplatheus and Gelders, 2000; Teunter et
al.,2010; Syntetos et al., 2012).

Minimising forecast error is needed to improve &@s® and inventory control

performance:

e =minf{e = Yiy1 — fr41}

The implications of forecast error for inventoryntml| are:

1) A large positive error (if e>0) means that backtwgpenalty cash will be paid and the
company cannot achieve CSL.

2) A large negative error (if e<0) means that holdingts will increase.

In order to reduce costs, therefore, managers teeetermine an appropriate inventory

policy.
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For slow-moving demand, most of the academic liteeamakes the practical assumption
that demand occurs following a compound Poissorcge® (e.g. Archibald and Silver,
1978; Babai et al.,, 2011) which is associated with memoryless property of the
exponential distribution of the demand intervalewever, this assumption is not always
true when considering one single part, since itliespthat once replaced, the part will
likely fail shortly again. Subsequently, the Poisstemand process assumption advises
excess stock (Smith and Dekker, 1997).

Based on a queuing theory approach, Babai et 8l11(2 established a method for
determining the optimal order-up-to level in a $&ngchelon inventory system under a
compound Poisson process demand and stochastitineadThis study also developed an
algorithm used to compute the optimal solution.rBgans of a numerical investigation, it
was shown that the method is very efficient in giting the optimal order-up-to level and
has relatively quick convergence especially fonsiooving items.

Another study, by Teunter et al. (2010), assumed the lead time demand follows a
compound binomial distribution to construct a mettior determining order-up-to level
for intermittent demand items in a periodic revigystem. A numerical study using 5,000
SKUs was conducted to test the new approach agtiestlassical OUT policy. The
results showed that the new method performs wekducing the average inventory level
needed to achieve a certain service level.

Saidane et al. (2013) developed an inventory matiere the stock is controlled according
to a base-stock policy; this is often used in sppams inventory control. Base-stock refers
to the minimum inventory to maintain operationseetively. The model assumed that
demand intervals follow an Erlang distribution, athé demand sizes follow a Gamma
distribution. By conducting a numerical investigatiusing this model, it was found that

the optimal base-stock level decreases as expeatedf keeps decreasing in the average
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demand inter-arrivals (when the number of Erlangsgh is increased and the variability

of the demand sizes is decreased).

2.6.Conclusions

Inventory systems commonly comprise three stag&$) Slassification (which assigns
SKUs into appropriate categories based on a nurobariteria); demand forecasting
(which extrapolates requirements into the futur@)d stock control modelling (that
converts forecasts into inventory decisions). Maumantitative and qualitative methods
have been developed, and specific software packbhges been established to assist
managers/practitioners in making inventory decision deciding which method is the
most appropriate, demand characteristics are thst nmaportant aspects to consider.
Moreover, employing the appropriate model at ewsnge of the inventory system will
positively affect performance (achieving customerviee level and reducing stock-

holding costs) of the system.
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Chapter 3. JUDGEMENTAL
ADJUSTMENTS IN AN
INVENTORY SYSTEM

3.1.Introduction

In this chapter, the process of incorporating judgetal adjustments in an inventory
context is reviewed. Plenty of research discudsesssue of judgemental adjustments of
statistical forecasts; however, there have beenattempts to investigate human
intervention into the task of replenishing stockeTacademic literature on the former issue
collectively reports varying results. Some researsthave argued that adjustments may
provide a benefit in terms of the performance @ slgstem, while others have come to a
rather negative conclusion. This chapter criticadlyiews previous work in this area. The
role of the Moving Average method is also explicitbnsidered since this method is used
by the case organisation. We also discusses |lgpefiects in a manufacturing system
context (because of the direct relevance to thidygtas well as a new emerging paradigm
of inventory management studies that focuses vewghmon the human factor and
gualitative considerations. Enterprise resourcarplteg (ERP) systems are also reviewed
to enable a linkage with the practices employedthsy case organisation. Finally, a
theoretical framework is presented as an outconteeo$ynthesis of the literature to guide

the experimental part of the thesis.
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3.2.Judgemental adjustments in SKU classification

Human intervention may occur at every stage ofresentory system (categorisation of
SKUs, forecasting, stock control decisions). Muchdemic literature discusses the aims,
criteria and procedures of categorisation of SKlizhiston and Boylan, 1996; Silver et
al., 1998; Eaves, 2002; Syntetos et al., 2005). é¥@n no specific academic literature
investigates the issue of judgemental interveniiothe process of categorisation. This is
partly due to the fact that categorisation is ajudntally driven process anyway. In most
of the applications, both the establishment ofdlassification criteria and the specification
of their cut-off values are the outcome of judgetmather than sound statistically based
generalisable procedures. We may think of the nwaskely applied procedures, for
example, of ABC based classifications. These relynucriteria that despite their intuitive
appeal have not been generated from an inventaryatdheory perspective (Teunter et al.
2011). This is true not only for single criteria 8Banalyses but also for multi-criteria or
multiple-way ABC classification schemes. Similarlgemand characteristics based
schemes also lack connection to statistical araly the argument being made here is
that actually demand categorisation is predomigagniigemental anyway in nature and
what is missing is further work (along the lineggested by Johnston and Boylan, 1996;
Syntetos et al., 2005; Teunter et al., 2011) taldisth sound generalisable solutions.
Currently, managers do intervene in hard codedsifieation solutions available in
software packages. But the very software solutiwange been created in a judgementally
driven way rather than being suggested on the lodsieeir statistical rigour, as it happens

in the case of forecasting and stock control.
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3.3.Judgemental adjustments in forecasting

A comprehensive body of knowledge with regard tdggmental forecasting has been
developed over the years, e.g. Fildes et al. (20®@)tetos et al. (2009b, 2010b). Over the
last two decades there has been a considerabkasein specialisation with respect to
forecasting research, as reflected in the desigrdamelopment of software solutions. So it
is indeed surprising that the dominance of judgdaigrocedures has not decreased over
the years given the increased availability of matatistical procedures, easier access to
computers and recent improvements in decision soEwMcCarthy et al., 2006). In
forecasting research, the explanation and the imgonent of human forecasting behaviour
constitute interdisciplinary issues and have bagjest to extensive empirical field and

laboratory research (Leitner and Leopold-Wildbuy@&11).

3.3.1.Laboratory studies

Laboratory studies rely upon the use of participamt a laboratory (i.e. controlled)
environment, where largely abstract forecastingsstaae performed. Such studies have
been criticised for not being representative of-vearld settings (Bunn and Wright, 1991).
This kind of research gives rise to some insights iamay render experiments reliable in
a statistical sense; however, the behaviour ofptmticipants may be different from that
which occurs in a natural setting.

Much laboratory research has been conducted onefuégtal forecasting. Lim and
O’Connor (1996) designed a laboratory study by pnogi people on the basis of those
presented only with the time series of interesgpbe presented with both the time series
and the statistical forecasts, people presented avingle piece of information that was
causally related to the time series, and peoplsenmted with the time series, the statistical
forecast and the causal cue. Remus et al. (199%jlucted an experiment using 54

undergraduate students to investigate the effectdiferent types of feedback on
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judgemental forecasting. Subjects were asked toemmagetitive judgemental forecasts
while they received different types of feedbackcfswastask information feedbagck
outcome feedbagcland cognitive information feedbafk The results of this experiment
showed task information feedback to be the mostcéffe type for improving the accuracy
of judgemental forecasts, and that combining tasdiback with cognitive information
feedback did not significantly improve performanéamother laboratory research was
conducted by Goodwin (2000) to compare the methafdsnechanical integration of
judgemental forecasts with statistical forecasthmét This study introduced the terms of
combiningand correctionthe forecastsCombiningthe forecast is obtained by calculating
a simple or weighted average of independent judgemheand statistical forecasts
(Clement, 1989). Correction methods is using thgression to forecasts errors in
judgemental forecast and then removing this expeeteor. This mechanical integration is
conducted by using sixteen subjeé¢ierecast Prosoftware package, eight data series, and
introduce the non-series information such as pranoévents. The experiment results
found that, although it has received less attentiorthe literature tharcombination,
correction is recommended technique for harnessing the conguitary strength of
judgement and statistical method.

Certain procedures are followed to design an erpart to be conducted in a laboratory
study addressing judgemental forecasting. To aehilee research objectives, experiments
are designed based on interest, understandinglisityjand resource availability, making
a full representation of the realworld hard to agki Eroglu (2006) stated that behaviour

in a laboratory study differs from a natural sejfimaking the results unrealistic. Despite

® Remus et al. (1996) explained that task infornmafeedback is the information which is promptingthe
underlying structure of the time series, outcomedback is the information that available as gregdhi
indicators of forecasting accuracy, and cognitivierimation feedback is the information that promgton
desirable forecasting behaviors.
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being more reliable than a field study becauseré¢isearchers can control the variables, a

laboratory study is thus not without weakness.

3.3.2.Empirical studies

Empirical studies of judgemental forecasting usexperts/managers in a real-world
setting provide the greatest potential for the destration of the validity of human
judgement. Since no artificial ceiling is put onnfan performance, this provides good
descriptive research. However, as the researclsendnaontrol, cause and effect is difficult
to determine (Bunn and Wright, 1991). Empiricaldstwof judgemental forecasting is
conducted to profile differences between users wdngtative methods and users of
judgemental methods; it also profiles differencestween different judgemental
forecasting processes in order to assess the effetask properties’ feedback on the
accuracy of time series forecasts (Sanders andddgrz003; Sanders, 1997).

Collopy and Armstrong (1992) suggested that one wayetermine the most appropriate
procedures for extrapolation is to ask forecaséixgerts. This study reported the opinions
of 49 forecasting experts on guidelines for extlajpon methods. By using a questionnaire
that asked experts about their role, experiencevemat criteria they would select, the
research concluded that the experts agreed thaorsal#ty, trend, aggregation and
discontinuities were key features to use for salgcéxtrapolation methods. This study
also found that 73% of the experts believe thatrawgd accuracy can be gained by
combining judgement with extrapolation method.

Empirical study of judgemental forecasting doesehaeme drawbacks. These include
differences in the viewpoints of modeler and exgean uncontrolled experiment setting
that can cause results to be unreliable, and diffes in establishing the general model
(Bunn and Wright, 1991). Several reasons may cthesaccuracy of field study results to

suffer: uncontrollable or external variables mastalit forecast data, forecasters can have
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undisclosed motives that drive their behaviour g@edformance, and a company may
operate under unique circumstances. Besides thgz®duct’'s short life-cycle may make

it more difficult to study patterns. In contrashete are some benefits of empirically
studying judgemental forecasting, in particulartthais more realistic than laboratory

studies (Bunn and Wright, 1991).

Goodwin and Wright (1993) argued that most of thik¥ing characteristics can be found
in real-life forecasting settings but have beereabs many laboratory studies: both time
series and contextual information may be availathlere may be no basis for assuming
constancy in the time series pattern, and orgaaisgtand political influences may impact

on the forecast. The forecaster may have someatmuer the variable to be forecast and
may have expertise in relation to it, and a diiet#rest in the outcome, hence preferring
some outcomes to others. There may also be inesntfer accurate setting. The

forecasting task itself may be familiar to the jadgental forecaster. Finally, the forecast
made may affect the behaviour of the environment a@egular feedback on past
performance may not be available.

Empirical studies also found that positive adjustteen forecasting were much less likely
to improve accuracy than negative adjustmentsd€Bilet al., 2009). Further, small

adjustments have been found not to be very effeciivthe analysis of fast-moving

demand data (Fildes et al., 2009) and also fornmteent demand (Syntetos et al., 2009b).
These results may be useful towards developinguaderstanding of the implications of

judgemental adjustments in the whole inventoryesystand may be most useful in terms

of introducing potential amendments to Forecasp8uiSystems.
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3.4.The relevance of human intervention in forecasting

Studies comparing judgemental forecasts to stedistorecasts have led to mixed results
(Sanders and Ritzman, 1995). Previously, judgemed thought to be the enemy of
accuracy as there is some evidence that relevgostatents may decrease accuracy.
Carbone et al. (1983), for example, found that @ndgntal adjustment to forecasting by
novices (such as students) did not improve accusawe the subjects may not have had
either expertise in the industries from which tregadcame or practical experience of
forecasting. This finding is supported by Carbond &orr (1985), whose paper reports
the results of experiments conducted among studentsder to examine the relative
accuracy of judgemental forecasts compared to gaawe forecasts. The study concluded
that quantitative forecasts were associated with Highest accuracy. In another study,
Nikolopoulos (2010) argued that, for forthcomingsial events, forecasters prefer to use
their own judgement, but human interventions inhstigrecasting tasks found to be
deficient.

Sanders (1992) compared judgemental and statisticat¢asting using artificially created
time series. The statistically based forecasts wererated using two different smoothing
models (simple smoothing and Winters’ model) depemnan time series characteristics.
The judgemental forecasts were generated by 3&aisband each subject was randomly
assigned two time series and provided with hisébridemand. For the purpose of
evaluating forecast performance, the mean absgleiteentage error (MAPE) was used,
whereas the mean percentage error (MPE) was useddsure level of forecast bias. This
study found that the judgemental forecasting tobissed and less accurate than the
statistical forecasting. The same results werecatdd by O’Connor et al. (1993), who

examined the performance of judgemental and statistforecasting and found

46



judgemental forecasts to be significantly worsentlibe statistical ones, both when
discontinuity were present in the series and winenseries was stable. The researchers
stated that the main problem with judgemental adjests was that forecasters
overreacted in response to random fluctuationsentitme series, thus adjusting statistical
forecasts in response to a signal which did nostexin terms of selecting a statistical
confidence interval in time series forecasting, @i@or and Lawrence (1989) evaluated
33 real-life time series and concluded that judgamleconfidence intervals were initially
excessively over-confident.

Moreover, judgement may simply be explained in temh a desire on the part of the
manager for a sense of ownership of the procesed@ia, 2002) and forecasters tend to
underweight statistical forecasts in favour of theivn judgements (Lim and O’Connor,
1995). Yaniv (2004) suggested that managers terattémh less weight to the advised
forecast than to their own prior estimate, sin@ythave greater access to and belief in the
rationale underlying their own view than the reasoanderpinning advice. Furthermore,
when advice is available from multiple sources, aggns seem to give more weight to
advice from those they consider more experiencedvgy and Fischer, 1997). However,
possession of technical knowledge (that is, knogéedf statistical forecasting methods,
and knowledge of the biases inherent in human juege) did not improve the accuracy
of judgemental forecasting (Sanders and Ritzma®21&dmundson, 1990). Nor does
judgemental forecast accuracy improve if adjustmemniot made based on independent
sources or where multiple sources are themselve®lated (Yaniv and Kleinberger,
2000). Goodwin and Fildes (1999) stated that fstra make adjustments to statistical
forecasts when they are reliable and ignore theemvetdjustments are needed.

At the same time, much current research has founidhprovement in accuracy resulting

from judgemental adjustment. Judgemental adjustnserdcognised as an indispensable
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component of forecasting (Lawrence et al., 200&odsvin and Wright (1993) suggested
several reasons as to why businesses and organsatise judgemental forecasting
methods: lack of staff with skills in the applicatiof statistical methods, insufficient data
to develop reliable statistical measures, stasiticodels based on certain assumptions
may be slow to react to change, and complex statigbrecasting may lack transparency
for users of forecasts.

Lawrence et al. (2006) concluded that adjustmeatsimprove the accuracy of statistical
forecasts under the right conditions, namely, wihenstatistical forecasting is insufficient
in its estimation of the underlying time seriest@at. Willemain (1989) conducted a
laboratory experiment using artificial data to exsdé the effects of graphical adjustment
on forecast accuracy. The study concluded thatgomgtal adjustments had little effect if
the statistical forecasts were nearly optimal, Wiere they were poor, then the
judgemental adjustments increased accuracy. The $emding was obtained when the
experiment was conducted using real-life data @Hikin, 1991). Others studies, for
example, Mathews and Diamantopoulos (1986, 19892)1%®xamined the effectiveness
and benefits of subjective revision on the accuddprecasts. The authors concluded that
the value of the revision depends on how manageestsforecasts for revision (in terms
of forecasting error values). If the manager feolsdentify poor forecasts then subjective
revision seems ineffective. The results of theadiss give general support to the practice
of human intervention in forecasting as a meanmpfoving forecasting accuracy.

A further condition occurs when the forecaster $agent information that is not available
in the statistical method, such as knowledge abrth€oming sales promotion. Goodwin
and Fildes (1999) concluded that combining humalgg¢ment with statistical forecasting

is efficient when time series are not disturbedspgradic events. Lawrence et al. (1986)
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suggested that combined forecasts may improvedstexcuracy when time series have a
short time horizon.

From the literature reviewed above, it can be st the effects of judgemental
adjustments on forecast accuracy are mixed. Therelifces are caused by many factors:

1. Subject performing the adjustments

Subjects associated with different backgroundsh sas managing the functions of a
company, being analysts or students, have varyewgld of knowledge, skills and
motivation. Moreover, there were variations in thenber of subjects used in the various
studies.

2. Data

Data used in the forecasting research associatéd kviman judgement came from
different sources, such as real data from one eryrosampanies, data generated artificially
using forecasting software, or data sourced frorndviyetition (a forecasting competition
organised by Prof. Makridakis: see Makridakis ef #082). The different attributes of
sources of data may obviously affect the resulthefstudy.

3. Methodology

The methodology used in various studies was diferdudgement may be applied early in
the forecasting process, such as when decidinghenfdrecasting model. Different
forecasting results may be produced by deployinerdint forecasting models (e.g.
Carbone et al., 1983). Human judgement may occuthén middle of the forecasting
process, for example when the decision maker clsobseparameters (for example, when
the alpha value is selected for an exponential snegp model). Alternatively, human
intervention may come at the end of the forecaspracess, such as when results are
adjusted in order to get the final forecast. Tksearch is interested in this last step, i.e. we

are concerned with the process of adjusting fote@sfinal decisions.
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4. Performance metrics

Studies can use different measurement in analysystem performance. Much research
has based its investigation of the performanceudfy¢mental forecasting on forecast

accuracy (e.g. Carbone and Gorr, 1985; Wolfe andeB| 1990; Goodwin, 2002). Recent

studies have also discussed the implications ajguatental forecasting on stock-control

performance (see Syntetos et al., 2009b and Sgn&ttal., 2010b). Obviously, many of

the findings from these studies cannot be genedili€roglu (2006) indicates that the

focus of most studies of judgemental adjustmentbe®n on accuracy. Only a few studies
have addressed the effects of feedback on judgamedjustment and have largely

neglected the learning that occurs when forecastaeke repeated judgemental

adjustments.

Some questions arise from this contradictory ewdenf judgmental forecasting research,
such as how and when judgement can be improveddaghbased forecasts (Fildes et al.,
2008). Bunn and Wright (1991) made three pointa review that compares mixed results
on the relative efficacy of judgemental versusistiaal forecasts. Firstly, they maintained

that the studies that emphasise the fallacies afidmujudgement and favour statistical

forecasts underestimate the effectiveness of humdgement in real life, since these

studies have serious methodological limitationscaBdly, studies of human judgement

mainly focus on past events; however, judgemerdedcsting involves future events

which may imply different underlying cognitive pexses. In general, people tend to be
more confident about their judgement when theyteeliato past or present information.

Human judgement related to future events (such umigemental forecasting and

judgemental adjustments) should thus be studiet$ iown right. Finally, they recognised

the comparative advantages and disadvantages génuehtal and statistical forecasting,

and recommended that both be combined to impraadhuracy of the final forecast.
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3.5. Combining forecast procedures

The studies of combining forecasts have been readesxtensively; they mostly come to
the conclusion that combining forecasts may impribveaccuracy of forecasting. It was
also found that simple combination methods ofterrkwielatively better than more
complex combinations (Makridakis et al, 1979).

The study by Clement (1989) concluded that comigifiorecasts improves accuracy and
decreases the variance of forecasting errors \tiia dr no increase in cost. Moreover, this
study argued that simpler approaches to combiningechsts provide adequate
improvements in accuracy so that managers withivelg little experience can use these
approaches.

Makridakis (1989) suggested that combining forecastay produce better forecast
accuracy than individual forecasting methods, sihegerages the forecasting errors. This
study identified several factors that decrease dbeuracy of individual forecasting
methods and increase the size of errors. Theser$aate: i) measuring the wrong thing,
for example to estimate demand we measure suchsthais order, production, shipments,
etc. i) the changes in measurement errors, g @assumption that patterns and
relationships of the data are constant, and iviigushodels that minimise past errors.
Makridakis (op.cit.) also suggested using sensduel/or complementary methods to
improve the accuracy of combining forecasts, whil@ntaining the idea of using simple
combination procedures. Moreover, this study arghatl by the appropriate choosing the
models to include in the combining and by definthg correct weight of each method,
combining forecasting methods may elicit the judgemand knowledge of decision
makers while still limiting the advantage of useagobjective and consistent approach.
The combination of statistical and judgemental déasting methods has been investigated

widely. These forecasting methods make valuable @rdplementary contributions to
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improving performance. While a statistical methodymbe able to filter time series
patterns from noisy data (when judgemental forecadend to see false patterns in noise
and to overreact to random movements in seriegyjegjonent can be used to anticipate the
effects of special events that occur in the fu{@eodwin, 2000a). This study investigated
the process of integrating judgemental forecasth wiatistical methods. The forecast
accuracy between judgemental and statistical fetegwp when using three strategies
(correcting the judgemental forecasting using Te@ptimal linear correction, combining
the simple average of judgemental and statistina series forecasts, and using both the
above approaches) was compared. Analysis of lairgratudies and the use of empirical
data provided by companies were considered. Thidtseshowed that the most appropriate
role of statistical methods is to correct judgerakfdrecasts. Another laboratory study to
test the performance of the combination of judgemdeand statistical forecasting was
done by Goodwin (2000b). Using a voluntary inteigraapproach, that is when the judge
is able to use the statistical forecast duringpiteeess of forming the judgemental forecast,
the experiment’s results showed that overreactmmdise in judgemental forecasting
might be mitigated by providing a statistical faast; the forecaster then indicates
explicitly the changes (and also the reason foringakhese changes) to the statistical
forecast.

Fang (2003) argued that forecasts encompassing test a valuable tool in getting an
insight into why competing forecasts may be comthitee produce a composite forecast
which is superior to the individual forecasts. Empassing tests for forecast combination
were earlier developed by Harvey et al. (1998).eEast encompassing tests can be

implemented using regression analysis. An encompadest was also considered by

* The concept of forecast encompassing relateshether or not one forecast encapsulates all the use
predictive information contained in second fore¢@¢ments and Harvey, 2007)
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Costantini and Pappalardo (2010) in order to dgveldierarchical procedure to increase
the efficiency of forecast combination.

Zou and Yang (2004) developed an algorithm to criyveombine the models used real
data for conducting a simulation experiment in ordecompare the performance of this
new approach and the model selection approachrédudts of the simulation showed that
the new approach performs better in forecasting tither model selection approaches. A
simple model-selection criterion to select amongedasts was used in a simulation
experiment conducting by Hibon and Evgeniou (200%he results showed that
combination forecasts were superior, but that tlest bndividual method performed
similarly if the forecasters always used the sane¢hod. The same result was found when
the experiment was run with a forecaster who uskerent methods or combinations for
each time series. Thus, there is no inherent adganin combining the forecasts. This
finding challenged the belief that came from moktthe forecast combination studies
(which stated that combining forecasts is bettanthsing individual forecasting methods).
In addition, this study found that choosing an wuilial method (chosen by the selection
method used in this study) is more risky than cimgpthe combination methods.

Boylan and Johnston (2003) developed theoretidakrto specify the parameters in the
combination of moving averages forecasting models isteady-state condition. Three
parameters of moving average method were considerethe combination: length of
greater moving average, length of shorter movirgraye, and the weighting to be given to
the former. The robustness of combinations of ngpvaverages and exponentially
weighted moving averages (EWMA) was compared, am@s found that the combination

approaches (especially for equal weight combina)ierere more robust than EWMA
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3.6. The robustness of Simple Moving Average (SMA) mettb

In this section, we discuss some issue relatechéoSimple Moving Average (SMA)
method due to the fact that this approach is uesedaxtrapolation purposes by the case
organisation.

Commonly, a moving average forecasting model isl wgken substantial randomness is
contained in a series, since the randomness caiirhmated by using the average of a
fixed subset size of the series as a forecast Her doming period (Makridakis and
Wheelwright, 1989). The average values of the dubmges are moved forward since the
oldest member of the series is excluded when a oleservation becomes available.
Moving average models have many different variajsuch as simple moving average,
multiple moving average and exponential moving ager This method requires only one
parameter to be selected, namely the number of miatds to include in the average (or
correspondingly, when referring to EWMA, the alpladue).

These procedures have a successful history of magtdata trends in many organizations
and most big institutions use the simple movingage method in their activities. Sanders
and Manrodt (1994) found moving average procedtodse the most familiar and most
used quantitative technique in US corporationstHemmore, moving averages are used in
order to deal with intermittence (Sani, 1995).

In inventory systems, simple average (weights ladl tata the same) and exponential
smoothing (places more emphasis on the most relat rather than the older data) is
often used (Boylan and Johnston, 2003), since tfm®easting methods are relatively
easy to implement and also understandable by menmagereover, the SMA method is
also used in the context of intermittent demananemny real-world cases and reflects a

popular industry approach to forecasting such itéaymtetos, 2001; Syntetos and Boylan,
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2005). Besides its simplicity, the robustness ef #MA method might be another reason
why most organisations apply this procedure.

The robustness of moving average forecasting metlas been investigated in many
studies. Johnston et al. (1999) compared the sagqpliror of the variance of SMAs to
EWMA. The authors argued that EWMA is optimal fosteady-state model when the
optimal smoothing constant is used. However, ifshothing constant is mis-specified,
then the method is no longer optimal. In the in@entontrol area, the SMA method may
produce lower inventory costs than EWMA (Sani andgs€man, 1997). Syntetos and
Boylan (2005) conducted a simulation experimentdampare four forecasting methods
(SMA, Single Exponential Smoothing, Croston’s methoand Syntetos-Boylan
Approximation) using 3,000 real intermittent demashata series from the automotive
industry. The mean signed and relative geometiat-meean-square errors were measured
and it was found that the out-of-sample compariesults indicated superior performance
of the Syntetos-Boylan Approximation. However, terimental results showed that
SMA performs also very well and is robust to thegence of outliers.

In this research, the case organisation calculttesdemand forecast using the SMA
method for twenty-four weeks. The results were usedalculate the order up to (OUT)
level. This OUT level is used as a benchmark tondethe final OUT level. There may
indeed be a relationship between these two ledsls result, we will attempt in Chapter 5
to investigate the explanatory power&i¥1A-based OUT replenishmdetel by carrying
out regression analysis. So far, no study has skszlithis issue in the inventory control

area.
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3.7.Judgemental adjustments of inventory parameters

Demand parameters used in inventory models ardifiéenfrom forecasting results (the

mean and variance of a hypothesised demand disti)ult is essential to understand that
the performance of any inventory system dependsthen performance of demand

forecasting. Nevertheless, demand forecasting aock scontrol have been evaluated
independently of each other, and little empiricalrkvhas been conducted on forecasting
adjustments which address the interaction betwertésting and stock control (Syntetos
et al., 2009b; Syntetos and Boylan, 2008). In #eistion we first review the evidence on
the issue of judgementally adjusting inventory paeters through laboratory studies,

followed by the review of work that emphasises erogil aspects.

3.7.1.Laboratory inventory studies

Laboratory inventory studies involve experimentsionulations to represent and analyse a
real system, and much research has been conductidsiway. Commonly, laboratory
inventory studies discuss inventory problems in shpply chain domain. Supply Net
Game and Beer Game are the common simulation gatiiged in the supply chain and
inventory studies (Delhoum, 2008). The author exeld that the Supply Net Game
represents a pull logistic and production netwonkl @roceed with the “anchoring and
adjustment heuristi¢’for the replenishment of inventories. System dyicans adopted
for simulation tool and is designed to minimize tim@entory cost and optimize the
reduction of the bullwhip effect. Moreover, theatnship between cost and behavior,
and the correlation between performance and uradetistg feedback is also identified in
this simulation game since a system thinking irgation under a controlled experiment

with learning evaluation is includes in this sintida game. Where the Supply net game

°*Anchoring and adjustment heuristic is a mental pdoce utilised by most people in oder to make erfees
about uncertain events in everyday life (Tversk¢ Kahneman, 1974)
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only incorporates four participants/organisatidhg, Beer Game is designed for all sectors
in supply chain, including factory, distributor, wlasaler, retailer, and customer. In the
Beer Game, players receive order from downstreartorgewhich they fill as long as their
inventories allow it. Afterwards, they place orderish the upstream position to replenish
their stocks (Sterman, 2000). Judgemental adjudtinem decision maker is incorporated
in this game.

Many studies in supply chain management use theeinsork of Beer Game for their
experiments. For example, Ancarani et al. (2013duB8eer Game in their human
experiments to investigate the impact of stochdstad-times on inventory holdings and
the extent of the bullwhip effect. The participars this experiment were graduate
students with background in Operations Manageniéns study found that, in terms of
stochastic lead-times, a higher variance of or@grevery echelon of the supply chain.
Furthermore, the experiment result indicates thidjexts tend to hold fewer inventories
when supply chain is characterised by both demawéntainty and stochastic lead-times.
The Beer Game also used to analysed the influeinetforegard to the bullwhip effect in
environments of reverse logistic (Adenso-Diaz, kt 2012). The experiments results
confirmed that the stock and work in progress adjests controllers are the factors that
increase bullwhip more significantly, followed bgrécasting technique used, the sharing
information among the links, and the final custome@mand variability.

Mileff and Nehez (2006) established a model to stigate inventory holding under a
classical single-customer and single-supplier mwblwith the game theory method.
Moreover, Croson and Donohue (2006) studied theagrnenon of bullwhip effect (the
tendency of orders to increase in variability a® onoves up a supply chain) from a
behavioural perspective in the context of a singpleply chain subject to information lags

and stochastic demand. This study conducted twererpnts and found that the bullwhip
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effect still exists when normal operational caugeg. batching, price fluctuations, demand
estimation, etc.) are removed, and also remainsviifermation on inventory levels is
shared. Other research by Anderson and MorriceQR0@veloped a simulation game
designed to teach service-oriented supply chairagement principles and to test whether
managers use them effectively. They found that kitrmn design is useful in investigating

the impacts of information sharing between manaigessrvice capacity decision making.

3.7.2.Empirical inventory studies

Scudder and Hill (1998) asserted that there ispabgdween industry needs and academic
research that can be largely explained by the mndsthesed to perform research in
operation management. This study suggested thdeases in the operations management
field need to develop more empirical research. Moee, Gattiker and Parente (2007)
concluded that many techniques and theories igtleamportant characteristics of real
systems and are therefore perceived to be difftouttut into practice. Even when methods
are known and do apply, they may be difficult tqplement due to lack of information.
These are the reasons why most companies canrwt dfie facility of sophisticated
inventory control systems and why a lean inventapproach alone cannot reduce the
inventories.

Many studies of demand/sales forecasting focusngoraving forecast performance and
integrating judgement with statistical methodsheatthan on their implications for stock
control. Kolassa et al. (2008) reported in a cariee presentation in the International
Symposium of Forecasting that judgemental adjustsnenstock control quantities occur
more often than forecasting-related adjustmentste®gs et al. (2011) explored the effects
of adjusting forecasts and/or replenishment ortdgrsleploying a system dynamics (SD)
methodology in a simulated three-stage supply chiievertheless, this research was

based on very realistic assumptions. A determiid&mand pattern was assumed for the
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purposes of experimentation. Three stock contrticies (the linear Anchor and Adjust;
the re-order poinsg, order-up-to-leve, and the order-up-to-lev€) were applied at every
stage of the system, whereas the single exponamiabthing forecasting model € 0.2,
lead time = 3 weeks) was chosen to investigate@énrmance of the system. The nature
of adjustments (persistent pessimistic and optio)istnd point of intervention (stage at
which the managers intervene to make the adjusshedre considered in performance
evaluation. Performance was captured through thra stock amplification ratio (the
maximum change in stock at the factory level tortteximum change in forecast or orders
as a consequence of judgemental adjustments, Ste2080). This research found that
human intervention in forecasting seems to haveersmnificant effects than judgemental
order adjustments. In particular, it was found ttred impact of the forecast and order
adjustments is less prominent as the interventiomtpmoves upstream in the supply
chain; and also, the re-order pagnbrder-up-to-leves inventory control policy appears to
be less sensitive to judgemental adjustments. diitiad, some applicable suggestions for
managers may be developed from the results of xperenent. Other than the previous
two studies there is no other academic discussionthe effects of judgemental
adjustments on replenishment orders and their captins for the performance of

inventory systems.

3.8.Learning and forgetting effects in manufacturing stems

Since the very issue of judgemental adjustmentaninnventory context has not been
discussed before, the learning aspects of thieisse also not present in the literature.
Since this is an important aspect that we woulé & investigate in this research, we
approach this area (of the purpose of developimguoderstanding on pertinent details)

mostly from a manufacturing systems perspectivesrevthe literature is rich.
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The performance of manufacturing systems improviéls practice (repetitive operations)
as demonstrated through decreasing the cost atidime required in producing each
successive unit after repetitive manufacturing apens (Towill, 1990; Alamri and Balkhi,
2007). The phenomenon is reflected by the learninge theory introduced by Wright in
1936. This theory shows an exponential relationsl@pveen direct man-hour input and
cumulative production (Jaber and Boney, 1996ajpdans that as production accumulates,
the unit time decreases by a constant percentage 46%, 80%, etc.) each time the
quantity doubles.

Wright's learning model implies that production &ntan be neglected as the total
production takes on relatively larger values. Tikigin unreasonable conclusion since, as
with real-world problems, after a certain time adurction system reaches a steady-state
situation. A theoretical drawback of Wright's modebs corrected by the De Jong
bounded learning curve function (Jaber and Bon@96k). De Jong’s model includes both
a fixed and a variable component. The fixed compbnepresents the minimum task time
per unit produced, whereas the variable time igestito learning (Jaber and Boney,
1996b). Another study which discusses the manufiaciot-size problem under both the
bounded and unbounded learning situation is thaFiblg and Ballou (1982). Jaber and
Boney (1996b) simplify the solution presented bgkFand Ballou and consider the
assumption in the De Jong learning curve.

The forgetting curve is developed to account fag #ffects of the time required for
producing the units after a break in productioncpss. Several learn-forget curve models
have been developed. Jaber and Boney (1996a) gotestrthe learn-forget curve model
(LFCM) by assuming that the forgetting slope is meatatically dependent on the learning
slope, the quantity of items to produce, and theimuim break at which total forgetting

occurs. It implies that when there is no learningoived, there is nothing to forget, and
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when a subject improves rapidly, the forgettingpslés unimportant. By using the LFCM,
Jaber and Boney (2003) identified the charactessif the learning and forgetting model:
(1) the amount of experience gained before intélwapoccurs in the learning process
influences the level of forgetting, (2) the lengththe interruption interval influences the
level of forgetting, (3) the relearning rate is g@me as the original learning rate, (4) the
power function is appropriate for capturing forget (5) learning and forgetting are
mirror images of each other, (6) the level of fatigg depends upon the rate at which a
worker learns, and (7) the nature of the task b@@agormed influences the amount of
forgetting. Other models are the variable regress$o variant forgetting model (VRIF)
(Elmaghraby, 1990), the variable regression toaldei forgetting model (VRVF) (Carlson
and Rowe, 1976), the recency model (RC) (NembhaddUzumeri, 2000), and the power
integration diffusion model (PID) (Sikstrom and égt2002).

Jaber and Boney (1997) reviewed the VRIF, VRVF BREM models. Two hypotheses
were constructed: (1) when total forgetting occting, performance time on the forgetting
curve reverts to a unique value equivalent to ithe required to produce the first unit with
no prior experience, and (2) the performance timetle learning curve equals the
forgetting curve at the point of interruption. THRIF model was consistent with only the
first hypothesis, whereas the VRVF model was coesisvith the second one. The LFCM
model was consistent with both hypotheses.

Alamri and Balkhi (2007) developed learning andgiting model for an infinite
production planning horizon and took into consitierathe fact that items deteriorate
while they are in storage. The demand and prodetgridration rates in this model are
defined as an arbitrary function, thus this modehppropriate to compute the production
rate at any given time. The steady-state charatitesiof batch production time for a

constant demand under learning and forgetting sterdied by Teyarachakul et al. (2008).
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Regarding the linkage between quality and learniagper and Guiffrida (2004) developed
the quality learning curve (QLC). This model isanbination of two learning curves. The
first describes the reduction in time for each addal defective unit produced and the
second describes the reduction in time for eaclitiaddl defective unit reworked. This
research suggested a caution to managers not ¢l ggethe production process as the
pattern of the curve shows a convex behaviour. blae Jaber and Guiffrida (2008)
developed a new learning curve by considering miberiuption of the production process
to bring the process under control again. This rhddenonstrated the same behavioural
patterns as that of Jaber and Guiffrida (2008).tAaoresult indicates that the performance
of the production process may improve when the grgege of production time that
represents process restoration time is smaller ttiuproduction learning rate. Jaber et al.
(2008) extended the economic order quantity (EOQ@deh by assuming that the
percentage defective per lot decreases accordirggléarning curve. Two models were
developed; the first assumes an infinite planniogzon and the second a finite planning
horizon. The studies above corrected Wright's legyrcurve limitation which assumes
that all units produced are of acceptable quality.

A forecasting support system (FSS) with an adagaaening mechanism was developed
by Petrovic and Burnham (2006) for demand forengst{DSS-DF). DSS-DF was
constructed by combining four forecast values (tab them represent subjective
judgements on future demand, and two additionadasts are obtained using time series
analysis based on decomposition and a autoregeesdrgrated moving average model)
and applying fuzzy IF-THEN rules. Next, a new leaghmechanism was developed and
incorporated into the DSS-DF to adapt the rule $aisat combine the individual forecast
values. This forecasting support system was showrofter some advantages over

traditional forecasting methods.
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In regard to a supply chain system, another legrmiodel, known as the reinforcement
learning (RL) model was used by Chaharsooghi et28I08). Basic idea of this learning
technique is based on constant interaction betveeriearning agent and environment.
The agent select an action and the environmenbnesi it and present a new situation to
agent. The learner is not told which actions tdgeer in each situation but instead must
find actions that will give the most reward. Ingipaper, the supply chain is considered as
a combination of various multi-agent systems caltabing with each other and aims to
make a proper learning mechanism for these agentier the learning mechanism, agents
learn how to react to the changing environment. fEselts showed that RL is a powerful
method to solve the supply chain ordering problem.

The effect of learning and communication on thdvithip effect in the supply chain was
investigated by Wu and Katok (2006). By using tlkerdistribution game in a controlled
laboratory setting, the study tests four behavioimgpotheses (bounded rationality,
experiential learning, systems learning and orgaiuisal learning). These results indicate
that while training may improve individuals’ knowlge and understanding of the system,
it does not improve supply chain performance unsegsply chain partners are allowed to
communicate and share this knowledge. The resntticate that the bullwhip effect is
caused by insufficient coordination between sugplgin partners.

The effectiveness and efficiency of the learningyétting-relearning process in a dynamic
environment are reported by Davidovitch et al. @00he simulation used is the project
management trainer (PMT) teaching tool and focusethe effect of a history recording
mechanism on the learning-forgetting process. phjger introduces two types of history
mechanism: (1) the automatic history mechanisnuhicth the scenario’s states are always

saved, and (2) the manual history mechanism, irchwthe trainee has to show an active

63



involvement and save the selected states mand#lgy/findings indicate that for the initial
learning phase, the manual mechanism is betterthegaautomatic mechanism.

From the literature discussed above, it is obvitha learning and forgetting occurs in
most inventory systems as they inevitably contapetitive processes and incorporate the
intervention of managers in making stock contratisiens. The pattern of learning and
forgetting in an inventory process depends on tlmumstances and environment of the
system. Furthermore, the performance of the invgn&ystem can be improved by
recognising and analysing the effects of the |emynand forgetting of judgemental
adjustments made by managers.

This study adopted the learning and forgettingotfieeory as an approach for the analysis
of the learning and forgetting effect on makingustinents to replenishment orders. As a
conclusion, and having discussed the learning angkfting effect in the manufacturing
system, it may be acknowledged that this phenomeaisn occurs in judgemental
replenishment ordering. As a result, we reflecs tissue into a research question of the

study which will be explained in section 4.7; iteadysis is presented in section 5.10.

3.9.The need for a new paradigm of inventory management

A new paradigm means a fundamentally new way atkihg in a given field, which

includes different actual principles and practi¢&hikan, 2009). Although the traditional
inventory paradigm provides the basis for inventmgnagement studies, it lacks historical
background for conducting organisational studies.a@result, the relationship between
business practice and research is not common. Apaoynintroduces a new approach,
some innovation that corresponds to the requiresneinthe changing environment. Since
practitioners are faster in seeking and introduawegv ways of doing things (note the

impact on the characteristics of today’s econonughsas service economy, e-economy,
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network economy, knowledge-based economy, resplenstdonomy and global economy),
innovative business practice does not follow reseagsults.

Compared to other components of business actitity, management and economics
literature includes a relatively small number op@as about inventories. It seems that
inventory research finds it either hard or unirgérg to follow those changes which
happen to influence practical inventory manageng€hikan, 2007). Moreover, Chikan
(2001) stated that development through the practidaisiness has been transformed, but
this development has attracted less than apprepnétrest of academics. This results in
theories of business coming late; some parts oinbss activity have been successfully
modelled, but the theory cannot give an answerdstrguestions about the present nature
of business or cannot predict its development.

The new role of inventory means a new inventoryageym based on the recognition of a
gap between the interests of higher- and lowertlmanagers when handling inventories.
The former are interested in the contribution ekimories to the fulfillment of the aims of
the company: meeting customers’ needs at a pfadit.the latter, inventories are required
for smooth operation and avoiding disturbances.

According to above circumstances, a new inventanagigm has strategic importance for
companies in three interconnected dimensions: rf¥gntory as contributing to value
creation, (2) inventory as a means of flexibilapd (3) inventory as a means of control.

As a part of this development, a new branch of camypoperation has emerged, reverse
logistics, which typically includes keeping invenés of items waiting for re-
manufacturing, repair or recycling. A comparisortled traditional and the new paradigm

can be seen in Table 3.1.
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Table 3.1 Comparison of the Traditional and the NRawadigm

Traditional New
* Inventories can be managed independently Inventories are an integrated part of the
of other company functions. value chain in close relationship with othe
* Inventories serve as buffer between company functions
functions and processes. * Inventories serve as strategic tools in
 Cost is the performance measure achieving customer satisfaction and profit
simultaneously.
* Performance measures are based on the
contribution of inventories to finding bette
solutions to customer needs than
competitors are able to.

(source:Chikan, 2007, pp. 60)

=

=

Inventory management is a part of operation managenschmenner and Swink (1998)
suggested that the field of operations managenanbben criticised for the inadequacy of
its theory. The academic field of operations manaayd (like many disciplines) currently
struggles with applicability to practice (Gattikeand Parente, 2007). Wacker (1998)
concluded that this situation is the impact of ilabaes of theory-building in operation

management. This study classified the methodoldgyperation management research as

shown in Figure 3.1:

Research
methodology
Analytical research Empirical research
Analytical Analytical Analytical Empirical Empirical Empirical
conceptual mathematical statistical experimental statistical case
researc researc researc researc researc researc

Figure 3.1 Classification of methodology in opevatmanagement research.

(source: Wacker, 1998, pp. 376)
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Moreover, Wacker (1998) showed that, over the figar period (1991-95), the most
popular methodology was analytical mathematicalhmgblogy. The next most popular
methodology was analytical conceptual, followed dmpirical statistical, and empirical
case studies. Although empirical research is acatitomponent of the theory-building
process in operation management, both empiricatraxental and analytical statistical are
not popular methodologies in the operation manageémesearch. The empirical research
methodology is the most difficult to implement mventory management study, since the
environment must be closed to ‘contamination’ @fe¢iowever, operation management
systems, particularly inventory systems, are fretjyeopen systems and therefore subject
to the contamination effect.
Another study, by Bendoly et al. (2006), reviewbé tate of publication of operation
management research over the past 20 years and fhahit has been relatively stable
regardless of recent acknowledgements concernimg imfiportance of incorporating
behavioural issues into operation management viBekavioural experiments are a well-
established research methodology for studying hufaator issues in many disciplines,
providing a way to create conditions where natbetiaviour can be observed without a
loss of generalisation. Regarding this issue, a pardigm assumption of experimental
work is needed. This study proposed a classifinatd the assumptions in operation
management models:
1. Intentions which are referred to the accuracy efrtiodel in reflecting the actual goals
of the decision makers.
2. Actions which are referred under the rules qulied behaviour of human players in the
model.
3. Reactions which are referred to the human ptayersponse to model parameter

changes (e.g. situational changes driven by managiemles and decisions).
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It is evident that behavioural gaps in intentioctian, and reaction assumptions naturally
arise in many operational contexts. Table 3.2 shin@smodel assumptions and possible
behavioural gaps in inventory system and supplyrchinagement.

Table 3.2 Model assumptions and possible behavigags in inventory and supply chain

management.
OM context (task examples) . Assumpno_n categories -
Intentions Actions Reactions
Inventory Common Minimise the sum | Assume optimal Unmet demand is
management modelling of holding and order rules are backlogged
(inventory quality assumptions: stock-out costs followed
and location; timing | Possible May not weight Not followed due | Backordering may
of replenishment) behavioural gaps| these two costs to bounded be independent of
or implications: equally rationality length of wait

Supply chain Common Reduce supply Savings splits will | Locus of control is
management modelling chain average costs not impact actions | immaterial
(collaborative assumptions: if everyone “gains”
forecasting and Possible May underweight | Ignore impact of | Adversity to loss of
planning, multi- behavioural gaps| downside risk perceived fairness | control
party coordination) | or implications: | aversion on behaviour

(source: Bendoly et al., 2006, pp.743)

The model assumption developed by Bendoly et @02 is also discussed in Tokar
(2010) as the framework for behavioural researchsupply-chain management and
logistics.

Beach et al. (2001) discussed qualitative researetihodology related issues, suggesting
that qualitative research is concerned with bugdiather than testing the theory. Although
qualitative research methods are unlikely to predacmodel that could purport to be a
definitive representation, they can help explaiea thbserved phenomenon in terms of the
interactions between system variables. Moreoveantjiative methods are not usually
appropriate when the phenomenon is complex intstreicand parameters are unknown.
Boney and Jaber (2011) discussed the issue of droementally responsible inventory
model, intended to reduce environmental problemsiproving design, production and
other activities in manufacturing and inventorytsyss. Non-cost metrics related to the
environmental consequences of inventory activigies proposed such as: (i) reducing the

complexity of the products, (ii) reducing the letwhe of products, (iii) changing the
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location of production, stores and even customessto reduce the likelihood of demand
changes and potential waste, (iv) the time resposggtem stability and the levels of
shortages and surpluses, (v) running the storgs,eeergy use, material use, emissions,
and the efficiency of the technology used. This etodeeds support from all of the
inventory players (international organisations,orastates, local government, companies
and other organisations, and individuals) in impetation.

Chikan (2011) discussed the managers’ view of aingentory paradigm, stating that the
new paradigm did not conflict with the old one. Tinew inventory paradigm keeps the
core of the inventory problem but handles it in @hmer more integrative with changes of
general mission of the company and the developrokwther company functions. The
analysis of surveys in that research suggestedhbaiverage company manager basically
agreed with the approach to the influencing factdrswventory management (a focus on
competitiveness, functional integration, processntation and network chain between the
actors within the economy). Furthermore, managenphasised the importance of the
supply-chain approach, and they liked to put inggas into this framework.

In this research, we attempt to examine the imptioa of human intervention on
inventory control systems. The data we used for @halysis is the empirical dataset
provided by the logistics head office of a manufaaog company. By deploying an
empirical experiment, this research is intendefilltthe gap between academic studies on
inventory research and real-life systems whichreaeded by organisations. Furthermore,
this research attempts to follow the new paradignneentory research approach, by
introducing human factors (managers/decision makerarticularly the behaviour of

managers when making adjustments to replenishnmdat decisions.
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3.10.Enterprise Resource Planning

This section discusses issues related to entermgrirce planning (ERP) systems. It is
viewed as imperative that the relevant aspectcamegidered since the case organisation
operates under an ERP package (SAP R/3). ERPhssemess management system that
comprises integrated sets of comprehensive soffwadeich can be used, when
successfully implemented, to manage and integrhtthe business functions within an
organisation’ (Shehab et al., 2004). This softwsystem includes order management,
manufacturing, human resources, financial systearsj distribution, with external
suppliers and customers with shared data and Mgi{Chen, 2001). As a result,
companies will have more real-time visibility andntrol over their operations (Gargeya
and Brady, 2005).

The ERP terminology was first proposed by the Gar@roup in the early 1990s (Mabert
et al., 2003) although according to Jacobs and &e§2007) and Leon (2008), the
evolution of ERP dates from the 1960s. It begaih wiventory management and control in
the 1960s, progressing to material requirement notgn (MRP) in the 1970s,
manufacturing resource planning (MRP 1) in the Q€8and finally to ERP in the 1990s.
Details of ERP evolution are describedAppendix B

The ERP system consists of several modules, theswamd numbers of which differ from
one vendor to another. There are generally six mesdunamely: Material Management,
Quality Management, Human Resources, Project Managg Financial and Accounting,
and Sales and Distribution (Shehab et al., 2004gnTodule most closely related to this
study is the Material Management (MM) module beeatigovers all activities related to

material acquisitions (purchasing) and control éimory and warehouse).
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3.10.1.Material Management module

Mendelson (2000) states that the MM module is desigto support the procurement
process and optimise the logistics pipeline witthe enterprise. It enables automated
supplier evaluation and can lower procurement amelousing costs with accurate
inventory and warehouse management. It also integiavoice verification. The module

is additionally designed to support foreign tradecpssing, such as customs declarations.
The MM module consists of several sub-menus, sushinzentory management,

purchasing, warehouse management, and materiailsiptpa The capabilities of such sub-
modules are described in Table 3.3.

Table 3.3. Function of MM sub-menus.

Sub-menu Function/capability
Inventory Processing incoming goods receipts, reviewing natstock balances and
management | locations, transferring material quantities for usether areas of factory, and
reviewing and changing material receipt records
Purchasing Creation of purchase orders for raw materials amdices, creation of vendor
master records, creation and maintenance of promme contracts angd
negotiated quota arrangements, and Request foe®UREFQ) for identifying
new vendors who might qualify as potential futunpsiers
Warehouse Materials storage management: creating specificagi bins, storag
management | requirements, hazardous material specificationsenmah counting strategies
and material location transfers
Materials Developing forecasts to create working scenariomaterials demand and fo
planning establish how the procurement team might respomignoand, MRP (what i
needed, when and how materials will be purchased)

¢

[y

One of the key criteria for good inventory contrelmaterials planning as it monitors
stocks to ensure material availability. Rizki (2DG8ates that SAP R/3 has a special
materials planning function that can determine ieatibcally what material is required, its
guantity, and when it is required. Moreover heestdhat there are two types of standard
materials planning procedures in SAP/R3: Traditiodaterial Requirements Planning
(MRP) and Consumption Based Planning (CBP). Theeettaee procedures in material

planning in CBP (SAP Library, 2001):
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In reorder point planning SAP checks whether the stocks are below the eequdint.
Should this happen, SAP will create a procuremenpgsal. The reorder point can be set
manually or automatically. The reorder and safétglslevels are determined manually in
the appropriate material master, while in the awatienfunction, the reorder and stock
levels are defined by an integrated forecastinggmam which considers historical
consumption data.

Forecast-based planninglso uses historical data and forecast valuesstimate future
requirement. It is carried out at regular interv@aily, weekly or monthly) and can be
specified for each material.

In time-phased planningmaterials are provided with an MRP date in thenping file
which is set when creating a material master ancediset after each planning run. It
represents the date on which the material is tpléened again and is calculated on the

basis of the planning cycle entered in the matenester.

3.11.Theoretical framework

According to Miles and Huberman (1994) a theoréticamework aims to explain the
main concepts of the research, its key factorsyatsables and its relationships, either
graphically or in narrative form. The theoreticadrhework of this research is presented in
Figure 3.2.

This research evaluates the effects of human iatgion on a statistical inventory system.
Human judgement may occur at every stage of amtowg system (SKU classification,
forecasting and stock control). Nevertheless, shusly is only concerned with the effects
of human intervention on stock control decision mgkSince there is no single academic

publication which discusses the empirical effedtgidgemental adjustments in inventory
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control, we refer to such adjustments in a forengstontext to motivate the development

of various research questions (to be discussdteinéxt chapter).

Statistical inventory
system

SKUs
classification

Forecasting

Human Judgement

Stock Control h Judgementa Rules for
(Replenishment [ " ‘1. adjustment effect making
orders) N I i (Simulation) adjustment

Figure 3.2 Theoretical framework of the research

In the case organisation, managers often changeelenishment order generated by
statistical software (we return to this issue ictiem 4.2 of the next chapter where the case
organisation is discussed in detail). The judgealeadjustments from the manager can
affect the performance of the stock control systéhe effect of the adjustments on the
replenishment order decisions are evaluated thraimglulation. The expected output of
this study is a set of practical suggestions forkintga adjustments to statistical

replenishment orders.

3.12.Conclusions

The purpose of this chapter was to provide a rewkthe literature on human intervention

in inventory management systems. From all theditee examined, it can be concluded
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that the performance of an inventory system is deeet on the performance of its most
salient functions (SKU categorisation, forecastargl stock-control). Organisations can
measure the performance of their inventory systgnaralysing stock-holding costs, and
the extent to which they achieve their servicedl@aals. Statistical models are commonly
used in determining the type of product, the foséiog method and the policy of the stock-
control system. Most organisations use a softwaekgge to facilitate the process of
decision-making. Furthermore, there is much evidahat shows that managers/decision-
makers regularly use their judgement in the prooéstecision-making, and the resulting
changes they make affect inventory system perfoceahlowever, so far there are no
publications that discuss the implications of hunmaarvention in an inventory system. A
study which examines this issue is needed, alomig the development of suggestions for
improving the functionality of software packagedeTliterature of learning effects in
manufacturing systems and the need for a new marador inventory study (that is
emphasizing the importance of empirical aspects #red human factor) were also
discussed in this chapter to motivate the developroé our experimental approach to
research (to be discussed in the next chaptenielsslated to the Moving Average
forecasting method and as approaches applied wucothe empirical analysis in Chapter
5. The ERP systems were also considered as tHegtrkéy important aspects of the case
organisation. Finally, a theoretical framework luittresearch has been developed based on

the literature reviewed.
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Chapter 4. RESEARCH
METHODOLOGY

4.1.Introduction

In this chapter, details related to the case osgaion and to the empirical data used in this
research are reported. A set of research questi@nsstablished following the review of
literature in previous chapters; these questiorik vei explored empirically in the next
chapter. The research classification and the methgg adopted for the purposes of this
work are presented. Finally, explanations for tbgearch philosophy, approach, strategy

and techniques selected to meet the research ivegete given.

4.2.Case organisation

The organisation represents the European Logiktesl office of a Japanese electronics
manufacturer. The company was established in tH&sl%s an exporting company
delivering goods and services such as industriadiyescts, home appliances and business
supplies to customers through their global netwofke case organisation has 16
production sites and 52 sales sites in 44 countaied regions of the world, with
approximately 30,000 employees.

The European Parts Distribution Centre (EPDC),tetan Germany, is the control tower
of the central stock holding of service parts fordpe. Whereas physical flows initiate in
Germany, information is controlled from ManchestdK. Most of the spare parts are

produced in the Far East, with China being the annsource of supply. The organisation
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also has manufacturing plants in Japan, Taiwanays#d, and one small manufacturing
facility in the UK, based in north Wales. Due te theographical location of the suppliers,
the average lead-time for ordering is about 60 degtuding a 30-day average transit time
for sea freight).

The organisation has implemented an ERP packag® BMA (SAP-AG, Germany),
discussed in more detail later in this section. Tdese organisation applies an
environmental programme known as the 5R Condegfusalto purchase environmentally
burdensome materialReductionof waste materialReuseof waste material without
processingReform(reuse of materials in a different form), aRecycle(reuse of materials
as a resource) (Syntetos, 2)13Fhe programme was established to deal with esigul
concerns about waste electrical and electronic pageimt (WEEE) and restrictions on
certain hazardous substances (RoHS). Further eafdanregarding these issues can be
found in Appendix Cand Appendix Drespectively. The directives were proposed by the
European Commission in 2001 turning into Europeaw in February 2003. The WEEE
directive holds producers responsible for the nemdard of taking back the products and
ensuring they pay for their re-use and recyclingviigonment Agency, 2012). RoHS
regulations restrict the marketing of electricatl aiectronic equipment containing more
than the permitted levels of certain hazardoustanbss (Environment Agency, 2012).
Many changes have to be made at all levels of ganisation in order to balance
environmental concerns with day-to-day business. éé@mple, obsolete items should
receive considerable attention from inventory mansgand spare parts managers are
obliged to scrap parts being used in new machih#sy contain hazardous substances.
On the other hand, the environmental policy adogdigdthe case organisation holds

benefits for marketing/promotion-related activifiésr example, the standardisation of a

® Private communication by the Company to Professisr A. Syntetos.
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‘green’ policy for the packaging process which hadviously been diverse (Syntetos et

al., 2009a).

4.2.1.ERP system in case organisation

The case organisation adopted SAP R/3 as theirdyRiém software in 2001. SAP-AG is
a leading ERP vendor (lbrahim, 2007; Shehab e2@04). In this software, the materials
management (MM) module is essentially used to cbrsjpare parts (service parts). The
MM module functions are based on the way that nateare managed in the ERP
production planning philosophy. Demand that triggdre orders can be expressed as
actual orders or demand forecasts. Users are eehtor specify demand categories and
stock is controlled periodically with the reviewrjpel being set at a week or month, etc.
Decisions on replenishment are made in terms ofnanmax system (equivalent to the (s,
S) policy) or versions of it (for example in theseaorganisation the S only is required and
this can be calculated through the system). (Gataak control procedures may obviously
be implemented as well, albeit with manual speatfans and inputs.) The safety stock
determination in SAP is also limited, since for mxde ‘no fill rate’ objectives can be
defined. The software also contains forecastingtfanality. Although many time-series
forecasting methods are incorporated, such as maaerages as well as simple or more
elaborate exponential smoothing techniques, maolyiems arise when dealing with spare
parts since, as discussed in the previous chapdersand for such items is usually
intermittent in nature, requiring different foretiag methods (such as Croston’s estimator)

specifically developed for such patterns (Syntetoal., 2009a).

4.2.2.Empirical data

The database available for the purposes of thearek consists of the individual demand
histories of various stock keeping units (SKUs)eTdemand histories have been made

available to us in a time-series format coveringekig information from April 2009 to
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August 2011. Demand is intermittent in nature, nvegrhat it occurs at random with
some time periods showing no demand at all. Theahalatabase was provided in a
fragmented way; that is, a considerable amouninod and effort was put into organizing
the data in a usable way and validating the acguddcthe relevant information. We
discuss in this chapter the work behind constrgctine final database. Descriptive

statistics with regards to the empirical time sefalow in the next chapter.

4.2.2.1.SKUs classification

The case organisation previously categorised thesSBased on the demand frequency.
Since the demand frequency of C items is very lomly A and B items are planned
manually outside SAP. Moreover, the categorizatgystem is not linked to SKU
characteristics and stock value. Consequently,demand value parts are planned in the
same way as high demand value parts. Moreoverpppertunity to reduce stock order
frequency for low value parts is not utilized. Tie®iew of the situation revealed the need
to amend the classification scheme and it exposed dpportunity to handle more
efficiently the high value parts that were critibalthe control of stock value.
Such condition motivated the organisation to revtse SKU categorisation scheme by
considering the cumulative demand value based dalassification (category A: 80 per
cent; category B: 95 per cent and category C: Hd&ent]. A demand value (DV) can be
defined as:

DV = SKU cost x quantity required
This new categorization scheme was implementedO®62 This scheme had produced
typical Pareto outcomes where the number of SKUA @éms category has significantly
lower than that of the number of SKUs of A itemstegary resulted from old

categorisation scheme. The new category A thatltasnumber of SKUs allow the

" The new SKUs categorisation scheme is a part ojepr facilitated by the Engineering and Physical
Sciences Research Council (EPSRC, UK) Grant NdD&#942/1.
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managers to give extra attention to this high valtegory. Where A items make up for 80
per cent, B items category makes it up until 95 qaart of total DV (80 + 15 per cent).

Furthermore, C items category consists the palésectto new models introduced in the
market, the discontinued parts and also the SKdskave a problem in the supply chain
such as manufacturing capacity related constraintshe supplier's side and endemic
design faults causing failures in the field. Instinesearch we used only A and B items

category as C parts are manage outside the systeagh a manual process.

4.2.2.2.Forecasting and stock control

The original data provided by the company was doathin two folders (Folder A and
Folder B) representing items from classes A anddpectively. No information was made
available with regards to the C items. Each foldemnsists of 28 Microsoft Office (MS)
Excel files each containing data per calendar manthconsisting in turns of three sheets,
namely RAW, DATA CALCS, and NEW ROP. Figure 4.1dwlshows an example of a

RAW sheet for A items.

ISR T AROP changes 200904 [Compatibilty Mode] - Microsoft Excel =] S
* Home  Insert Pagelayout  Formulas Data Review | View Developer @ -7 x
=== gt Page Break Praview Aule | FormulaBar | () e [ Fr ] Split 3 YVlew Side by Side = 5 P
=0 1@ &0 ==
'J J 1] Custom Views V! Gridlines V' Headings A iz 01 —”-J ! Hide Synchranous Saslling m e =
MNormal| Page = Zoom 100% Zoomto New Arrange Freeze = Save Switch Macros
Layout I3 Full Screen Message Bar Selection | Window Al Panes~ | Unhide | sdqReset Window Pasition. | werkspace Windows = ¥

Warkbook Views Show/Hide Zoom Matra:

M2 \ k|8 ¥

A B C D E F G H | J K L AB AC J{

o NEW i B PRICE CREATION 1MTH Rounding  Stock-  Purchase 2008 2008
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2| 30 A 128581053 SHUTTLE HOOK (WAS128581022) 1.66 021102000 105 211 500 50 153 250 3 2
22l 0A 405078004 NEEDLE PRESSER BAR (FELT) (WAS405078001) 3.08 02/10/2000 211 421 1000 50 127 1095 i 28
4 0 A 407113001 PLAIN NEEDLES 0.08 02/10/2000 3263 6526 15500 500 26537 0 600 300

5 304 409643003 SPONGE BAR (NEEDLE BAR) (WAS409643001) 313 02110/2000 316 632 1500 100 671 300 16 177 |
6 | 0A 412563002 GARTER NEEDLE 122 02/10/2000 421 842 2000 100 -10 2010 36 80

(il 37 A  LB2162001 LITHIUM ION BATTERY 780MAH 2451 17/04/2003 105 211 500 10 -1 470 0 0 I
8 3T A  LB2273001 CASSETTE COVER ASSY BT 9.31 01/07/2003 g 17 40 § 68 0 0 0
9| 35 A LB2687005 MAIN FRAME UNIT ROHS COMP (WASLB1440002) 3711 20/04/2006 15 29 70 5 1 35 4 5
10 JTA  LB2738001 MAIN PCB ASSY 140BTEU (WASLB2656001) 4764 31/01/2006 i a0 5 48 0 0 0
1] 10A  LE1160001 CIS UNIT SUPPLY ASSY 26.01 29/09/2000 21 42100 10 82 20 4 7
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Figure 4.1 RAW sheet of original data
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The RAW sheet provides information related to thastbn under which the spare parts
are managed (column A). This piece of informati®fi no relevance to our research, and
further clarifications with regard to the divisiom&re not thought to be needed. Column B
presents the inventory class of the item concerhretbtal, there are 4,661 A-class SKUs
and 15,365 B-class SKUs. The code of each SKU #ndldscription are available in
columns C and D respectively. Column E presentsptiee of the spare parts (in Euros
(€)). The prices of spare parts are between €d2€254.85 for A items and €0.02 and
€425.44 for B items. Column F shows the date when SKU was introduced in the
company’s system.

With regards to forecasting, at the end of everyntimoa six-month (24 weeks) Simple
Moving Average (SMA(24)) forecast is produced. @8 indicated in the DATA.CALS
sheet; the information included in those sheetprésented in Figure 4.2. Column AA
indicates the forecasts discussed above (we retuthe discussion of the rest of the
information presented in those sheets later in #eistion.) The case organisation has
informed us that managers incorporate judgemeatthe forecasting of A items, whereas
for B items the totally automatic control procegssystem is applied. The SMA method is
simple and performs very well; it also proves to &eery robust forecasting method.
However, some forecasting methods are more apptepior intermittent demand, such as
the Croston method, SBA and the more recently dpesl TSB method (Teunter et al.,
2011); see sub-section 2.3.1. Such forecasting adsthAre not available within SAP R/3
although Croston’s method itself is included inugograded version of the software, SAP
APO (Advanced Planning and Optimisation). Theranpportunity for better forecasting
if the organisation decides to upgrade to the SA®Although the considerable monetary

investment has obviously been an important concern.
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Column G indicates what is termed as ‘one monthtks. This is calculated by
multiplying the 24 weeks SMA (SMA(24)), which isetlexpected value of demand over a
week, by 4 (weeks) to calculate the relevant amowuet a month. Although this value is
not used directly for any calculations it does angome information as to the anticipated
demand over a month rather than a week. This SMAE4dIso used to compute the safety
stock for every SKU by multiplying it by a safetgrget (expressed in terms of time
requirements). This safety target equates to eigteks availability for A items and 12
weeks for B items. The safety stock for each maltesi presented in column H (and is
termed RSL, required service level, in the compaRyg)lowing this, the order frequency
and the lead times are also taken into accountdardo calculate the order-up-to (OUT)
level for every SKU.

Inventory control takes place through a periodidégdtUp-To (OUT) level system; which
in the company is, erroneously, referred to as-arder point (ROP) system. The OUT
replenishment level is calculated at the end ofyeweonth by multiplying the SMA(24)
forecast by 19 (8 weeks RSL, i.e. safety stock we®ks lead time + 2 weeks order
frequency adjustment) in the case of A items, aBd12 weeks target safety stock + 9
weeks lead time + 2 weeks order frequency adjusinmrethe case of B items.

Lead times are assumed to be fixed and equal ® waeks (average lead times are 60
days). The periodic nature of the system is redfigéah the order frequency adjustments of
two weeks. The target safety stock and order frequdor both the A and B items was
decided in an arbitrary way, and there is no exalan as to why the managers decided on
a two-week order frequency. The weighted averagkifzn AB) is defined by grouping

the last 24-week period into six groups, then dated using the equation below:
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Weighted average

(GLix) + Clex) + Clox) + Clisx) + (B2 %) + (B25:%) ) /31
4

where:x; = demand in week i
Further, SD (column AC) is the standard deviatibrthe last 24 weeks’ data, calculated

using the equation below:

n—1

1 24
SD = Z(xl- —%)?
i=1

‘0 to 3 months average’ (column AE) is the averafjelemand for the first three-month

period (week 1 to week 12) and the equation is:
i1£1 Xi

0 to 3 months average = x = B

‘3 to 6 months average’ (column AF) is the averafjelemand for the last three-month

period (week 13 to week 24) and the equation is:

12 .
— =170
0 to 3 months average = x = 12
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Figure 4.3 and Figure 4.4 show the stock contradtesy for the A and B items

respectively.
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Figure 4.3 Stock control system for A items
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Figure 4.4 Stock control system for B items
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As the order review frequency is two weeks andawerage lead time is 9 weeks (fixed),
the arrival of the first order, the second orderd @o on, will be at weeks 11, 13, etc.,
respectively. This system is known as the perioeicew order-up-to levelR, S system
where R is the review period an® the OUT level. Stock control is governed by the
following procedure: everR unit of time, the inventory position (which is tlaetual
number of units in stock + the quantity expectedéoreceived) is checked against an
optimised OUT level$ and an order is placed to raise the inventorytiposto the level

of S(see section 2.5. for more explanation of thislstmntrol policy).

Column J presents a rounding (which is a manuaisiec made by a manager) to the
nearest integer that needs to be used for placirayder; for example if the rounding value
is 10, then an order initially calculated as 7 vaobé raised to 10. The ‘stock-sales’ value
(column K) is the actual stock on hand (actual lstminus all sales orders). These values
are calculated by subtracting all the outstandalgssorders from the actual stock. Finally,
the purchase orders (column L) are previously-placalers that are outstanding at the
moment.

The next sub-section will present the NEW ROP sh#et last piece of important

information) and will discuss replenishment reladiedails..

4.2.3.Judgemental adjustment process

Initially, the OUT level is produced by the SAP t&ya (hereafter termed as tBgstem
OUT replenishment leveland when managers feel is necessary they may ialtey
integrating their own judgement. This should idgaleflect information that is not
captured in the quantitative data — this is attl#@s rationale behind such interventions as
far as the top management is concerned. When m#kéngdjustments, another OUT level
(called NEW ROP in the company database and inrdsisarch this will be referred to as

the SMA-Based OUT replenishment Igusltaken into account which is the one calculated
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based on the descriptions provided in the prevessection. So essentially managers
make adjustments to tHgystem OUT replenishment lewsl considering the OUT level
calculated using the company’s formula. The adfusdJT level is the manager’s final
decision for theend of the current month and wallused to drive replenishment decisions
in the following month. This will be referred to g Final OUT replenishment leveDn
the other hand, if managers do not make any chawogé® order replenishment level, the
System OUT replenishment leisetecorded as the final decision for the curraonth and

it constitutes the initial OUT level for the nexdrpd.

For example, in Figure 4.5 it can be seen thatSpstem OUT replenishment lewel
September 2009 is 1,000 units (in column M). BA-Based OUT replenishment leigel
shown in column N (347 units) using their own foteauBYy considering the OUT level in
column N and any potential contextual informatiohist (for example) may be that
demand is perceived to be decreasing (justificatimvided in column P), the manager
adjusts the initial OUT level to 500 units (colui@). This OUT level is the final decision
and will be the OUT level for October 2009 (colu@h

From a theoretical perspective, justification ofjustinents such as that related to
‘decreasing demand’ (provided in column P) shouddrélated to forecasting. This is
because the underlying structure of the seriesh(siscthat related to a trend) should be
important for extrapolation purposes only. Howewethe case of the company considered
in our research such a justification is offeredtle context of inventory rather than
forecasting. Clearly this stems from the lack afgamental adjustments in the preceding
stage of forecasting — should that be the case prodtably the perceived ‘decreasing
demand’ would be taken into account when adjudtingcasts — and it generates a number
of interesting questions on the interface betwedjuséing at the forecasting and or at the

inventory stage. This issue is further discussatienast chapter of the thesis.
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Figure 4.6 shows the process of adjustments tOtHE level.
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A justification has been recorded for the majonfythe adjustments performed by the
managers. Data pertaining to tBgstem OUT replenishment levidle SMA-Based OUT
replenishment levelthe difference between these two replenishmetdéromethods the
Final OUT replenishment levehnd the reason/justification behind such changes

(judgemental adjustments) are presented in the N worksheet (Figure 4.7).
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4.3. Construction of the database

A comprehensive database needs to be constructddrtber experimentation with the
empirical information discussed in the previous -sabtions. Addressing the research
questions of this work (the development of whichdiscussed in detail later in this
chapter) necessitates the presentation of infoomati a time-series format to enable not
only descriptive analysis to be performed but asoulation of various scenarios over
time to be conducted. Since empirical data wasigeavin files that correspond to months,
the first task was to compile this information irgcsingle file. The working principle in
this stage was to have one SKU per row. The praafedata compiling is described below.
For example, Figure 4.8a and Figure 4.8b show diatan March and April 2009
respectively. SKU codes (what is termed as Mateodes) from these months (column A)

are copied to one new file. Because the SKUs seguenMarch 2009 is different from
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that in April 2009, we have to make adjustmentsltesy eventually in one row consisting

of solely one SKU.
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Figure 4.8 Compiling information into a time-serfesmat

This process was repeated for all SKUs (matereatg) all months and the result can be

seen in Figure 4.9. Column D contains all SKU cddentire time horizons.
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Figure 4.9 Complete database over time

From Figure 4.9, it can be seen that not all SKkésassociated with every time period.
This indicates that managers decide not to regiestisck for these particular SKUs during
specific months. It might be due to that the patéic SKU is discontinued.

Adjustments of row in weekly demand data in eatd (fnonthly) are also required. The
purpose is to obtain SKU’s weekly demand data ielihe same row number with SKUs
database shown in Figure 4.9. After all weekly-dethdata had been adjusted, it was
copied into one new sheet to have a complete dsgalbagure 4.10a, Figure 4.10b and

Figure 4.10c show how this process is carried out.
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Figure 4.10 Weekly demand data for whole time looriz

The next step in terms of database processingavastablish the detailed OUT-level data
(such as the OUT level resulting from the systehe OUT level calculated by the
company’s formula, the changes to the OUT level enlagl the manager, and the reasons
for the adjustments). The original data can be seégure 4.11 (an example of data from

March 2009 and April 2009).
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Figure 4.11 Original data of detailed OUT level

The manipulation process is described in the falgwigure. First is by adjusting the row
of material in each monthly data, so each matéaalthe same row position with material
data base shown in Figure 4.9. After completiolhmainthly data is combined into a single

file (Figure 4.12c).
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Figure 4.12 Detailed ROP for whole time horizons

The final step of data handling is to build the pbste database, a task that has been
accomplished by deploying Excel Visual Basic forphpations (VBA). The result can be

seen in Figure 4.13.
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Syntetos et al. (2009b) identified the process afstructing the database needed for
experimentation purposes as a very important onempirical research. This aspect of
empirical research is generally under-estimatedinmportance although it arguably
constitutes one of the most important factors towaconducting a comprehensive
experiment. The process of constructing and vatigahe database used for the purposes
of this research was a very challenging one anticpéarly demanding in terms of time
investment. Thus it was viewed as necessary tadiectetails here and devote an entire

section to this issue.
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Figure 4.13 Complete database for A items

4.4.Detailed research questions

This section develops the main research questlatswe attempt to answer through our
empirical investigation. We develop exploratorye@sh questions rather than formal

hypotheses for the following reasons. AccordingAtmstrong (1988), hypothesis testing
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should be avoided in the scientific research swchha studies in the field of forecasting
since it leads to a lack of an understanding offitied outcomes. Hypothesis testing forces
the researcher to investigate only if somethingtadistically significant or not rather than
understanding the outcome of the research. In iadditthis research follows the
methodological structure of previous research is field (study conducted by Syntetos et
al., 2009b) where a case is being made for theofisesearch questions rather than
hypotheses.
Many studies have concluded that managerial inteiwes in statistical forecasts improve
forecast accuracy (Angus-Leppan and Fatseas, 138&ence et al., 1986; Mathew and
Diamantopoulos, 1986, 1990, 1992; Diamantopoulod Etathews, 1989; Wolfe and
Flores, 1990, Syntetos et al., 2009b). Goodwin @2)Osuggested that the use of
judgemental adjustments to statistical forecastsjustified when non-time series
information has predictive power and this inforroatis difficult to capture in a statistical
model. This finding is supported by Goodwin (2086) Sanders and Ritzman (2001) who
argued that judgement can be valuable when thedsters have important information
about forthcoming events that is difficult to cagtun a statistical model. One would
expect that the benefits of judgemental adjustmeéhéd have been reported in the
forecasting literature (the details of which arscdissed in Chapter 3) should also apply in
terms of replenishment orders. So it is naturat tha first important question that this
research will attempt to answer relates to any rgite improvements resulting from
judgementally adjusting stock control decisions.e Thirst research question is the
following:

Q1. Is there any improvement in judgementally adjusng stock control-related

decisions and if so why?
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Forecasting related research suggests that theasidesign of adjustments have some
explanatory power in terms of performance. Whermggmental adjustmentsare integrated
with statistical forecasting, the decision regagdimhether a statistical forecast needs
adjusting and the estimate of the size of the aujeist are requirements of the adjustment
process (Lawrence et al., 2006). Some studies feldes et al., 2009) conducted to
investigate the effects of incorporating judgemamo statistical forecasts found large
adjustments to be more effective in improving fasgcaccuracy than small adjustments.
Syntetos et al. (2009b) found that large negattjestments perform well in improving
forecast accuracy. This knowledge is most useftgims of potential amendments to FSS.
In order to improve the effectiveness of FSS furdi Lee et al. (2007) reported an
experiment that investigated the effectivenessrobiding support for the use of analogies
in sales forecasting. (By analogies we mean thdasity of conditions between past and
forthcoming events; thus the environment of thessditions is relatively predictable, for
example the environment of similar promotion cargpai) This study argued that by
providing contextual information of similar event®recasters are supported in their
efforts to determine how much they should adjustistical sales forecasts. These studies
indicate that the performance of judgemental fasBrg may be increased by knowing the
implications of the sign and size of adjustmentisisTbenefit may also be found in an
inventory context. We may expect that the perforceanf a stock control system can be
improved by analysing the behaviour of human irgaton in inventory decisions in terms
of the sign and size of adjustments and their effec improving the inventory
performance. Accordingly, the second research gprest this study is:

Q2. How the sign and size of the adjustments affectthe performance of

inventory system?
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Documentation of reasons that a particular forémgsinodel is chosen and why
adjustments of forecasts are made is importanteduaing bias in relevant processes
(Goodwin, 2000). Such documented reasons couldsbd in determining why a forecast
is potentially erroneous since the rationale ofisien making on the part of the forecaster
is recorded and can be evaluated. In addition, leaafethe forecaster’'s behaviour should
explain when and how individuals incorporate judgeminto their predictions (Stekler,
2007). In the area of judgementally adjusted stooktrol decisions, it seems that
providing justification for adjustments may be asated with an improved performance of
the stock control system. This research uses daésenthe justification for adjustments is
available in the majority of cases. An evaluatisrtonducted to assess whether offering a
justification for the adjustments seems to imprdke performance of the inventory
system. This analysis constitutes a major contiobuto the inventory literature since no
research has covered similar aspects before. Tigerésearch question of this study is:
Q3. Is any improvement achieved by the adjustmentfor which justification is

offered as compared to those without a justificatio and if so why?

In statistics, bias is defined as the characterddtian experimental or sampling design that
systematically (non-randomly) affects the resufta study (Evans, 1992). In this research,
we can say that bias is a systemic inaccuracy duthe characteristics of the process
employed in making adjustments to replenishmenersrdTversky and Kahneman (1974)
argued that by making judgemental adjustments, Ipeagsessing probabilities and
predicting values are using heuristic principlebe Tfesearchers argued that, sometimes,
heuristic principles have systemic errors; thuy tbencluded that biases are found in the
intuitive judgement of probability. Moreover, Cartet al. (2007) argued that from a
managerial standpoint, understanding the natur@eoision biases is the first step in the

process of deciding how to manage them. These @mutiso developed a taxonomy of
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judgement and decision-making biases which can énpapply management decision-
making, such as availability cognition, base rptesentation, and control illusion.

In the field of forecasting, many studies have stigated the issue of bias in
judgementally adjusting forecasts (see, for exanipiamantopoulos and Mathews, 1989;
Matthews and Diamantopoulos, 1990; Goodwin and Wirig994) as forecasters operate
in an environment where there are either impliait explicit biases (Lawrence and
O’Connor, 2005). Forecasters may adjust forecastltiefor a particular reason, and there
are clearly two directions in which bias may ocecesulting in either under- and over-
forecasting. For example, a manager may increagatistical forecast to achieve a sales
target or to get priority from a supplier or corsely may decrease a forecast if for
example inventory cost reductions drive currentrafiens. Biased/unbiased judgementally
adjusted forecasting affects the accuracy of iwulte. The relationship between the
forecaster's characteristics and forecasting perémce is evaluated by Eroglu and
Croxton (2010). This research considers a numbetypés of bias (optimism bias,
anchoring bias, and over-reaction bias) to expkte effects of particular individual
differences (personality, motivational orientatioand work locus of control) on
forecasting performance. The researchers found #hdbrecaster’s personality and
motivational orientation have significant effectsforecasting bias, whereas work locus of
control does not. As judgemental forecasting iniicas$ bias and the effects of bias impact
on the performance of forecasting, it seems pasdiht bias can also be found in the
process of inventory decision making. By analysiigether a judgmentally adjusted stock
control decision is biased or not, further analysey be conducted in order to investigate
how and why managers made adjustments. Therefosergsearch investigates the biases
in inventory decision making and this aspect fothesfourth of the research questions:

Q4. Are judgementally adjusted stock control decigins biased?
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Although the phenomena of learning and forgettimguos in manufacturing systems
(Towill, 1990; Alamri and Balkhi, 2007) and manyataing models have already been
developed (see section 3.9) there is some evididgratehere is no learning effect in the
forecasting function (Syntetos et al., 2009b). Ké&sand Flores (2001) showed that there
is no learning perspective from the organisatiofirem individual forecasters over time.
Moreover, when examined the way of people to wilizontextual information in
conjuction with time series to produce a forecast)y and O’Connor (1996) found that
people did not seem to learn over time to modisirthehavior when adjusting statistical
forecasts. The findings above is supported by Nigollos et al. (2006) when isvestigated
an organisational and individual learning perspectvithin the organisation. This study
reported the gaps in the learning loop within tleenpany as there is no performance
improvement over time of forecasting resulted bytveare system as well as the
judgementally adjusted forecasts. On the other haed et al. (2007) suggested that
forecasters often use information from analogowemtes/from the past to help to estimate
the effect of an anticipated special event. In terof improving the performance of
judgemental adjustments, Bolger and Wright (1984#9rpreted the pattern of performance
in terms ofecological validityandlearnability. Ecological validityis the degree to which
experts are required to make judgements insideitside the domain of their professional
experience.Learnability is the degree to which good judgement can be éehin a
domain-related task. It is obvious that learninfe@b occurs in most inventory system
since this system contain repetitive processes iaoorporated human intervention in
making stock control decision. Our study attempt itoestigate this issue as the

performance of inventory system may be improvedrégognising the behaviour of
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manager in making adjustments on replenishment atel@sions. Thus, the next research
question is:
Q5. Is there any learning taking place in the procges of adjusting stock control

quantities and if so how?

In the forecasting area, it has been shown thatboung the forecasts produced by
different methods may lead to a performance thdteiger than that of the individual
forecasts themselves (Makridakis and Hibon, 197B)e case study organisation
implemented three replenishment order meth&@istem OUT replenishment leviie
SMA-Based OUT replenishment levaind theFinal OUT replenishment levelBy
combining these methods, it is reasonable to expetithe performance of the inventory
system (service level, fill rate, and cost) may liaye as compared to that resulting from
the replenishment suggestions of a single methodowlingly, our sixth research question
IS:

Q6. What is the effect of combining methods on thealculation of the OUT level?

Many organisations implement the SMA forecastinghoé because it is simple to use
and is familiar to managers (Boylan and Johnst@®32 The case study organisation
employs SMA forecasting to calculate the SMA-ba®&dil replenishment level which in
turns is taken into account (jointly with any exi&rinformation) to adjusbystem OUT
replenishment leveHence, it will be interesting to discover theatgnship between the
SMA-based OUT replenishment level and the Final Qgfdlenishment level, and whether
the influence of the former to the latter is statally significant. Thus, the next research
question is:
Q7. What is the explanatory power of theSMA-Based OUT replenishment level on

the Final OUT replenishment level?

99



4.5.Research classification

According to Collis and Hussey (2009), research banclassified into four types,
according to its purpose, its process, its logit i outcome. Theurposeof the research
relates to the reason why it is conducted, whiéeptiocessrelates to the way in which the
data were collected and analysed. Tdgic of the research involves the decision whether
the research moves from the general to the spemifiice versa, and theutcomemay be
either the solution to a particular problem or aegal contribution to knowledge. Table
4.1 presents the classification of research.

Table 4.1 Classification of main types of research

No | Basis of classification Type of research
1 | Purpose of the research | Exploratory, descriptive, analytical, or predictiesearch
2 | Process of the research | Quantitative or qualitative research
3 | Logic of the research Deductive or inductive research
4 | Outcome of the research | Applied or basic research
(source: Collis and Hussey, 2009, pp. 4)

Exploratory research is conducted when there amedieno earlier studies on the topic
(Collis and Hussy, 2009). Cooper and Schindler 22@@id that exploratory study is useful
when possible problems that might arise during shedy are not clearly identified.
Accordingly, the current study is exploratory irtura because the availability of literature
on the phenomenon being investigated is very laniteurther, as far as we know, this
study is the first to investigate the effects ofrfaun intervention on stock control decisions.
The process and logic of the research involve guagine and semi-deductive research
respectively. Details of the research process ésearch choice) can be found in sub-
section 4.6.4 and of the research logic (resegsphoach) in sub-section 4.6.2.

By its outcome, this is applied research sincefiigings resulting from empirical data
analysis are expected to solve a particular probfemventory systems, and to improve

management practice and policy in this area.

100



4.6.Research methodology

The description of the research methodology empldyre follows the ‘Research Union’
conceptual framework proposed by Saunders et @092 This approach enables a clear
definition of any research process from the undeglyhilosophical considerations to the
data collection and analysis methods. Before wedlice the various concepts underlying
this research, an outline of the exact sequenatfities performed will better link the
forthcoming discussion to the research itself.

Following a critical review of the literature, a mber of research questions were
developed to provide guidelines as to what sortadjustments practitioners tend to
perform. These might relate to their size, freqyes@n (positive or negative), and when
the adjustments are performed. A link may be madée underlying demand pattern and
data characteristics; for example, people tend djusa forecasts when demand is
repeatedly high. An empirical database was thestoacted to facilitate exploration of the
extent to which the theoretical claims based owiptes research might be sustained. This
empirical database contained actual demand infoomastatistical forecasts, statistically-
derived system replenishment decisions and judgeihenadjusted replenishment
decisions (and in many cases the adjustments we@mganied by a justification). As
such, it enabled an exploratory analysis as webiamilating the effects of judgemental
adjustments (using Visual Basic embedded in Excel).

After collection of all the information, the reselarquestions are revisited and tangible
suggestions made to practitioners. We will elalomat the process discussed above later

in this section, with a detailed diagram that pnésé¢he research.

4.6.1.Research philosophy

The research philosophy relates to the developrmekhowledge and the nature of that

knowledge and contains important assumptions abeunvay we see the world (Saunders
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et. al.,, 2009). There are three major ways of fhigpkabout research philosophy:
epistemology, ontology and axiology (Saunders €t28l09) and each philosophy can be
seen as a continuum.

Epistemology is concerned with the study of knowkedind what we accept as being
valid, in other words, examination of the relatibipsbetween the researcher and what is
being researched (Collis and Hussey, 2009) ordlagionship between the researcher and
the participant (Teddlie and Tashakkori, 2009). 8oscholars name the spectrum of
epistemology differently, but the meanings areghme. Saunders et al. (2009) define the
extremes of the spectrum of epistemology as pasitivand interpretivism; Easterby-Smith
et al. (2004) use the terms positivism and somaktructivism, while Collis and Hussey
(2009) refer to it as positivism and phenomenology.

Positivism is the epistemological position where slocial world exists externally; it holds
that its properties should be measured throughctisge methods (Easterby-Smith et al.,
2004). Bryman and Bell (2011) and Denscombe (20dl@}e positivism to the application
of methods from natural science to the social genOn the other hand, interpretivism
attempts to minimise the distance between the relseaand what is being researched
(Collis and Hussey, 2009).

The current research aims to explore the effectmadrporating human judgement into
inventory decision making. Data gathering involviee simulation results of the
performance of judgemental adjustments in a realdrapntext. The focus is on the effect
of those adjustments (analysis to be performed simulation) which emphasises
generalisation (although arguably such generatinathay not be achievable). Hence, the
epistemological assumptions of this research Ilteapositivism pole.

Ontology relates to assumptions about the naturecality (Collis and Hussey, 2009;

Easterby-Smith et al., 2004 and Saunders et al9)20rhe ontology continuum spans
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objectivism to subjectivism. Objectivism assumest tocial entities exist in reality
externally to social actors, while subjectivism gogts the notion that social phenomena
stem from the perceptions and consequent actiossaél actors (Saunders et al., 2009).
Lincoln and Guba (1985) add that positivists bediéivat there is a single reality, while the
constructivist or interpretivist defines reality awultiple. This research relies upon an
objective (yet not necessarily generalisable) ane®f simulation analysis, so it is clear
that on the ontological continuum objectivism igdared.

Axiology is a branch of philosophy that studies findgements being made about ‘values’
(Saunders et al., 2009). It is a continuum on wlanhassumption has to be made as to
whether the research is ‘value free’ and unbiagedalue laden’ and biased (Collis and
Hussey, 2009). As this research involves the qtaivié output of well-structured
simulation experiments (where the findings aretha intention at least is to produce
findings that are, unbiased), our axiological agstions lie at the ‘value free’ pole.
Following this explanation of the differences bedwethe three philosophies, Table 4.2
summarises the difference between positivist artdrpnetivist approaches in general
(Lincoln and Guba, 1985), and Figure 4.14 depibts fthilosophical positioning of this
research.

Table 4.2 Contrasting positivist and interpretivist

. L . Naturalist (constructivist/
Axioms about Positivist paradigm . S .
interpretivist) paradigm
Ontology: the nature | Reality is single, tangible, and | Realities are multiple,
of reality fragmentable constructed, and holistic
Epistemology: the Knower and known are Knower and known are
relationship of knower| independent, a dualism interactive, inseparable
to the known
Axiology: the role of | Inquiry is value-free Inquiry is value-bond
values

(source: Lincoln and Guba, 1985, pp. 8)
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Objectivism Ontology ——»  Subjectivism

Positivism Epistemology—————  Interpretivism/
Constructivisr

Value Free Axiology ——— Value Laden

N

Figure 4.14 Philosophical positioning of the resbar

4.6.2.Research approach

Underneath the philosophical positioning of anycpief research lies the actual approach
employed to address the research questions undeniextion. Such approaches may
generally be classified as inductive or deducti8aunders et al., 2009), a terminology
which also comprises the logic of the research gdysind Hussey, 1997).

Bryman and Bell (2011) define the deductive appnoas the relationship between theory
and research in which the latter is conducted wiference to hypotheses and ideas
inferred from the former. In the inductive approatie former is generated out of the
latter. In other words, induction refers to theqa®ss of starting with a particular case and
potentially ending up with a claimed theory. Thelagive approach, on the other hand,
commences with a generalisable theory and attetopssess the extent to which such a
theory applies to a specific case. In more detlfuction implies the development of a
theory and hypothesis (or hypotheses) prior to dbsign of a research process to be
employed for testing such hypotheses. Accordinth&éinductive approach, data is first
collected and then a theory is developed as atrekdhta analysis. In business studies it is
very rare that a research project is classifieceiffser purely deductive or inductive.
Usually, it falls somewhere between these two exté® As stated by Cooper and

Schindler (2002), deductive and inductive approacre applied sequentially in a research
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project and can be combined. For example, the hgsat is developed to explain the

phenomenon in question, then a study is designetkdbthe hypothesis. In addition,

Remenyi et al. (1998) argue that the relation betwaata and theory is complex and it is

difficult to clearly justify which comes first. Tlgeexplain that it is impossible to generate

theory without data, but on the other hand datanatbe collected without a theoretical

framework. In other words, we may say that bothudéde and inductive approaches are

commonly deployed together in management researablhieve the research objective.

Our approach may be characterised as semi-dedudtiie outlined in Figure 4.15 and

then presented in more detail in Figure 4.16.

Deductive Approach Inductive Approach

[ Theory ] [ Empirical Data ]
l Test l Develop

[ Empirical Data ] [ Theory ]

This Research: integrated

[ Theory ]4_

Investigate Further Information

[ Empirical Data ]_

Figure 4.15An integrated (semi-deductive) reseapgroach

First, we develop research questions based onitdratlire review. Since judgementally

adjusted stock control decision theory is rare, e the underpinning theory of

judgmental forecasting instead. This is valid beeastock control and forecasting in
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inventory systems are closely related. Developnoérihe research questions means that

we are implementing the inductive approach.

INDUCTIVE

Conduct
literature review

\ 4

Develop
research questio

Construct empirical
databas v

Analyse
empirical dat

DEDUCTIVE

_______________________________________________________________

Conclusions

A\ 4
Recommendations

INDUCTIVE

_________________________________________

Figure 4.16 The research approach in detail

Furthermore, the exploratory analysis of the camsérd empirical database addresses the
research questions by conducting a simulation éxget. The simulation process, which
will produce the findings of the research, is tieelactive part. Finally, we use the findings
to generate some conclusions; this means that tnedirce knowledge to the theory from

the data, a process which is clearly inductive.
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4.6.3.Research strategy

A research strategy constitutes a general plan af the researcher will go about
answering the research questions (Saunders 08B). There are many types of research
strategies and various scholars classify them fierént ways. For example, Saunders et
al. (2009) refer to experiments, surveys, caseiesudction research, grounded theory,
ethnography and archival research. Bryman (200@)a&kea research strategy as a research
design which consists of five types: experimentdign, cross-sectional or survey design,
longitudinal design, case study design, and contipardesign. Yin (2009) defines it as a
method which can be placed into five categoriemedrent, survey, archival analysis,
history and case study. In addition, according ia fop.cit.), in choosing a research
strategy there are three conditions to be congiddtes type of research question, the
extent of control an investigator has over actedidvioural events and the degree of focus
on contemporary as opposed to historical eventsleT43 displays these conditions and
their relation to research strategy.

Table 4.3 Relevant situations for different reskanethods

Method Form of Rgsearch Requi_res Control of Focuses on
Question Behavioural Events?| Contemporary Events?

Experiment How, Why? Yes Yes

Survey Who, What, Where, How No Yes

Many, How Much?

Archival Who, What, Where, How

Analysis Many, How Much? No Yes/No

History How, Why? No No
Case Study How, Why? No Yes

(source: Yin, 2009, pp. 8)

This research investigates contemporary eventsptbeess of judgementally adjusting
stock control decisions. The research involvesrabar of control parameters, upon which
the performance of the inventory system is depenaieth essentially sensitivity analysis is
conducted to reach conclusions. As discussed byp&oand Schindler (2002), if a

researcher intends to investigate the effect aboewvariables on other variables then the
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experimental method is appropriate. Further, tesearch involves the ‘how’ and ‘why’
questions as generated in section 4.4. These argeeed by experiment and statistical
analysis. Based on the above discussion, it ig thed the most suitable research strategy

for this study is experiment.

4.6.4.Research choice

Saunders et al. (2009) use the term ‘research ehtmcdistinguish the options available
for data collection and data analysis. In genetfa, options are whether to use the
qualitative method, quantitative method, or a carabon of the two (Figure 4.17). Collis
and Hussey (2009) refer to qualitative data as mateominal form, and quantitative data
as data in numerical form. The research that coesbiooth the qualitative and quantitative
methods is referred to as ‘mixed method’ (Teddl & ashakkori, 2009). Table 4.4

presents the differences in these three reseambesh

Research choices

Mono method Multiple methods
Multi-method Mixed-methods
Multi-method Multi-method Mixed-method Mixed-model
guantitative qualitative research research
studies studies

Figure 4.17 Research choices
(source: Saunders et al., 2009, pp. 152)
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Table 4.4 Dimension of contrast among the threeare$ choices

DITc?r?tSr :,fsr; of Quialitative Position Mixed Method Position Quarttita Position
Methods Qualitative methods Mixed methods Quanmnieainethods
Researchers QUALs Mixed methodologists QUANSs
Paradigms Constructivism (and Pragmatism; transformative Postpositivism
variants) perspective Positivism
Research QUAL research questions MM research questions| QUAN research questions
guestions (QUAN plus QUAL) research hypothesis
Form of data | Typically narrative Narrative plus reria Typically numeric
Purpose of (Often) explanatory plus | Confirmatory plus (Often) confirmatory plus
research confirmatory exploratory exploratory
Role of theory] Grounded theory; inductive Both inductive and Rooted in conceptual
logic logic deductive logic; inductive- | framework or theory;
deductive research style | hypothetico-deductive model
Typical studies Ethnographic research MM designs, such as Correlational; survey;
or designs designs and others (case | parallel and sequential experimental; quasi-
study) experimental
Sampling Mostly purposive Probability, purposiveda| Mostly probability
mixed
Data analysis | Thematic strategies: Integration of thematic and Statistical analyses;
categorical and statistical; data conversion| descriptive and inferential
contextualizing
Validity/trust | Trustworthiness; Inference quality; inference Internal validity; external
worthiness credibility; transferability | transferability validity
issues

(source: Teddlie and Tashakkori, 2009, pp. 22)

Accordingly, in line with its research paradigm aimdorder to achieve the research
objectives, this research adopts a single methqaoaph, which is the quantitative

approach. Data is in numerical form and is analyssdg statistical methods.

4.6.5.Time horizons

The ‘time horizon’ is a term employed to analyseethler the research investigation
focuses on one particular time or over a periotdnoé. Saunders et al. (2009) describe the
first as cross-sectional and the second as lorigalidtudy. In cross-sectional studies, the
researcher examines one particular phenomenon @ardcular time, whereas in
longitudinal studies he/she examines changes ingrhena over a period of time.

This study does not intend to investigate changdgke phenomenon being analysed over
time, or compare how the phenomenon changes frarparticular time to another. Thus,

the time horizon of the research is cross-sectional
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4.6.6.Research techniques

Research techniques refer to the method of catigatata and the procedures for analysis.
In general, as the research strategy is experindai, is gathered from one organisation
that has relevant experience in judgemental adgmstsn and more specifically from a
company that can meet the aims and objectivesofdékearch.

The quantitative information to be used for thisdst relates to an empirical database that
contains, in a time-series fashion, historical dethanformation, statistical (system)
forecasts, statistical (system) replenishment dewsand the judgemental adjustments
superimposed on the system replenishments leaditiget final replenishment decisions.
Simulation may then be performed in order to evalua a dynamic fashion the added
value (if any) of employing judgement. Details b&tsimulation process are presented in
section 5.5. Using the database, we will be ableclate performance to the underlying
demand characteristics, enabling us to provide rswer as to when adjustments are

beneficial.

4.7.Conclusions

This research uses the data from an organisatpmesenting the European Logistics head
office of a Japanese electronics manufacturer. dfganisation has implemented an ERP
package, SAP R/3. This software is used to dehedrtitial value of replenishment order
decisions before it is adjusted by the manageredbas external information. Empirical
data from this case organisation and the processljoktment of the order-up-to (OUT)
levels was explained, followed by the constructadna database to facilitate empirical
analysis through simulation. Finally, the reseagalestions were formulated based on the
literature review. These research questions wilatidressed through the empirical data

analysis presented in Chapter 5.
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In this chapter we also discussed the researchouelitgy followed in this work. The
research paradigm of this study lies at the pasitiend of the spectrum. It employs

experiment as the research strategy and quanétatethods as the research choice.

Figure 4.18 summarises the methodological appraaet in this study.

Simulati
on and

method Experim
entation

Semi-
deductive

Short- Positivism

Quantitative term

-
=

e
\ /
\—
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Data Time Research Research  Research Research
Collection anc Horizon Choice Strategy ~ Approach Philosophy

analysis

Figure 4.18 The research onion of this work
(source: Saunders et al., 2009, pp. 108)
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Chapter 5. EMPIRICAL DATA
ANALYSIS AND
FINDINGS

This chapter describes the analysis of the Stoakpkg Units (SKUs) available for the
purposes of this research (in terms of the demaatd, cprices etc), the judgemental
adjustments performed to the Order-Up-To (OUT) leand the justification provided by
managers when performing adjustments. Analysis I$® @&onducted, partly through
simulation, to answer the research questions dpedlm the previous chapter.

The data was gathered from June 2009 to August.20ldtal, 359 A-class and 1,454 B-
class SKUs are considered for the purposes ofrdssarch. The total number of SKUs
appearance for the whole period was 4,661 timeé{diass and 15,365 times for B-class.
Since managers do not necessarily make adjustn@ngsovide justifications when they
do so) for each and every period related OUT |laedtvant data is extracted depending on
the task (research questions addressed) out abthledatabase and analysed accordingly.
Accordingly, adjustment of OUT level was made 1,464 2,958 times for A-class and B-

class respectively.

5.1.Demand descriptive statistics

First, it is viewed as imperative to develop anemthnding on the nature of the demand
and its characteristics. Demand per period, densézebs, and inter-demand intervals are

considered for that purpose. The demand data deaistiics are summarised in Table
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5.1and Table 5.2 for the A and B items respectivélg present the key percentiles of the
distribution of the mean, standard deviation (SBJ aoefficient of variation (CV) for the
three variable discussed above (demand, demans airk inter-demand intervals). The
descriptive statistics are rounded to tAtd&cimal place.

Table 5.1 Demand data series characteristics ficems

Demand per period Demand size Demand Interval
1,461SKUs

Mean SD Ccv Mean SD Ccv Mean SD CVv
Min 6.97| 16.54 0.13 0.00 0.00 0.00 100 0.00 0.53
25th percentile 2479  77.26 0.26 1.58 1/79 g.59 01.0 0.00 1.57
Median 32.20 106.57 0.3p 6.92 5.40 0/94 1.09 0.36 .14 P
75th percentile 51.55 139.22 0.40 2648 18.53 1.361.41 0.87 3.19
Max 104.53| 470.24 0.70 1143.29 951,38 490 24.00 .56l 6.36

Table 5.2 Demand data series characteristics foerBs

Demand per period Demand size Demand Interval
2,958 SKUs

Mean SD Ccv Mean SD Ccv Mean SD Ccv
Min 1.44 5.06 0.07 0.00 0.00 0.00 1.00 0/00 0.57
25th percentile 416 12.58 0.18 0.1 1|04 0.50 1.250.52 0.37
Median 5.21| 21.5% 0.24 2.04 2.62 0.69 177 1.07 705
75th percentile 6.65 34.25 0.34 5.64 7|06 0.95 3.002.06 0.75
Max 14.59| 143.66 0.68 554.96 779.p7 3|31 1150 212.0 1.89

It can be seen from the tables that both the demaerdperiod and demand size
distributions are particularly skewed — pleasea®the considerable differences between
the 79" percentile and the maximum. The same is true lier dverage inter-demand

intervals the distribution of which for the A-iterissgraphically presented in Figure 5.1.

8 The number of SKUs with demand interval value=388b6 for A-class
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Figure 5.1 The distribution of average inter-demamelrval for A items.

Intermittent demand (and demand size/inter-demantenial) distributions are indeed
known to be very skewed and previous empirical issidhave confirmed such a fact
(Syntetos et al., 2009b, 2010a, 2010b; Teuntel.,e2@L0; Nikolopoulos et al., 2011). For
a summary of arguments on this issue of statisticsdtibutions in an intermittent demand
context please refer to Syntetos et al. (2012)eXy®cted the demand sizes for the A items
appear to be (considerably) higher than thosee®ltt the B items whereas the inverse is

true with regards to the inter-demand intervals.

5.2.Price of the SKUs

Information related to SKU pricééias been made available to us by the companyeTher

are 359 and 1,454 SKUs for A and B items respdgtiviehe price varies between €0.02

° Please note that those are final selling pricespmosed to cost information that is typically 4afale in
empirical studies. We argue that profit margins r@latively constant in a service parts contextezimg
prices differing from cost by a constant amountoasrall SKUs. This is important when we analyse
inventory costs and implications since inventomdty has been built upon item costs, and inverttotgting
costs are calculated taking into account the cbahdtems not its price.
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and €254.85 for A items and €0.02 and €425.44 fageBs. Table 5.3 shows the range of
servicé® parts prices for the A and B items.

Table 5.3 Spare parts prices for A items and Bstem

Description A items €) B items €)
Min 0.02 0.02
25th percentile 5.69 0.87
Median 19.09 4.09
75th percentile 35.67 18.12
Max 254.85 425.44

It can be seen from Table 5.3 that the range afeprior the B items is wider than that
related to the A items with the maximum price bealgost twice as big. The price of
material is an important factor to be consideredteithe case organisation carried out the
SKUs classification based on demand value (volurpéce). In this classification method,
SKUs are distinguised based on their value or lieteethe organisation, as a result the
items that have more value get more attention fmoenager.

Regarding the judgemental adjustments performednbpagers on the OUT levels it
seems that they have not been taking into accanptice of the relevant SKUs when
coducting such adjustemnets. This can be seen fh@mustification asscociated with
them. Most of the reasons provided for adjustirg@UT levels are merely related to the
demand for spare parts (or in fact the perceivedael for spare parts), their inventory
position, and/or replenishment orders related médron, but not the SKU prices. We
return to this issue in section 5.4, where thefjaations of judgemental interventions are
discussed.

There are a number of studies commenting on theoiitapce of cost analysis in an
inventory control context. Teunter et al. (2010pgwsed a new cost criterion for ranking
SKUs which takes criticality of SKUs into accouhtdugh the shortage cost. In most

practical situations, the measurement of critigalt based on the rate of demand value

% The words ‘service’ and ‘spare’ parts are useeraitangeably in this research.
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(price multiplied by demand volume) or the demantlime for an SKU or the functioning
of a spare part of equipment in the service/maarea industries. By conducting
experiments using three real-life datasets, it fwasd that the cost criterion outperformed
the traditional demand value and demand volumerait&and also a criterion proposed by
Zhang et al. in 2001 for minimising the safety &toost. The results indicate the inventory
cost reductions resulting from employing the newprapch with no penalty in the
customer service level achieved. Syntetos et @09ad) proposed a modified periodic
OUT-level policy that relies on inter-demand ints/and demand sizes, when demand
occurred. This policy is employed in a simulatioqperiment using actual lead-times and
unit cost information. The results indicate theentory cost reduction resulting from the
employment of the new approach. In another studyitédos et al. (2010b) explored
forecasting- and stock control-related opportusitier increasing service levels and
reducing costs in the wholesale context. Therestileno studies that discuss the relation
between cost and judgementally adjusted stock abaécisions.

Figure 5.2 and Figure 5.3 present the distributibthe SKU prices for the A and B items

respectively.
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It can be seen (as already discussed in Tableta8B items are associated with a higher
cost (price). However, B items have been also shimwe (by the very definition of the

ABC classification performed by the company) mongetimittent in nature, resulting
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presumably in higher obsolescence and having a ngoeater impact on stock stock-
holding costs. Although A items are ‘officially’ ieed as more important in terms of
frequency of occurring, B items may in fact requmere attention from managers with

regards to stock control. These findings are ia \iith the theories reviewed in Chapter 2.

5.3. Analysis of judgemental adjustments

In this section we conduct an analysis of the ddjasts performed on the initial-OUT
level in every inventory period. Correspondinglye tmagnitude of the adjustments (and
their sign) may be calculated by observing theed#fice between two consecutive Final
OUT replenishment levels. Please recall, that thigai OUT level in each period is
judgementally adjusted (taking also into accourd BMA-based OUT replenishment
level) and that results into the Final OUT replament level (that is used for stock control
purposes) that is used as the initial one in thx tirae period.

Adjustments are assessed and analysed in terntedistribution of their signed size,
absolute size, relative signed sizeand relativeolabes size, to capture collectively the
characteristics of both magnitute and directionti{bia absolute and relative terms, the
latter relating to the level of the demand). Thiatree signed size and absolute size are
calculated by divided the difference between swsmesnd predecessor Final OUT
replenishment levels over the predecessor Final @plenishment level. The goodness-
of-fit of various plausible theoretical statisticdistributions is analysed using the
Kolmogorov-Smirnov (K-S) test. The K-S test is abessince there is no requirement for
grouping the data into categories, which is lingtirequirement associated for example
with the Chi-Square test. When applying the Chi&équest, the data needs to be grouped
into categories to ensure that each is associatbdaw expected frequency of a minimum

of a certain number of observations (Syntetos.eR@ll2; Lengu, 2012). Since the demand
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nature of data used in this study is intermitteotisequently the adjustment data is also
intermittent, it would be difficult to meet the nmmum and average expected frequencies
of the categories. Moreover, the critical valuesdugh the K-S goodness-of-fit test are
independent of the hypothesised distribution. Thsans that the test does not rely on
assumptions that the data is drawn from a particotabability distribution. Thus, the
computation required when using the K-S test igpténand less time-consuming.

However, the K-S test assumes continuous distobati functions, which is not in
accordance with the random variables to be testédigtments). This is a major drawback
although we would very much like anyway to considantinuous distributions due to the
fact that they are generally more flexible thancise distributions and they do provide
good approximations. For a summary of argumentavour of the K-S test the interested
reader is referred to Lengu (2012).

We consider distributions with no more than 2 patars. The number of parameters is
limited to two to reflect a trade-off between goeds-of-fit and computational
requirements. Single or two-parameter distributiaare easier to handle and in an
inventory control context they constitute the noifhe goodness-of-fit tests are conducted
by deploying theEasyFitSoftware. There are nine theoretical distributitret have been
considered, for both the absolute and signed casedysed. In the former case,
distributions defined only in the positive domaswvk been considered. These distributions
are shown in Table 5.4. The critical values havenbeomputed based on K-S statistical
tables for 1% and 5% significant levels. We constat: i) there is a ‘strong fit’ if the P-
value is less than the critical value for 5%; gte is ‘good fit’ if the P-value is less than
the critical value of 1% but larger than that féb;5and iii) there is a ‘no fit’ if the P-value

is larger than the critical value for 1%.
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Table 5.4 Theoretical distributions being tested

No Absolute size and relative absolute size  Signed size and relative signed size

' adjustments adjustments

1 Cauchy Cauchy

2 Exponential Error function

3 Gamma Gumbel max

4 Gumbel max Gumbel min

5 Gumbel min Logistic

6 Logistic Normal

7 Normal Uniform

8 Uniform Hypersecant

9 Weibull Laplace

5.3.1.Goodness-of-fit tests and distributional considerabns

Considering that managers have not been perforadpgstments in every period for each
SKU, we end up with 1,461 (31.35%) and 2,958 (1%padjustments for the A and B
items respectively. The goodness of fit tests midichat none of the distributions provide
a strong fit when all the adjustments are consdielectively across the two classes of
items. That is, we have first attempted to assepstantial goodness of fit on all the
adjustments performed in the A and B items (sepbr&dr each category). This was partly
expected since adjustments should relate closelyet@haracteristics of a particular SKU.
However, we did wish to check for any ‘universabnclusions. The results indicate that
adjustments have to be considered separately &br @KU and we return to this issue later
in this sub-section. The detailed results of thedyess-of-fit testsdiscussed above are
shown inAppendix Bnd the summary of the best fitting distributioas de seen in Table

5.5.
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The distribution of the signed size of adjustmeatssolute size of adjustments, relative
signed size and relative absolute size and thedfittistributions for the A items are
indicated in Figure 5.4, Figure 5.5, Figure 5.6d dfigure 5.7, respectively. For all
distribution graphs, the horizontal axi§ ¢epresents the interval of adjustment data and
the vertical axisf(x)) represents the probability density function (PDFthe theoretical
distribution (please see Table 5.5 for the besingtdistribution) and the number of

adjustments in the corresponding interval.
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Figure 5.4 Distribution of the signed size of atljusnts for A items
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Figure 5.7 Distribution of the relative absoluteesof adjustments for A items

Figure 5.4 indicates that most decisions made byntanagers related to decreasing the
OUT level up to 20 units (29.23% of total decisiprior the absolute size of adjustments,
it was similarly found that those are associatethwa mode interval of [0 — 20] units
(Figure 5.5).Relatively small adjustments are kndwibe very popular in the forecasting
domain representing mostly reaction to noise oeedron the part of the forecaster (stock
controller in this case) for a sense of ownersliifhe process. However, a qualification of
‘small’ is required here that may not be perceigabihless a ‘relative’ analysis is
performed.

Figure 5.6 and Figure 5.7 show the relative sigez@ and relative absolute size of
adjustments. There are two considerable spikdseifiarmer case, where the mass function
though is indeed concentrated in the centre. Omtiher hand, the relative absolute size of
adjustments seems to peak at [20% — 25%)]. The alwoalysis, confirms previous results

in the forecasting literature on the prevalenceetdtively small adjustments.
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The distribution of the signed size of adjustmeatssolute size of adjustments, relative
signed size and relative absolute size of B itest&hown in Figure 5.8, Figure 5.9, Figure

5.10, and Figure 5.11 respectively.
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Figure 5.8 Distribution of the signed size of atljusnts for B items
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Figure 5.9 Distribution of the absolute size ofustiinents for B items
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Figure 5.8 shows that the most frequent decisioadenby the manager are to increase the
OUT level by 0 — 10 units; these constitute ne2096 of all decisions. In line with this,
the absolute size of adjustments also indicates &5 (39.72%) of decisions are to

increase/reduce the OUT level within the rangedeflD] units.

125



In relative terms, and similar to the patterns tdiexd for the A items, the distribution of
the relative signed adjustments in B items is dased with two spikes. The peak related
to negative and positive adjustments occurs af-8@% — -35%] (261 judgements) and
[35% —40%] (189 judgements) interval respectiveife relative absolute size of the
adjustments is [30% and 35%]. It seems that grestprstments are performed for the B
items rather than A and this may be related togieater eventual importance of such
items from a stock control perspective (both imtgrof obsolescence and stock holding
costs) discussed earlier in this chapter. The alamadysis is summarised in Table 5.5
where the best fitting distributions for each casalso indicated.

Table 5.5 Adjustment distributions for A items d@hitems.

A items B items

Signed size of | « Most adjustments are between |+ Most adjustments are between
adjustment 0 — -20 units 0 — 10 units

* Cauchy distribution * Weibull distribution
Absolute size | « Most adjustments are between | * Most adjustments are between
of adjustment | 0 — 20 units 0 — 10 units

* Gamma distribution * Gamma distribution
Relative * Most adjustments are between | ¢ Most adjustments are between -
signed size of | -25% — -30% (negative 30% — -35% (negative
adjustment adjustments) and 5% — 15% adjustments) and 35% —40%

(positive adjustments) (positive adjustments)

» Cauchy distribution * Cauchy distribution
Relative * Most adjustments are between | ¢ Most adjustments are between
absolute size 20% — 25% 30% — 35%
of adjustment | « Gamma distribution « Cauchy distribution

Returning to the issue of the goodness of fit, esithere is no single theoretical distribution
(from those assessed in this study at least) itsafstrongly) the adjustments when those
are considered across SKUs, goodness-of-fit teste wonducted for each SKU (across
time) separately. There are 138 SKUs considereth&se purposes in the A category and
325 B-class items. The criterion for selection &sdx on SKUs that have at least five
adjustments. For the A items it is found that treu€hy distribution provides a strong fit

for most series of signed sizes of adjustment (8®)0and relative signed sizes of
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adjustment (83.8%), whereas the Gamma distribyironides a strong fit for the absolute
size of adjustments (76.3%) and the relative aliedize of adjustments (88.8%). Similar
results are reported for the B items, where thecBaus associated with a strong fit for
95.0% of the relative signed size of adjustmentd #me relative absolute size of
adjustment (95.0%). The Gamma distribution offerstrang fit for the absolute size of
adjustments (97.5%), whereas the Weibull distrdoutperforms very well on the signed
size of adjustments (95.0% cases of strong fit)e Tetailed results are presented in
Appendix F.

Knowledge of particular distributions that provide good fit to the adjustments is
extremely useful towards the design of relevanisilet support systems (DSS). Since the
parameters of the distributions can be calculat@skth on past data (past adjustments)
percentiles may be specified that relate to, foaneple, authorization points. That is,
adjustments greater thanmamount (expressed either in signed/absolute ativel terms)
need to be authorized whereas adjustments belovautierization point may be freely
conducted. In forecasting area, Fildes et al. (200@aled that small adjustment (less than
10% relative to the baseline forecast) affecteddhecast accuracy negatively because this

group of adjustments only response to noise.

5.4. Analysis of the justification of adjustments

In this section we consider the justifications pded for performing adjustments and this
is perceived as a contribution on its own sincesinailar analysis has been conducted in
the past neither in the field of forecasting nowiohsly in the field of inventory control.
The majority of the justifications provided for adjing the OUT levels relate to perceived
changes in the underlying demand patterns; managdrsindicate ‘increasing’ or

‘decreasing’ demand as the reason for alteringtti@ levels. A linear regression analysis
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is considered using the past 24 weeks’ demand dataeach point of intervention/

adjustment when such a justification has been geml)i to assess whether or not a non
stationary behaviour (positive or negative sloge)resent on the data. An example of this
analysis can be seen in Figure 5.12 where we itelib@ Excel presentation of the results
in terms of the calculation of the intercept (ajl atope (b). Due to the shortness of the
demand data available, no attempts have been roasséss the statistical significance of

the regression results.
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Figure 5.12 Slope of demand pattern

Once the behaviour of the data has been establisheomparison is conducted with the

justification provided in order to assess theirsistency; please see Figure 5.13.
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Figure 5.13 Comparison between trends and reasgadgement made by manager

There are 1,461 A-class (31.35%) and 2,958 B-chi€9s (19.25%) associated with a
justification (reason provided) for adjusting an Dldvel. 1,160 (79.40% of those) A-class
SKUs relate to a consistency between what was ifdhby the managers and what our
analysis has shown. That is, there was for examplencreasing demand when such an
increase was perceived by the managers. Howeae thas a great proportion of SKUs
(20.6%) associated with the managers seeing atidinem the evolution of the demand

series opposite to what was actually happening (d8thand patterns perceived as
increasing, when in fact demand was decreasing, ldMddemand patterns where the
opposite was the case).

For B-class SKUs, there are 2,234 (75.52%) casesrewvthe justification and actual

behaviour of the series were in accordance and (22448%) cases where a wrong
direction of the demand data was perceived (388edsing demand patterns were
perceived as increasing, and 336 increasing demaaiterns were perceived as

decreasing).
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Figure 5.15 show inconsistencies between the dematadpattern and the reason provided

by the decision maker for justifying his/her adjents.

20

Reason: deceasing demand
Regression: positive trend A

10
y=0.716x- 4.456 \
5 R?=0.697

4 5 6 7 8 91011121314151617 1819 2021 22 2324

Figure 5.14 Example of inconsistency (the reasomiaking an adjustment is ‘decreasing
demand’ while the demand is increasing over time)
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Figure 5.15 Example of inconsistency (the reasomiaking an adjustment is ‘increasing
demand’ while the demand is decreasing over time)

Following from the analysis conducted above, weehagtempted to cluster all the
justifications into conceptually uniform categoriessulting in 24 such categories. These
categories are presented in Table 5.6 and Tabléob.the A and B items respectively.
Details related to the explanations provided by ag@ns for each category can be found in

Appendix G Excluding the adjustments associated with nafjoation, the main reason
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behind performing adjustments is associated witkeraeived decreasing (40.9%, 45.45%)
or increasing (16.6%, 42.79%) demand items (forAhand B class items respectively).
Figure 5.16 and Figure 5.17 present the distrilbutibthe number of judgements for every

category of justifications for the A and B itemspectively.

Table 5.6 Number of adjustments per justificatiategory(A items)

No. | code Reason NL_meer of Per_centage of
adjustments adjustments
1 10 | I-No reason 288 19.7%
2 11 | I-Backorder 24 1.6%
3 12 | I-Low stock 2 0.1%
4 13| I-Certain period 0 0%
5 14 | I-Steady demand 0 0%
6 15 | I-Increasing demand 242 16.6%
7 16 | I-Order spike 8 0.5%
8 17| I-Min ROP 0 0%
9 18 | I-Large demand 0 0%
10 19| I-ROP too low 0 0%
11 40 | I-Flat demand 0 0%
12 41 | I-Replacement part 2 0,1%
13 42 | I-Not classified yet 1 0.1%
14 20 | D-No reason 276 18.9%
15 21 | D-Order spike 4 0.3%
16 22 | D-Steady demand 0 0%
17 23 | D-Decreasing demand 598 40.9%
18 24 | D-Min ROP 0 0%
19 25 | D-Running down stock 1 0.1%
20 26 | D-Slow demand 0 0%
21 27 | D-Hardly demand 1 0.1%
22 28 | D-Replacement part 6 0.4%
23 29 | D-Bulk order 4 0.3%
24 30| D-Not classified yet 4 0.3%

I=increase, D=decrease

131



:

600
550
500
450

S 400
I
$ 350
S 300
£ 250
5

2 200
150
100

276 288

Reasons

Figure 5.16 Distribution of adjustments per jusafion category (A items)

Table 5.7 Number of adjustments per justificatiategory(B items)

No. | code Reason quber of Per.centage of
adjustments adjustments
1 10 | I-No reason 605 38.76%
2 11 | I-Backorder 162 10.38%
3 12 | I-Low stock 3 0.19%
4 13| I-Certain period 13 0.83%
5 14 | I-Steady demand 59 3.78%
6 15| I-Increasing demand 668 42.79%
7 16 | I-Order spike 3 0.19%
8 17 | I-Min ROP 1 0.06%
9 18 | I-Large demand 12 0.77%
10 19 | I-ROP too low 2 0.13%
11 40 | I-Flat average 1 0.06%
12 41 | I-Replacement part 0 0.00%
13 42 | I-Not classified yet 32 2.05%
14 20| D-No reason 528 37.80%
15 21 | D-Order spike 16 1.15%
16 22 | D-Steady demand 93 6.66%
17 23 | D-Decreasing demand 635 45.45%
18 24 | D-Min ROP 30 2.15%
19 25 | D-Over stock 1 0.07%
20 26 | D-Slow demand 61 4.37%
21 27 | D-Hardly demand 15 1.07%
22 28 | D-Replacement part 6 0.43%
23 29 | D-Bulk order 5 0.36%
24 30 | D-Not classified yet 7 0.50%

I=increase, D=decrease
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Figure 5.17 Distribution of adjustments per justfion category (A items)

Above results indicate that, in adjusting the O#dprTo level, managers may make
significant errors. This is because they make itaibitrary way. Other possibility is

because adjustments often reflect a sense of ohipesa the part of the managers. Up to
now, there is still no method discussing about. tiisrthermore, it may reflect that
different important contextual information is aldgainformed to managers, but for a
report, managers always report the same justifindbr their convenience.

The linkage between the provision (and type) oftifieations and inventory control

performance is assessed later in this chapter.

5.5. Simulation experiment

Simulation is the process of designing a model afeal system for the purpose of
evaluating the system’s behaviour by conductingeerpents with this model (Shannon,
1975; Pidd, 1998). As a decision-support tool, musation experiment attempts to

recognise the system’s behaviour by asking ‘wHatpifestions and using the model to
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predict the likely outcome (Robinson, 1994; Sarg@®08). In this study, a computer
simulation experiment has been designed to quaniiéy inventory performance and
evaluate the implications of judgemental adjustmemtan inventory system, focusing on
replenishment orders. Computer simulation is onethef most widely used research
methodologies employed in the field of OM (Amoakgnipah and Meredith, 1989;
Pannirselvam et al., 1999; Pidd, 1998); howevely arfew published simulation studies
actually refer to empirical situations. The majprdf them are built upon theoretically
generated data (Shafer and Smunt, 2004). The diowlaodel built for the purposes of
this research is an empirically driven tool basedwdich we attempt to evaluate what
would have happened in practice if specific scarsawere employed. It is constructed as
closely as possible to the actual real world sysaewh the analysis is based on empirical
rather than artificial data. The database is aedng Microsoft Excel software worksheets
and then Visual Basic Application code is developsghrding the inventory performance

evaluation (the code of the simulation can be fomn&ippendix H.

5.5.1.Conceptual model of simulation

Conceptual modelling, the process of abstractingpdel from a proposed real system, is a
very important aspect of simulation (Zeigler, 19T&w, 1991; Pidd, 2003). Robinson
(2008) argued that it contains objectives, inpatgpérimental factors), output (responses),
and model content (assumptions and simplificatiohthe model). The objective of our
simulation experiment is to evaluate the invenfgeyformance of unadjusted and adjusted
replenishment order policies. The differences ahudation results between adjusted
replenishment order and the benchmark method appliethe organisation are also
analysed. Moreover, the empirical database is asdtie experimental factors or inputs of
the simulation. The empirical database availabtdHis research consists of the individual

data series of 359 and 1,454 SKUs for A and B-cisas respectively. However, only
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179 A-class and 228 B-class SKUs are being utilibegimulation purposes on the basis
of having at least eight consecutive replenishnoedér observations. We appreciate that
this may indeed look ad-hoc but a decision needdxktmade with regards to the trade-off
between sufficient data considerations and the mghan output of the simulation
experiment. Demand data series over 26 periods tfriydnthe prices of SKUs and the
replenishment order (unadjusted and adjusted) idateeeded for this experiment. Lead
time is equal to two months (average lead time$@rdays).
We consider three opportunities for replenishinaclst the System OUT replenishment
level (unadjusted OUT level), the Final OUT repiment level (adjusted OUT level),
and the SMA-Based OUT replenishment level. As d@rpld in previous chapter, the
System OUT replenishment level is defined as thel Qélvel produced by the SAP
system, the Final OUT replenishment level congguhe judgementally adjusted order up
to replenishment level, whereas SMA-Based OUT replement levels are calculated
every month using the company’s formula.
In terms of the output of the simulation experimem record the inventory investment
(inventory holding cost), cycle service level (CSird fill rate for each SKU. Inventory
investment is the cost for carrying inventory vokim a given period (Silver et al., 1998).
The inventory investment is obtained by multiplyitige average of inventory volume
(inventory position) of a particular SKU with itest (approximated by its price), whereas
the inventory position is calculated as below:

Inventory positiop= Stock levegl+ Receipt ordes— Demang
wheret is the current time period (monthly). Receipt otdés the order placed 2 period
ago and received in peridddue to lead time = 2 periods). On the other woveks,may

say that inventory position is the stock on hanthatend of the period.
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The CSL is the probability that demand will be si&d from stock on hand during lead
time, whereas the fill rate is the rate (or peraga) of demand satisfied directly from stock
(Syntetos and Boylan, 2008). The CSL is calculasd

CSL =1 - the percentage of stock-outs in the satrarl length
The fill rate is obtained by the following formula:

26 demand — Y28, back orders
Fill rate = 2i=1 2591 dfr:;nd x 100%

Two scenarios are considered for simulation purpod3édne difference between these
scenarios is in terms of the calculation of theeortb be placed for replenishment
purposes. The first one is an intuitively appealiagresentation of the process, whereas
the second is the standard one used in analytiedli@ions of the OUT policy.
In the first scenario, the stock on hand and tleisrare calculated as follows:

Stock= Stock; — Demangd+ Order.,

Ordeg = OUT Leve| - Stock
In the second scenario, the stock on hand is edbkxilas above but the order quantity is
defined as

Ordek = OUT Leve| - OUT Level.1+ Demand

5.5.2.Validation and verification of the simulation model

The correctness of a conceptual model is obtaireduggh model verification and

validation, which is carried out in parallel wittagh of the processes of conceptual
modelling, model coding, experimentation and impatation (Robinson, 2008; Sargent,
2008). Robinson (1994) explained that the validatio simulation is to test the accuracy
and the ability of the model to meet the objectigbthe simulation. This test is conducted
by checking that the overall behaviour of the madetepresentative of the real world.

Only when these tests have been completed can eaaom be performed with

136



confidence. Moreover, verification is a test towersthat the logic of each element in the
model is checked (analogous to program debugging3; performed during the model

coding. In our research, validation is carried wiien defining the formulas needed for
inventory performance measurement, such as theweagalculate the average inventory
position, backordered demands and order quantihesd@ formulas are evaluated by
checking the rationale of causal relationships ketwthe input-output of the model’s
structure.

The verification process is performed during theedlgoment of the model coding to

ensure that the model is properly realised in traputer program and its implementation
is correct. Incorrectness in computer programs bwgaused not only by the conceptual
modeling, the computer program or the computer é@mgntation but also by the data
(Sargent, 2008). The simulation experiment in tegearch is verified by checking that all
formulas and calculations for addressing the refequestions are properly written in the
code of computer program. The following figure (g 5.18) presents the simulation

model adopted for the purposes of this researdipfad from Robinson, 2004).
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Real world:
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of inventory system with

adjusted and unadjusted

. replenishment order policy
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this research) modeling
Solution Conceptual mod
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Data validation: Conceptual model:
Solution/understanding: Using simplification and Develop the expepmental
Define the inventor assumptions to achieve structure of unadjusted and
performance results from t| sufficient operational adjusted replenishment order
experimentation validity in the simulation policy (in scenario 1 and
process scenario 2)
Experimentation Verificatio
Validation
Experimentation Model coding
v

Computer model:
Develop model coding by
converting the elements in

conceptual model to the
simulation language on the
computer (using VBA
embedded to Ms. Excel)

Figure 5.18 Verification and validation of the silation model

5.5.3.Simulation results

Table 5.8 and Table 5.9 present the results olutafreen the two simulation scenarios
conducted on A and B items respectively. As canséen from Table 5.8, the total
inventory investment related to adjusted orderslightly lower than the unadjusted ones
for both scenarios. The decrease of inventory imvest is about 0.61% and 3.16% for
scenario 1 and 2 respectively resulting in an iaseeon the service level and fill rate for

scenario 1, but not for scenario 2. The increageSif and fill rate in scenario 1 is not very
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significant, since it is of the order of 0.07% @&nh@3% respectively. On the other hand, the
CSL in scenario 2 is decreased from 0.9239 to @902.07%), while the fill rate
decreases from 0.9481 to 0.9299 (1.92%). Consigletie trade-off between inventory
cost and service, it seems that judgemental adgrgsnaccount for an improvement in
terms of inventory investment at the expense thaigin expected service reduction.
Considering the simulation results of the SMA-bas&dT replenishment level as the
benchmark, it can be seen that for both scenatiesadjusted OUT level requires an
increase of the total inventory investment. Theease on inventory investment is about
3% and 6% for scenario 1 and 2 respectively rasyltas expected, in an increase of the
service provision.

Turning now to the results for B items, it can leers from Table 5.9 that the Final OUT
replenishment level is associated with a higheemmery investment as compared with the
System OUT replenishment level for both scenafit® increase is 0.95% and 0.10% for
scenario 1 and 2 respectively. This increase asalts to the increase of the service

provision, though it is not particularly prevaldlgss than 1%).
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Table 5.8 The simulation results for A items

System OUT replenishment level

Final OUT replenishment Level

SMA-based OUT replenishment Leve

Total Total Total
Scenario inventory Average | Average fill inventory Average | Average fill inventory Average | Average fill
investment CSL rate investment CSL rate investment CSL rate
(€) (€) (€)
Scenario 1| 1,075,021.16 0.991 0.993 1,068,503.32 0.991 0.993 1,036,225.99 0.991 0.993
Scenario 2| 750,396.71 0.924 0.948 726,701.38 0.905 0.930 685,263.18 0.861 0.892
Table 5.9 The simulation results for B items
System OUT replenishment level Final OUT replenishment Level SMA-based OUT replenishment Leve
Total Total Total
Scenario inventory Average | Average fill inventory Average | Average fill inventory Average | Average fill
investment CSL rate investment CSL rate investment CSL rate
(€) (€) (€)
Scenario 1 131,876.06 0.986 0.962 133,133.96 0.987 0.965 135,393.53 0.988 0.968
Scenario 2 108,468.63 0.889 0.891 108,580.07 0.889 0.893 109,746.42  0.886 0.892
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Comparing the inventory investment of SMA-based Otdplenishment level with the
adjusted one, it can be seen that the latter pexdiowver cost, but the difference is indeed
very small: 1.67% (€2,260) in scenario 1 and 1.(6%166) in scenario 2. However, and
although this naturally leads to a slight decreagbe service measures under scenario 1,
in scenario 2 the opposite occurs. This, in themryicates that adjustments lead not only
to less safety stocks (as expressed through thentory investment) but also to better
service provision. It is true that the differenoéserved are very small but nevertheless the
results favour conclusively the judgementally athdOUT levels.

The above findings are consistent with the requitsented in most relevant studies in the
forecasting field where judgemental adjustmentsmse¢o account for (considerable)
performance improvement (Diamantopoulos and MatheW889; Mathews and
Diamantopoulos, 1986, 1990, 1992; Lawrence etl18186; Angus-Leppan and Fatseas,
1986; Wolfe an Flores, 1990; Syntetos et al., 200Blowever, the results indicate that
there may be less benefit resulting from judgembngaljusting stock control decisions
than statistical demand forecasts. This findingnisagreement with the Syntetos et al.
(2011) findings which showed that judgemental fast@djustments have more prominent
effects than judgemental order adjustments.

From the above discussion we may provide an answiie first research question, about
the potential performance improvement resultingmfrgudgementally adjusting stock
control-related decisions; we find that human weetion seems to offer a reasonable

advantage in stock control decision making.

5.6. The effects of the sign of adjustments on inventorgerformance

The purpose of this analysis is to evaluate thecedf of the sign of adjustments

(positive/increasing adjustment and negative/dstnga adjustment) on inventory
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performance. To conduct such analysis, we conditeraverage adjustment per SKU
across time as it would simply be impractical t@algse the effects of each adjustment
separately. The average adjustment is used toifgl&sSU into two categories: positive
and negative average adjustment. The next stepasalyse the inventory performance for
each of these two groups in terms of inventory stvent, cycle service level (CSL) and
fill rate across all the SKUs in that group. Theules are shown in Table 5.10 and Table
5.11 for the A and B items respectively.

The results of simulation for the A items indic#ttat the inventory investment related to
the adjusted replenishment orders is lower thah ¢baresponding to the System OUT
replenishment orders with the exception of the fpasiadjustment category in scenario 1.
Regarding the service measures, there is no signifi difference between the two
replenishment order methods for scenario 1. Whefmascenario 2, the service level and
fill rate of adjusted replenishment orders tendsbéolower than the unadjusted ones,
particularly for the positive adjustment categofhus, we may say that the negative
adjustments perform better than the positive onesnproving the performance of the
inventory system. In addition, we may see thatehemlways a trade-off between cost and

service level.
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Table 5.10 The effect of sign adjustments on inmgnperformance for A items

System OUT replenishment level Final OUT replenishment Level SMA-based I?eld; replenishment
: e Total Total Total
Scenario | Classification inventory | Average | Average | inventory | Average| Average | inventory | Average | Average
investment| CSL fill rate | investment| CSL fill rate investment CSL fill rate
(€) (€) (€)
Scenario 1 Negative 68,967.05 0.997 0.997 67,733.45 0.997 0.997 66,237.29| 0.997 0.997
Positive 7,774.83] 0.977 0.983 7,932.64| 0.979 0.984 7,996.25| 0.978 0.984
Scenario 2 Negative 63,344.46) 0.944 0.965 62,258.97 0.932 0.952 61,340.38] 0.887 0.910
Positive 4,687.58 0.877 0.908 4,493.26] 0.842 0.878 4,476.91| 0.800 0.851
Table 5.11 The results of sign adjustments on itorgrperformance for B items
System OUT replenishment level Final OUT replenishment Level SMA-based I?eld; replenishment
: e Total Total Total
Scenario| Classification inventory | Average | Averagef| inventory | Average | Averagef| inventory | Average | Averagef
investment CSL ill rate investment CSL ill rate investment CSL ill rate
(€) (€) (€)
Scenario 1 Negative 56,492.58 0.990 0.968 56,466.85 0.990 0.969 54,478.44| 0.991 0.971
7 Positive 10,308.45 0.975 0.947 10,551.40, 0.978 0.956 10,644.65] 0.979 0.958
Scenario Negative 50,222.58 0.907 0.916 50,084.03 0.904 0.913 49,564.00] 0.904 0.910
7 Positive 8,159.44| 0.835 0.818 8,322.16/ 0.843 0.833 8,426.52| 0.832 0.840
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For B items, the negative adjustment category foalFOUT replenishment level produced
lower inventory investment compare to System OWElleFor scenario 1, this category is
not associated with much difference of CSL and fdte between the Final OUT
replenishment level and System OUT replenishmerl.l&Vhereas in scenario 2, we find
that the Final OUT replenishment level has lowdues of CSL and fill rate. On the other
hand, the inventory investment on the positive stdpent category of the adjusted
replenishment orders is higher than the unadjustes. The increase on both scenarios is
between €162.72 and €242.95. It raises the CSL31L0 to 0.95%, and fill rate by 0.94%
and 1.80%. Thus, as the results are the same hétlAclass items we may conclude that
negative adjustments may deliver more benefit th@npositive adjustments towards the
improvement of inventory system.

The comparison between the SMA-based OUT replereshrievel and the Final OUT
replenishment level indicates that the negativesidjents seem to increase the inventory
investment whereas the opposite is true for pasddjustments.

Regarding CSL and fill rate, the experiment respitsduce similar values, except for the
value of scenario 2 of A items where the CSL arlt rate of SMA-based OUT
replenishment level is significantly lower than tinal OUT replenishment level.
Moreover, the Final OUT replenishment level seembé associated with better CSL and
fill rate than the SMA-based OUT replenishment leneboth signs of adjustment, except
from scenario 1. It can be seen that for A itemsadanario 1, and for B items in both
scenarios, the CSL and fill rate increases betv@n 0.045, while the decrease is only
between -0.001 to -0.002 for A items in scenarid@lds indicates that, even when SKUs
are categorised by the sign of adjustments, thastalj replenishment orders perform

better than the SMA-based OUT replenishment lemeko
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The results also show that the values of CSL dhdafe with negative adjustments seem
higher than those with positive adjustments fohesaenario for both categories of items.
This result is in line with the findings of judgental forecasting research which has found
that large negative adjustments perform well irreasing forecast accuracy for products
that are subject to intermittent demand (Syntetoal.e 2009b) and also for fast moving

demand (Fildes et al., 2009). These forecastindietuargued that negative adjustments
are more effective than positive adjustments stheg reflect genuinely important pieces

of information. Furthermore, the relatively poorfoemance of positive adjustments may
be a result of an optimism bias on the part of iwecasters (the issue of bias in

judgementally adjusted replenishment order decssiwill be discussed in section 5.9).

Forecasters tend to over-weight the statisticaltesy's forecast when contextual

information is available (but in the absence ofalde evidence). Alternatively, excessive

upward adjustments may be motivated by politicatdes such as pressure from senior
management. Insights from the judgemental foremgstsearch cited above may explain
why negative adjustments on replenishment ordeises perform better than positive

adjustments.

In the case of this company, managers tend to dserthe OUT level of A items mostly

between [0- —20] units (see analysis in sectiondh8ve). For B items, however, most

adjustments made by the manager are between [0#if3]. This indicates that negative

adjustments occur more on A items than B itemss Tésult is consistent with the value of

CSL and fill rate resulting from the Final OUT repishment level for each category. If we
compare the average CSL and fill rate of the FODHEIT replenishment level between A

items and B items, we find that A items have greatdues than B items (CSL for A and B

items is 0.938 and 0.929 respectively; fill rate fo and B items is 0.953 and 0.918

respectively).
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5.7.The effects of the absolute size of adjustments amventory performance

Two pieces of analysis are conducted to exploreetfexts of the size of adjustments. The
first one is conducted using the average of thelates size of the adjustments (the sign of
adjustments is not considered in calculating therage). The second relates to the
absolute average size of the adjustments (takiegatlerage size of the adjustments,
considering the positive/negative sign of adjusttsieand then calculating the absolute
value of that average). After calculating the ageraf absolute and average of absolute
signed adjustments, the next step is to calculage percentage adjustment from the
average demand for every SKU for the purpose aofsdigng the SKUs into small,
medium, and large adjustments categories. Foc#iegorisation, we consider these to be:
I) small adjustments if: 0 < average adjustmemi/age demand 10%,

i) medium adjustments if: 10% < average adjustriaaerage demand 20%,

iii) large adjustments if: average adjustment/agerdemand > 20%.

Then the inventory performance (inventory investm@sL, and fill rate) is compared for
each category in every scenario. This performanegysis is based on the average of the

adjustment across time since the signs of adjudsrieneach SKU cannot be useful.

5.7.1.The average of the absolute size of the adjustments

After obtaining the results of average adjustmewrtage demand for each SKU, we find
that the above grouping does not fit the rangevefage absolute adjustment of B items.
The smallest value of average adjustment/average is 11.18%. As a result, for B
items, we change the grouping into: less than araketp 20% for small adjustments,
between 20% and 40% for medium adjustments, angeah0% for large adjustments.
Applying this new grouping to A items is not inappriate because the highest
adjustment/average demand value is 38.07%. Thegdtegorisation for A items stays as

discussed above in 5.7.
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Table 5.12 and Table 5.13 show the inventory peréorce analysis results for A and B
items respectively.

The simulation results indicate that, for A-clagsrs, the inventory investment of adjusted
replenishment orders is lower than that assochatdunadjusted replenishment orders. In
term of CSL and fill rate, the Final OUT repleniskmh levels are associated with the same
or higher values than the System OUT replenishnterdl related ones, for scenario 1.
This indicates that the adjusted replenishmentrerdecrease the inventory cost whilst
resulting in higher customer service level and rite. However, this is not the case for
scenario 2. The decrease of inventory cost aladtset® the decrease of CSL and fill rate
value.

Further analysis on the size of the adjustmentloth scenarios reveals that ‘large
adjustment’ category (higher than 20%) resultshtoliest performance as the decrease of

inventory cost is not accompanied by an expectededse of service provision.
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Table 5.12 The results of absolute of adjustmertherinventory performance analysis for A items

System OUT replenishment level Final OUT replenishment Level SMA-based IS:/(II replenishment
Scenario | Classification| . Total . Total . Total
inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment CSL fill rate investment CSL fill rate | investment CSL fill rate
(€) (€) (€)
Scenario < 10% 24,067.72 0.991 0.993 23,847.71 0.991 0.993 23,250.42) 0.992 0.993
1 10-20% 21,455.81] 0.985 0.989 21,206.15 0.989 0.991 20,268.10, 0.986 0.991
>20% 32,000.71) 1.000 1.000 31,304.22 1.000 1.000 31,300.42] 1.000 1.000
Scenario < 10% 17,691.09, 0.921 0.950 17,087.29 0.898 0.928 16,053.79] 0.862 0.893
2 10-20% 18,962.38 0.910 0.922 18,420.20, 0.903 0.916 18,455.09, 0.810 0.853
>20% 31,378.56 1.000 1.000 31,244.74) 1.000 1.000 31,308.42 1.000 1.000
Table 5.13 The results of absolute of adjustmerthennventory performance analysis for B items
System OUT replenishment level Final OUT replenishment Level SMA-based I?el\gI replenishment
: e Total Total Total
Scenario) Classification inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment CSL fill rate investment CSL fill rate investment CSL fill rate
(€) (€) (€)
Scenario < 20% 646.82| 1.000 1.000 655.42| 1.000 1.000 791.41| 1.000 1.000
1 20-40% 4,936.22| 0.988 0.987 4,964.34) 0.988 0.988 5,281.42| 0.990 0.989
>40% 61,276.45 0.985 0.949 61,456.04) 0.986 0.953 59,107.47| 0.987 0.956
Scenario < 20% 557.58| 0.983 0.997 560.30| 0.988 0.998 664.07| 0.983 0.995
5 20-40% 4,215.67) 0.897 0.915 4,221.67) 0.897 0.919 4,314.99, 0.906 0.927
>40% 53,658.98 0.879 0.873 53,672.81] 0.879 0.874 53,068.26) 0.870 0.870
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The opposite result was found for B-class itemsrevtaeljusted replenishment orders seem
to be associated with a higher inventory investnmmpared to the unadjusted ones
although the differences are very small (mostlg liggn 0.5%). The slight increase in cost
also results in a small improvement of the CSL filhdate. From the results we may see
that the best performance is resulting from theg#aadjustment’ category; the smallest
increase in inventory investment may result inhifghest CSL and fill rate as compared to
other categories.

From the comparative analysis of SMA-based OUTemreighment levels and Final OUT
replenishment level, we found that for A items, theentory investment of SMA-based
OUT replenishment levels is lower than the FinalTOidplenishment levels for all of the
adjustments categories when considering scendnaosdenario 2, this is true only for the
‘small adjustment’ category. Different results wévand for B items, where the inventory
investment of SMA-based OUT replenishment levelgsally higher than the Final OUT
replenishment level related one in the small andiome adjustment categories.

In term of service level and fill rate of A itemthie same values are found between the
SMA-based OUT replenishment level and Final OUTliaeishment level for scenario 1.
However, most of CSL and fill rate associated with Final OUT replenishment levels
seem to be higher compare with the SMA-based anesdnario 2. Moreover, the highest
service level and fill rate is resulted from thestium adjustment’ category. However, it is
difficult to make a conclusion regarding the CSld dill rate for B items since no pattern

can be found in the simulation results.

5.7.2.The absolute average size of the adjustments

Table 5.14 shows the result of the analysis oratisolute average size of adjustments of
A items. It can be seen that generally Final OUplerishment levels result in lower

inventory investment compared to System OUT replement levels. The decrease is
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between 0.23% and 6.88%. The decrease of invemegstment produces only a slight
increase of CSL and fill rate for scenario 1. Thedst inventory investment is resulted
from the large (>20%) adjustment category. Howewerscenario 2 the decrease of
inventory investment also produces lower CSL alhddie.

In Table 5.15 we can see the simulation result Bortems. Most of the inventory

investments of Final OUT replenishment levels aighér than the System OUT

replenishment level ones, which consequently irs@¢he CSL and fill rate except for the
large adjustment category in scenario 2.

Moreover, it can be seen that the inventory invesinof SMA-based OUT replenishment
levels is generally lower than that associated whth Final OUT replenishment levels in
the medium and large adjustment categories. Orttiner hand, inventory investment of
SMA-based OUT replenishment levels seems to hagkeehivalues than the Final OUT
replenishment levels one for the SKU in the ‘snaaljustments’ category. In addition, the
highest service level and fill rate results frore tlarge adjustments’ category for A items

and medium and large categories for B items.
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Table 5.14 The results of absolute signed of adjasts on the inventory performance analysis folefns

System OUT replenishment lev

el Final OUT replenishment Level

SMA-based OUT replenishment

Level
: e Total Total Total
Scenario | Classification inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment CSL fill rate investment CSL fill rate investment CSL fill rate
(€) (€) (€)
< 10% 7,404.17| 0.991 0.992 7,387.28| 0.991 0.992 7,436.89] 0.991 0.992
Scenario 1 10-20% 6,281.54| 0.985 0.990 6,333.51| 0.986 0.993 6,213.64| 0.986 0.992
>20% 63,838.53 0.993 0.994 62,637.28 0.994 0.994 61,168.40, 0.994 0.994
< 10% 4,279.89] 0.934 0.944 3,985.36| 0.900 0.915 4,052.60, 0.833 0.858
Scenario 2 10-20% 3,061.30] 0.890 0.944 2,972.39| 0.863 0.935 2,647.93] 0.848 0.898
>20% 58,982.36 0.932 0.953 58,093.04| 0.928 0.946 57,430.49] 0.888 0.915
Table 5.15 The effects of absolute signed of adjasts for B items
System OUT replenishment level Final OUT replenishment Level SMA-based 8:/; replenishment
. e Total Total Total
Scenario | Classification inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment CSL fill rate | investment CSL fill rate | investment CSL fill rate
(€) (€) (€)
<10% 7,947.48] 0.983 0.970 7,960.87 0.985 0.976 7,930.56] 0.987 0.979
Scenario 1 10-20% 4,243.13] 0.982 0.971 4,428.07) 0.983 0.977 4,575.42| 0.987 0.984
>20% 54,610.42] 0.990 0.955 54,629.30, 0.990 0.955 52,617.11) 0.989 0.955
< 10% 5,933.73] 0.877 0.876 5,995.12| 0.880 0.883 6,181.46] 0.875 0.874
Scenario 2 10-20% 3,716.33| 0.916 0.915 3,795.88| 0.921 0.924 3,774.87| 0.914 0.930
>20% 48,731.96| 0.886 0.891 48,615.19] 0.883 0.888 48,034.19] 0.882 0.890
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The results on inventory investment for A and Bmisesuggest that the extent of the
advantage associated with the size of adjustmemistiyet clear, because the results of the
analysis for both classes of items, both scenaras] both types of descriptive
summarization considered (absolute and absolut®) sige too varied. However, if we
focus on the CSL and fill rate, we may say thatAdtems, the performance of the ‘large
adjustments’ group is higher than that of otherugsy whereas medium and large
adjustment categories perform better on B items.

In the area of judgemental forecasting, Fildesle{2®09) argued that large adjustments
may improve forecast accuracy more effectively tearall adjustments since the small
adjustments are merely a response to non-exisétigrps. The same results are also found
by Diamantopoulos (1986, 1990, 1992), and Diamanims and Mathews (1989).
Moreover, O’Connor and Lawrence (1989) found thdgemental confidence intervals in
time series forecasting were initially excessiveler-confident. This situation may also
exist in judgemental stock control decision makivigere the large adjustments might only
represent overreaction by the decision maker ipaese to the available contextual
information.

For B items, as we mentioned above, large and medidjustments perform better for
CSL and fill rate values but not for reducing ini@y investment. If the organisation
focuses on the achievement of service level taripetls the manager needs to be very
careful with the small adjustments since the wrdegision made by the manager on B
items will directly increase the holding cost (doehe analysis result of price of materials
explained in section 5.2 that shows the most Bstane more expensive than A items).

In the forecasting field, the decision maker negulsconsider adjustments based on
statistical forecasting and also estimates of fhe of the adjustment (Lawrence et al.,

2006).From these findings we may say that the litsnef making adjustments on stock
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control decisions not only depends on the sizedpistiments made by the manager, but
also on the demand characteristics of the item.

In addition, the procedure for calculating the dibsosize of adjustments is also the factor
that affects the results of this analysis. For gXemthe above analyses (absolute
adjustments and absolute sign adjustments) offgrsfisantly (not in a statistical sense)

different experiment results of A and B items faotlb scenarios. These differences
introduce complications towards the interpretatainthe results and reaching specific
conclusions. In the forecasting area, conflictirepults due to different forecasting

accuracy measurements (percentage errors, rekatiges, and scaled errors) often occur
since each measure is associated with specifitdifons. The inconsistency of the results
may also be due to the nature of the demand dhts.iSsue is investigated by Davydenko
and Fildes (2013) that suggest that the well-kndanmecast error measures seem not
suitable for judgemental adjustment forecastingthed attempt to develop an appropriate

procedure for measuring judgemental forecastingracy.

5.8. The effects of justification of adjustments on invetory performance

This part of the analysis examines the effecthefreasons for adjustments on inventory
performance. It is achieved by calculating the nemdd justification adjustments for each
SKU. Then, the adjustments are separated into ¢ategories based on the number of
justifications for the adjustments:

i) Justifications <25%;

i) 25%<Justifications<50%;

iii) 50%<Justifications<75%;

iv) Justifications>75%.
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Furthermore, the inventory performance (inventanyestment, CSL and fill rate) is
compared for each category in every scenario.

Table 5.16 and Table 5.17 show the results assadciatth the justification for the
adjustments on the inventory performance for A Bralass items respectively.

By comparing the inventory investment associatetth whe System OUT replenishment
levels and the Final OUT replenishment levels afldss, we found that, in the majority of
cases all justification categories result in lowawventory investments without that
implying a decrease in the service provision. bt fae opposite is the case.

For B-class items, regarding the inventory investin&KUs which are associated with
justifications between 25% and 50% for scenariond #hose between 25% and 75% for
scenario 2 seems to be associated with the begiatzative performance. The decrease in
inventory investment in the particular categoriesuited to a positive contribution to CSL
and fill rate.

In terms of CSL and fill rate, it can be seen freognario 1 in Table 5.16 that the same
CSL and fill rate values are obtained for both eeghment order procedures. Moreover,
in scenario 2, for A-class items, the CSL and fdte associated with the Final OUT
replenishment levels tend to be higher than th#ated to the SMA-based OUT
replenishment levels. A considerable increase ef @sL and fill rate values from the
SMA-based OUT replenishment levels to adjusteder@phment orders were found on the
SKUs that have justification more than 75%. Thaease of CSL and fill rate under this
category is 16.7% and 18.9% respectively. For Bigtethe results are varied. However,
we can see that the highest increase in CSL dmat when moving from the SMA-based
OUT replenishment levels to Final OUT replenishmlentls is given by SKUs that have

justification more than 75%, which is the samehasresult for A items.
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Table 5.16 The results of justification of adjusiiseon the inventory performance analysis for Mmie

System OUT replenishment level Final OUT replenishment Level SMA-based 8:/; replenishment
. e Total Total Total
Scenario  Classification inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment CSL fill rate investment CSL fill rate investment CSL fill rate
(€) (€) (€)
Just <25% 1,455.67| 1.000 1.000 1,437.63| 1.000 1.000 1,448.40, 1.000 1.000
Scenario| 25%<Just<50%| 45,301.16/ 0.992 0.994 44,227.83] 0.992 0.994 42,661.12| 0.992 0.994
1 50%<Just<75%| 30,439.24 0.979 0.980 30,374.31] 0.980 0.981 30,348.16) 0.980 0.981
Just>75% 328.18| 1.000 1.000 318.30| 1.000 1.000 361.24| 1.000 1.000
Just <25% 2,302.08] 0.991 0.997 6,645.19| 0.943 0.938 6,536.40 0.944 0.943
Scenario| 25%<Just<50%| 51,912.72] 0.921 0.947 52,030.02f 0.900 0.925 49,443.21 0.850 0.881
2 50%<Just<75% 18,831.17] 0.883 0.914 13,913.56] 0.891 0.939 13,054.94| 0.841 0.899
Just>75% 143.01| 1.000 1.000 127.87| 1.000 1.000 63.39| 0.833 0.811
Table 5.17 The results of justification of adjushtseon the inventory performance analysis for Bige
System OUT replenishment level Final OUT replenishment Level SMA-based 8:/; replenishment
. e Total Total Total
Scenario|  Classification inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment CSL fill rate investment CSL fill rate investment CSL fill rate
(€) (€) (€)
Just <25% 31,416.74) 0.986 0.958 31,681.23 0.986 0.960 30,440.71) 0.988 0.964
Scenario| 25%<Just<50% 15,963.83 0.988 0.970 15,882.38 0.990 0.973 15,622.48 0.990 0.974
1 50%<Just<75% 18,831.69] 0.982 0.962 18,856.64| 0.987 0.970 18,545.67] 0.985 0.967
Just>75% 588.76/ 0.992 1.000 598.00| 0.992 1.000 514.23| 0.992 1.000
Just <25% 25,935.91] 0.887 0.887 25,969.53 0.886 0.885 25,545.11] 0.879 0.881
Scenario| 25%<Just<50% 14,814.54, 0.914 0.907 14,810.91) 0.916 0.915 14,775.70, 0.917 0.919
2 50%<Just<75% 17,507.99 0.875 0.881 17,498.92 0.875 0.888 17,532.18 0.893 0.897
Just>75% 123.58| 0.650 0.827 126.83| 0.667 0.850 137.52| 0.642 0.847




The above findings show that the SKUs associatetl wiore than 75% justifications
produce the highest stock control performance. Témsons or justifications behind
managers changing the OUT level produced by thevaod system in the past may be the
factor that helps the decision maker to make awfjests. In their forecasting study, Onkal
et al. (2008) reported that the explanation accowyipg the adjusted forecasts helps the
decision maker to define the appropriate size pistichents and gives more benefits from
further modifications. Moreover, this may be usefnl the learning process for
practitioners towards an understanding of why desgsmay be erroneous (Stekler, 2007).
Levitt and March (1996) argued that the procedurestore and access information,
particularly when forecasters seek to make judgésnes the important consideration in
the documentation of contextual information. Theecarganisation has documented some
of the justifications for the adjustments made bgnagers; however, managers seem to
change the OUT level frequently without giving amgason (see the justification of
adjustment analysis in section 5.4). As we know tie@ case organisation does not
document the reason for adjustment in detail, anddeed unaware of the importance of
contextual information (for convenience they alwagport the same justification), it is
recommended that the company improves its docurti@mtprocedure in order improve
their judgemental stock control performance. Thaification for adjustments should be
determined not only when the decision maker makesa@dustment, but also how,
presenting the reason why judgement is incorporetedthe decision. These factors are
important to reduce bias in judgemental adjustni@mcasting (Goodwin, 2000), and may
also be important in judgemental stock controlayst. The above discussion may answer
our research question about improving stock comtesformance by the adjustments when
justification is offered on adjusted replenishmerder decisions, since we found that the

SKUs associated with more justifications are akspaiated with better performance.
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5.9.The effect of bias of adjustments on inventory pedrmance

Many studies have investigated bias in judgemegntadljusting forecasts (for example
Diamantopoulos and Mathews, 1990; Mathews and Diopaulos, 1990; Goodwin and
Wright, 1994) although based on our knowledge salfi@re is no study about this issue in
the stock control area. Thus, in making judgemeatflistments, managers tend to use
heuristic principles while taking contextual infation into consideration. Heuristic
principles have systematic errors (Tversky and lealem, 1974).

For this analysis, identification of bias of adjushts on inventory performance is
achieved by calculating the average adjustments €U (across time). Then the
maximum and minimum values of adjustments are ddfiThe next step is to calculate
the value of 10% of the maximum of negative adjestta and 10% of the minimum of
positive adjustments, to classify the average gisichent as positive biased, unbiased or
negative biased. For this categorisation, we censid

- Positive biased if the average adjustment per SKI0% max

- Unbiased if min 10% < the average adjustment pad SKL0% max

- Negative biased if the average of adjustment ped SKL0% min

Next, the average of inventory performance betwgenps is compared.

Table 5.18 and Table 5.19 show the results of Giathe inventory performance analysis
for A and B-class items respectively.

For A items, it can be seen that inventory investimieassociated with the Final OUT
replenishment level are generally lower than tih&t $ystem OUT replenishment level
ones for both scenarios. With regards to the CSlLfélrate, in scenario 1, we found that
there are no differences between the Final OUTerephment levels and the System OUT
replenishment levels with the exception of the ifpes biased adjustment’ category.

Whereas for scenario 2 we found that the servigel land fill rate of the Final OUT
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replenishment levels seems to have a lower valan tthat of the System OUT
replenishment level for all adjustment categoridsreover, we can conclude from this
analysis that the ‘negative biased adjustment’ gmie perform well in improving the
performance of the inventory system since thisgmate resulted in the lowest inventory
investment and does not imply (or it does only nreally) a reduction of the CSL and fill
rate.

In the analysis of B items we found that the ineentinvestment of the Final OUT
replenishment levels seems to be lower than théteoBystem OUT replenishment levels
only in the ‘negative biased adjustment’ categanylioth scenarios. In this category, for
scenario 1, the CSL and fill rate value is the sémnéboth replenishment order methods.
For scenario 2, the ‘negative biased adjustmen€gmy did not affect much the CSL and
fill rate value. This indicates that negative brasults in better results than the other
categories. It means that, if the managers makestdgnts without any rationale or adjust
the OUT level in arbitrary way, the negative adjushts seems perform better compare to
the positive ones. This finding is in line with thign of the adjustments analysis in section
5.6 where we found that the negative adjustmemidyme the best performance

When comparing the SMA-based OUT replenishment I$evand the Final OUT
replenishment levels, we can see that the inventmgstment of the former is lower than
that of the latter for the negative biased and asdal adjustments categories, whereas for
the positive biased category, the opposite is #se ¢urthermore, in terms of the CSL and
fill rate, it can be seen from Table 5.18 that thghest CSL and fill rate for A items
resulted from the negative bias adjustments cayefgorboth scenarios. For B items, the
highest CSL and fill rates were produced by theiasddl adjustments category. For all
items, it also appears that the ‘positive-biasgdsichents’ category produced the lowest

CSL and fill rate. This finding seems to be corgistwith research on judgemental
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forecasting by Syntetos et al. (2009b) who foundt thositive adjustments lead to
unsatisfactory performance of the inventory systiray argued that optimistic bias would
lead to positive adjustments being made in the radesef reliable evidence that the
forecast does need an upward adjustment, or leagteenthusiastic upward adjustment
when such evidence was available. Moreover, treexidence in judgemental adjustment
forecasting that the source of contextual infororaticonstitutes a major factor that
influences the frequency and magnitude of adjustsn@dnkal, et al., 2013). In that study,
the source of information based on direct expegegiwes more effects on the level of
adjustment compared with the information based ssumption. This phenomenon might
also take place when judgementally adjusting stepkenishment decisions.

The above discussion implies that biases also &xigte area of judgementally adjusting
replenishment decisions. This may answer our fotgslkearch question, i.e. whether or not
judgementally adjusted stock control decisions associated with bias. In addition, in
order to obtain the benefits of making adjustmentsstock control decisions, it is
important to understand the nature of decisiondsida deciding how to manage those

biases in the process (Carter et al., 2007).

159



Table 5.18 The results of the bias of adjustmentthe inventory performance analysis for A items

SMA-based OUT replenishment

System OUT replenishment level Final OUT replenishment Level Level
Scenario| Classification | . Total . Total . Total
inventory | Average| Average inventory | Average| Average inventory | Average | Average
investment| CSL fill rate investment CSL fill rate investment CSL fill rate
- (€) (€) (€)
Scenario Neggtlve biased 200.66] 1.000 1.000 196.54| 1.000 1.000 180.84| 1.000 1.000
1 Unbiased 76,697.36) 0.992 0.993 75,559.27| 0.992 0.993 74,080.02 0.992 0.993
Positive biased 297.76| 0.968 0.985 330.02] 0.972 0.987 360.68| 0.968 0.989
Scenario Negative biased 346.06| 0.995 0.999 311.92] 0.990 0.996 271.45) 0.943 0.967
5 Unbiased 67,585.39) 0.929 0.948 66,348.49 0.910 0.930 65,453.68 0.861 0.888
Positive biased 100.58| 0.769 0.909 91.81| 0.727 0.866 92.15| 0.782 0.897

Table 5.19 The results of the biased on adjustn@ntke inventory performance analysis for B items

SMA-based OUT replenishment

System OUT replenishment level Final OUT replenishment Level Level
Scenario| Classification | . Total . Total , Total
inventory | Average| Average inventory | Average| Average inventory | Average | Average
investment| CSL fill rate investment CSL fill rate investment CSL fill rate
- (€) (€) (€)
Scenario Neggtlve biaseq 475.18| 0.990 0.946 461.94| 0.990 0.946 437.83] 0.990 0.946
1 Unbiased 64,983.96) 0.989 0.969 65,128.63 0.990 0.972 63,135.88 0.990 0.974
Positive biased 1,341.89] 0.968 0.927 1,427.67| 0.968 0.933 1,549.38] 0.973 0.942
Scenario Neggtive biaseq 392.58| 0.869 0.885 383.19| 0.867 0.881 371.04| 0.888 0.901
5 Unbiased 57,021.83 0.904 0.911 57,029.50 0.902 0.910 56,619.65 0.900 0.904
Positive biased 967.61] 0.796 0.755 993.50| 0.813 0.782 999.82| 0.785 0.801
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5.10.Learning effects of making adjustments on inventoryperformance

The analysis of learning effects is conducted itkeorto evaluate whether there are such
effects in the process of superimposing judgemetat inventory related decisions. The
analysis is based on the number of adjustmentadh 8KU (assuming that there is only
one person dealing with each SKU) followed by thgriouping in three categories as
follows:

i)  Low: number of adjustmentsl3

i)  Medium: 13 < number of adjustment1

iii)  High: number of adjustments >21.
We then compare the inventory performance resuitingese three groups, assuming the
more adjustments are associated with a higher itepreffect (the more the process of
adjusting is repeated, the more the individual wedorms the adjustments learns and the
better s/he performs.)
From Table 5.20 we can see that, for A-class itgodgemental adjustments generally
lead to inventory investment reductions. The lowasentory investment value resulted
from the ‘medium adjustments’ category for bothreres. In terms of CSL and fill rate,
we may say that, for scenario 1, there is no difiee between unadjusted and adjusted
replenishment orders. For scenario 2, the CSL dindhte of System OUT replenishment
levels seems to have higher values as compardxt tihal OUT replenishment levels for
medium and high number of adjustments categoryceSenhigh number of adjustments do
not improve the inventory system performance, wg oanclude that there is no learning
effect taking place in A-class items.
Table 5.21 shows the simulation results for theld< items. It can be seen that the

inventory investment associated with the Final Ot@plenishment levels is higher than

161



that related to System OUT replenishment levels.d€enario 1, the CSL and fill rate of
the former is also higher than that of the lattdrereas the opposite is the case for scenario
2. The medium and high numbers of adjustment caegeeem to perform better than the
small number of adjustment category. Thus, we nuaclude that for B items there is an
occurrence of learning effect.

In the comparison between the Final OUT replenisitnevels and the SMA-based OUT
replenishment levels for the A items, the inventmyestment of the latter is lower than
that of the former (except for the ‘low adjustmeoétegory’ in scenario 1). However, for
B items, the same is the case for the low and medidjustments categories in scenario 1,
and also for the ‘low adjustment category’ in sgena.

Regarding the CSL and fill rate values, it can éensthat the highest value of CSL and fill
rate for A items is found in the ‘low adjustmenteggory’, whereas for B items this mostly
occurs in the ‘high adjustment category’. As a llesue may say that there is no learning
effect associated with A items since the high numdfeadjustments does not lead to a
better performance. For instance, when considdghiag-inal OUT replenishment level of
scenario 1, as the number of adjustments incretise§SL and fill rate decrease.

On the other hand, it does appear to be a learaffert when the manager makes
adjustments on replenishment order decisions fiteds, as shown by the increase in the
value of SCL and fill rate as the number of adjwestts becomes higher. From Table 5.21
we can see that the highest CSL and fill rate fath kscenarios mostly results from the
‘high number of adjustments’ category. For examplescenario 2 the fill rate increases

from 0.830 in the low adjustments category to 0.@3the high adjustments category.
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Table 5.20 The results of learning-effects analgased on number of adjustments for A items

System OUT replenishment Final OUT replenishment Level SMA-based OUT replenishment
level Level
Scenario Classification . Total . Total . Total
inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment] CSL fill rate investment CSL fillrate | investment CSL fill rate
| (€) (€) (€)
Scenario adjustment <=13 7,725.17| 1.000 1.000 7,645.70 1.000 1.000 7,694.58| 1.000 1.000
1 <l13adjustment <=21| 67,902.07| 0.993 0.992 66,749.48 0.993 0.992 65,205.44| 0.993 0.992
adjustment >21 1,897.00] 0.981 0.992 1,962.90, 0.982 0.993 1,918.91] 0.982 0.994
Scenario adjugtment <=13 7,637.98] 1.000 1.000 7,618.45] 1.000 1.000 7,578.94] 1.000 1.000
) <l13adjustment <=21| 59,134.21] 0.933 0.947 57,890.62] 0.913 0.928 57,080.39] 0.863 0.887
adjustment >21 1,259.84| 0.870 0.942 1,243.15| 0.852 0.924 1,157.95 0.828 0.894
Table 5.21 The results of learning-effects analgased on number of adjustments for B items
System OUT replenishment Final OUT replenishment Level SMA-based OUT replenishment
level Level
Scenario Classification . Total . Total . Total
inventory | Average | Average | inventory | Average | Average | inventory | Average | Average
investment] CSL fill rate investment CSL fillrate | investment CSL fill rate
| (€) (€) (&)
Scenario adjugtment <=13 30,817.08 0.986 0.869 30,893.03] 0.986 0.869 30,459.94 0.986 0.872
1 <l13adjustment <=21| 32,837.03 0.987 0.967 32,917.83 0.988 0.970 31,298.49 0.988 0.971
adjustment >21 3,205.38| 0.986 0.980 3,264.94| 0.987 0.984 3,421.88 0.988 0.988
Scenario adjugtment <=13 29,305.22] 0.885 0.834 29,339.33 0.878 0.830 28,871.79 0.854 0.834
p <l13adjustment <=21| 26,495.99] 0.870 0.876 26,444.98 0.867 0.873 26,504.54) 0.867 0.871
adjustment >21 2,631.02] 0.910 0.922 2,670.48] 0.916 0.931 2,670.99] 0.915 0.930
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The above findings indicate that demand charatiesimay affect the presence of learning
effects. The judgemental adjustments for A itemsictv are less intermittent than B items,
do not improve over time. This result is consistanith the findings of studies of
judgmentally adjusted forecasts where no learnifigce is found in the forecasting
function (Syntetos et al, 2009b). Moreover, Nikaafos et al. (2006) show that there are
gaps in the learning loop in the forecasting systgadjusted and unadjusted) since
forecasters in companies are not trained suffitjiemter time (Lim and O’Connor, 1996;
Klassen and Flores, 2001).

The performance of the inventory system for A itetia®s not improve over time most
probably because of the inability of the managersige contextual information and/or
experience when making adjustments. In judgemdatatasting research, Nikolopoulos
et al. (2006) state that forecasting error canmotliminated, because of specific reasons
such as the inability of organisations to deal wiith current information. This inability
may be caused by certain characteristics embedadadompany. As proposed by Walsh
and Ungson (1991), these characteristics includbvittuals, culture, structures and
external sources. This inability may constitute thason behind managers not learning
from the past or taking into account the curreribrimation effectively when making
decision on a stock control system.

The results for B items could be interpreted asdn@sion maker (we assume that there is
only one decision maker making adjustments) legrhiow to use the causal information
and how to avoid the wrong decision from analogiégh past cases. The rationale behind
these circumstances is mainly the fact the prideB @iems are collectively higher than
those related to A items. As a result managers tergive careful attention on making
adjustments. In addition, it might be due to thghhintermittent nature of the B items that

consequently are associated with higher obsolesceates. As explained by Levitt and
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March (1996), organisations can learn by accummgatand encoding experiences
informally (culture, beliefs and paradigms) andniafly (rules, procedures, policies and
technologies). Further, this finding is in line wihe forecasting study conducted by Lee et
al. (2007) who reported that forecasters oftenyapgbrmation from analogous events to
an anticipated special event. Thus, we may sayitlgimportant to improve the process
of documentation and the reasons claimed by masagken changing the OUT level
produced by the software system. As suggested kkoldpioulos et al. (2006),
documentation of information should contain allexgnt information, maintain its
originality and its complete form, in order to ad@verlooked or forgotten information. In
addition, access to such information should begttiorward. These explanations may be
the answer to the research question about theimgagaifect in the process of adjusting

stock control quantities (research question 5).

5.11.The combination methods of the OUT level

The analysis of the effect of combining differen¢thiods for the calculation of the OUT
level also applies to the analysis of the invenfmeyformance. To recap, we consider three
methods of replenishing orders: System OUT reptenent level, Final OUT
replenishment level, and SMA-based OUT replenisiimerel. For the purpose of
combination analysis, we combine all three methtmbtain the total of inventory
investment and the average of CSL and fill ratest thetween System OUT replenishment
level and Final OUT replenishment level, secondigeen System OUT replenishment
level and SMA-based OUT replenishment level, andalfy between Final OUT
replenishment level and SMA-based OUT replenishnerdl. The combination value is
calculated by averaging (50%-50% weight) the OUplereishment level resulting from

each method and the results are shown in Table 5.22
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It can be seen from Table 5.22 that, although ind$ very significant, mainly, the
inventory investment resulting from all the indivad methods seems to have a higher
value compared to the inventory investment of thalzination methods, whereas for CSL
and fill rate, the individual and the combinatiorethods seem to produce very close
values. This is true of both scenarios for A andtdns. Thus, we may say that the
combination methods seem to make valuable conipibsitto improving the performance
of inventory systems, especially for reducing theentory investment. This finding is
consistent with the results presented in most aglestudies in the forecasting field where
evidence shows that forecast combinations are mcrarate than the forecasts produced
by individual methods (Clement, 1989; Makridakig88%).

Furthermore, if we analyse the three combinationepfenishment order methods above,
we find that the CSL and fill rate seem to haveywdose values for both scenarios of A
and B items. Or we may say that there is no sigguifi difference of CSL and fill rate
values between the three combination methods. Mdimé lowest inventory investment of
A and B items results from the combination wherer¢his an SMA-based OUT
replenishment level method. This indicates thatSMA-based OUT replenishment level
performs better when incorporated with the judgedmilestock control method compared
with other statistical methods (in this case is 8ystem OUT replenishment level). This
finding supports that of the next analysis (sedi@@c5.12) regarding the explanatory

power of SMA-based OUT replenishment level.
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Table 5.22 The simulation results for A and B items

A items B items
Combination Total Total
. . Ave. Ave.
replenishment | Scenario Inventory Ave. Eill Inventory | Ave. Eill
order method Investment | CSL Rate Investment| CSL Rate

(€) (€)
System OUT
replenishment | Scenario 1| 1,065,855.13 0.991| 0.993| 131,766.12 0.987| 0.965
level — Final
ouT
replenishment | Scenario 2| 730,134.82 0.905| 0.938| 107,034.69 0.885| 0.888
level
System OUT
replenishment | Scenario 1| 1,036,582.3§ 0.991| 0.993| 130,917.10 0.987| 0.966
level — SMA-
based OUT
replenishment | Scenario 2| 711,256.72 0.882| 0.919| 107,420.91 0.883| 0.892
level
SMA-based
ouT Scenario 1| 1046,356.14 0.991| 0.993| 132,600.85 0.988| 0.967
replenishment
level — Final
ouT _
replenishment Scenario 2| 705006.65 0.886| 0.909| 108, 285.80 0.890| 0.894
level

The above findings indicate that a combination meétim stock control seems to improve
the performance of the inventory system. GoodwB0(&) argued that forecast accuracy
can improve when combination methods between statisand judgemental methods are
used, since the statistical method may be abldtéo fime-series patterns from noisy data,
where the judgement can be used to anticipateftbet® of special events that occur in the
future. This rationale may exist on the judgeméyntadjusted stock control decision when
statistical methods are incorporated into the meaoaf decision making. This analysis
answers our research question regarding the cotdninaethod of OUT level (research

question 6).
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5.12.Explanatory Power of SMA-based OUT replenishment leel

In order to analyse the explanatory power of theASddsed OUT replenishment level to
the Final OUT replenishment level, we conductedrasgjon analysis to find out the
significance of the interaction between the forraed the latter. The SMA-based OUT
level is essentially utilized as a type of benchimiaased on which decisions are being
made for adjusting the System OUT replenishmenrglldv is therefore natural to expect
that the SMA related OUT level should reasonabkplain’ the behaviour of the adjusted
OUT level.

The SMA-based OUT replenishment level is considaethe independent variable, while
the Final OUT replenishment level is treated asdiygendent variable. We conducted the
analysis solely for SKUs that have ten or more eonsve adjustments. The statistical
significance (P-value) is calculated using simpgression analysis in Microsoft Excel.
After calculating the P-value for each SKU, theultss are analysed using descriptive
statistics, and comparing the percentage of gtatist significant SKUs and non-
statistically significant SKUs. The level of cordigce is assumed at 95%.

To get a better understanding of how we calculagesignificant value of each SKU, a
sample is described below. The example is takem fmwaterial XBO306001 in A items.
The values of SMA-based OUT replenishment level Bima&l OUT replenishment level

can be seen in Table 5.23.
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Table 5.23 Data of SMA-based OUT replenishmentlgeaad Final OUT replenishment
levels for material XBO306001

Period SMA-based OUT Final OUT replenishment

replenishment level level
1 212.17 250
2 205.04 250
3 250.96 300
4 326.79 300
5 306.53 300
6 280.11 300
7 213.16 225
8 236.06 225
9 238.71 225
10 250.16 225
11 309.17 280
12 280.11 280
13 298.60 280
14 273.94 280

Regression analysis in Microsoft Excel is then egopto the above data, and the output
can be seen in Table 5.24.

Table 5.24. Summary output of regression analylsmsaterial XB0306001

Regression Statistics

Multiple R 0.7379
R Square 0.5445
Adjusted R Square 0.5066
Standard Error 21.906
Observations 14
ANOVA
df SS MS F Significance F

Regression 1 6884.3 6884.3 14.346 0.0026
Residual 12 5758.5 479.88
Total 13 12643

o Senee® s puae et UberLowel o
Intercept 111.9 41.03 2.7272 0.0184 22.501 201.3 .52 201.3
XB0306001 0.5849 0.1544 3.7876 0.0026 0.2485 0.9214 0.2485 0.9214

Column 5 shows that the P-value for material XB@BI6is 0.0026, which is smaller than

0.05. As a result, the null hypothesis is rejectedich means that there is a statistical
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significance between the SMA-based OUT replenisinmewel and the Final OUT
replenishment level. This process is repeated &h &sKU, and the results for A and B
items are summarised in Table 5.25.

Table 5.25 The descriptive statistic of P valueXand B items

Descriptive statistic A ITEMS B ITEMS
Minimum 0.0000 0.0000
25% Percentile 0.0000 0.0000
Median 0.0000 0.0000
75% Percentile 0.0010 0.0031
Maximum 0.9546 0.9183
Average 0.0286 0.0340
Standard deviation 0.1281 0.1206
Statically significant (P value < 0.05) 93.78% 87.84%
Not statistically significant (P value0.05) 6.22% 12.16%

The results from Table 5.25 show that the linkaggwken the SMA-based OUT
replenishment level and the Final OUT replenishnmew! is very close, at 93.78% and
87.84% of SKUs for A and B items respectively, ahdwn to be statistically significant.
This suggests that the company’s approach (basddeo8S8MA forecast) can explain the
Final OUT replenishment level used for decision-mgkpurposes. It means that the
manager seems to consider the SMA-based OUT repimeint level before making an
adjustment as the final decision. Managers trust3NA-based OUT replenishment level
as the benchmark method, most probably becauseuth@grstand its procedure. In the
forecasting area, many studies have reported utistils using the SMA method because
they are familiar with the procedure and it is tiglly easy to understand (Sanders and
Manrodt, 1994). Moreover, in the context of intetemt demand, the SMA method
reflects a popular industry approach in dealinghwitrecasting tasks (Sani, 1995;
Syntetos, 2001; Syntetos and Boylan, 2005). Sinmeynacademic studies have found that
the SMA method is robust (Sani and Kingsman, 1&yhtetos and Boylan, 2005), this

factor might be another reason why many organisateapply it in forecasting practices.
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The SMA-based OUT replenishment level is basedhenforecasting result calculated
using the SMA method. The robustness of the SMAdasting method, and its simplicity,
may explain the power of the SMA-based OUT replemisnt level. Similarly, the case
organisation takes this approach as the benchmatkat and seems to rely on it in
making the final decision. This can be the answesur research question in terms of the
explanatory power of the SMA-based OUT replenishimerel over the Final OUT

replenishment level.

5.13.Framework for judgmentally adjusted orders

Following from the discussion conducted in the pres sections, a framework is
presented below to facilitate the process of judgsal interventions in an inventory
control system. Base on the analysis we recomméedadjustment framework for
replenishment order decision which can be seeiguré& 5.19.

The first step of the process is to define the demseries characteristics (separate for
example between fast and intermittent demand) tmsisequently will necessitate a
different inventory policy. The policy itself witletermine when and how much (time and
quantity related requirements) to order. This seesially the principle of inventory system
regardless of whether adjustments are performewbrThe next step is to define the size
and sign of the judgemental adjustment. This shbeldased on two factors. First, we
have to consider any contextual information relateduture events that may affect the
demand, such as the promotion of new product. $kcse need to analyse any archived
justifications of previous adjustments along witle performance of such adjustments in
order to be able to judge on the effects and pedoce of previous interventions. Well
documented and detailed justifications may enaldeagers to improve the performance

of future interventions. In this study, we haverfiduhat SKUs associated with a higher
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number of justifications did relate to a betterfpenance as compared to SKUS where
fewer justifications were offered. Moreover, we &afound that negative and large
adjustment performed better than positive and sagjlistment. Thus, in order to adjust
the replenishment orders, particularly when smatl positive adjustments are regularly
taking place, we suggest to manager to give exaessinsideration on the above factors.

In order to evaluate whether or not the adjustmerdg improve the performance of the
inventory system, the measurement procedure (hat wonstitutes good performance) has
to be defined. We recommend that performance meamnt is undertaken regularly. This
would facilitate the process of providing feedbatlorder to further improve the process

of judgemental interventions.

.| Define demand serie
characteristics

)

A 4
Define replenishment

order procedure Contextual
information of
< future event
\_/_
< Archive
v justifications
Define the sign/size| =~ _—

of adjustments

A\ 4

Define the measurement

procedure of inventory
system performance

A 4
Provide feedback for
improving the process

(learning effect)

Figure 5.19 A framework to facilitate the procefgudgemental adjustments
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5.14.Conclusions

In this chapter, the empirical data analysis isuksed and the findings along with the
insights for real world practices are presentedtokal, 359 A-class and 1,454 B-class
SKUs are considered for the purposes of this rekedio develop an understanding of the
nature of the demand and its characteristic, tladyais of demand descriptive statistics is
conducted (in section 5.1) by considering demandpeeiod, demand sizes, and inter-
demand intervals of each SKU. The results of thedyasis show that the demand sizes for
A items are higher than for the B items, wherea&sitiverse is true with regards to the
inter-demand interval. Moreover, the analysis & phice of the SKUs is also carried out
in section 5.2, where we found that the range @egrfor the B items is wider than that
related to the A items. It also found that B iteare associated with high prices. From
above findings, we surmise that, although A-clasm$ defined as the most important
SKU category (based on the ABC classification apph), B items also need more
attention from managers since this category, is thaise organisation, is more intermittent
in nature, resulting presumably in higher obsoleseeand having a much greater impact
on stock stock-holding costs.

The analyses have also been conducted on the méjuistlistribution of the signed size of
adjustments, absolute size of adjustments, relaigeed size and relative absolute size,
and found that adjustments may be fitted by soreerttical statistical distributions (see
section 5.3). The information that we obtained frihva distribution of adjustments (form
and parameters) may be used as the control panafeeteminimum and a maximum
allowance) when managers make an adjustment. $hatso an important finding for the
design of decision support systems.

Moreover, in analysis of the justification of adjuents presented in section 5.4, we have

attempted to cluster all the justifications intanceptually uniform categories, resulting in
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24 such categories. We found that managers claameéecreasing demand’ situation in the
great majority of cases. This indicates that marsagee indeed aware of important
contextual information, but for convenience thewaals report the same justification. In
addition, we found that the reasons for adjustmefthe OUT level are mainly based on
the information that the manager has regarding denfar spare parts, inventory position,
or replenishment orders information, but are nateblaon the price of parts. Further, there
is often a discrepancy between the sign of theshaajents and what the demand patterns
indicate. The manager’s decision to change the @Wél does not always reflect demand
pattern changes. These findings indicate that nexsagiill seem to make significant errors
in making adjustments in inventory control decisicemd in adjusting the OUT level.
Adjustments are made in an arbitrary way and ofedlect a sense of ownership on the
part of managers.

Simulation experiments were conducted to evalubee gerformance of the inventory
system. The effect of adjustments was measuredepyprting the implied inventory
investment, the Cycle Service Level (CSL) andréite achieved. We consider the System
OUT replenishment level (unadjusted OUT level), taal OUT replenishment level
(adjusted OUT level), and the SMA-Based OUT replemient level. The simulation is
carried out for A and B items and two scenarios @gsigned. We can see from the
simulation results in section 5.5 that, although #ifects are not significant enough to
improve the performance of the inventory systenméa intervention seems to offer a
reasonable advantage in stock control decision myaki

To obtain a better understanding of the effecteuwhan judgement on the stock control
decision, we evaluate the issues regarding theasigrsize of adjustments, the bias and the
learning effect on judgmentally adjusted stock omrdecision making (these analyses are

presented in sections 5.6, 5.7, 5.9, and 5.10).fihlkdengs synchronize with what is found
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in the judgemental forecasting field where the tiggaand large adjustments seem to
perform better in improving the inventory performanthan the positive and small
adjustments. Moreover, we also found that bias beaintroduced into the entire observed
system (System OUT replenishment level, the FindlTQeplenishment level, and the
SMA-Based OUT replenishment level) and the negdbias leads to better performance
than does the positive one. In terms of learninfpcéd, since the high number of
adjustment categories did not improve the invenfmsformance, we conclude that there
is no learning effect in A items. On the other hatigbtre is an occurrence of learning
effects for B items. Furthermore, from the analydithe combination methods of the OUT
replenishment level (averaging 50%-50% weight ef@UT level) we found that that the
combination method in stock control seems to imerthe performance of the inventory
system (see section 5.11).

In the analysis of the effects of justificationadjustments on inventory performance (see
section 5.8) we found that the SKUs associated witire than 75% of justifications
produce the highest stock control performance. Tidécates that offering the rationale
and reasons for making the adjustment, includisgldtcumentation, is an important factor
that helps the decision maker to make adjustmé&htsjustification for adjustments should
be determined not only by when the decision makaas an adjustment, but also by how,
presenting the reason why the judgement is incatpdrinto the decision.

In addition, we attempted to investigate the exgiary power of the SMA-Based OUT
replenishment order as the benchmark method wulilirethis case organisation. The
analysis result suggests that the company’s apprfiaased on the SMA forecast) can
explain the Final OUT replenishment level used decision-making purposes. It means

that the manager seems to consider the SMA-based f@plenishment level before
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making an adjustment as the final decision. Marmgeunst the SMA-based OUT
replenishment level, most probably because thegnstahd its procedure.
Based on all the findings above, we develop a freonk for judgementally adjusted

replenishment orders which is presented in Se&id8.
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Chapter 6. CONCLUSION,
CONTRIBUTIONS,
LIMITATIONS, AND
FURTHER RESEARCH

6.1. Introduction

This chapter provides a brief discussion of themssues addressed in our research. The

implications of this research for the OM theory gumdctice are also presented. Moreover,

the limitations of this research, theoretically adpirically, are identified and the next

steps of the research are suggested.

This study aimed to explore the effects of incogtiog human judgement into inventory

decision-making.

The aim of the research was reflected in the falhgvobjectives:

1. To critically review the literature on how judgenealates to the main functions of
an inventory system: demand categorisation, fotempand stock control (Chapters 2
and 3).

2. To assess the implications of judgemental adjustsnen real data, focusing on
replenishment orders (Chapters 4 and 5).

3. To link the performance of adjustments with the agers’ justification for
introducing such adjustments in the first placeggtbr 5).

4. To understand for the first time how managers adiogentory-related decisions

(Chapters 4 and 5).
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5. To evaluate the circumstances under which humagejuent leads to performance
improvement (Chapter 5).

6. To derive a number of insights with regard to pcattapplications and a number of
suggestions for improving the functionality of sedire packages (Chapter 5).

All the objectives have been achieved and the sumnarad contributions of the thesis are

outlined in the following section.

6.2.Conclusions

Physical inventories constitute a considerable @itign of companies’ investments in
today’s competitive environment. The trade-off betw customer service levels and
inventory investments is addressed in practice bymél quantitative inventory
management (stock control) solutions. The solutineed to be fully automated since,
commonly, organizations deal with a tremendous remd§ SKUs. From the literature
review we found that decision makers/managers teneflect (superimpose) their own
judgment on the solutions resulted from specidlgeftware systems.

This study was carried out in a single company eggnting the European logistics
headquarters of a major international electroni@nufacturer. In this research we are
concerned with the value being added (or not) whttistical/quantitative output is
judgementally adjusted by managers. Our work aimsinvestigate the effects of
incorporating human judgement into such inventaigted decisions. In achieving the
aim, first, a set of relevant research questions @eveloped based on a critical review of
the literature. Then, an extended database of appately 1,800 SKUs from the case
study organisation was analysed for the purpossldfessing these research questions. In

addition to exploratory empirical analysis, a siatidn experiment was performed to
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evaluate in a dynamic fashion the effects of adjesits on the performance of a stock
control system.

A computer simulation experiment was designed tantjty the inventory performance
and evaluate the implications of judgemental adjesits in an inventory system, focusing
on replenishment orders. For simulation purposesgdatabase was arranged in Microsoft
Excel worksheets and then Visual Basic Applicatamde was developed to measure
inventory performance. The results on the simuhatexperiment revealed that, by
considering the trade-off between inventory costl aervice level, it seems that
judgemental adjustments account for an improvenreimventory investment. However,
the effects are not too prevailing in increasing @SL and fill rate. Overall, the results
indicate that human intervention seems to offereasonable’ advantage in stock control
decision making, important enough to offer a jusdiion for these interventions in the
first place. This result is in line with the premsempirical research in the area of demand
forecasting conducted by Syntetos et al. (2009H) $yntetos et al. (2010a) which shows
that the inventory implications of adjusting demdaoitcasts are prominent. Moreover, the
outcome of our empirical research shows (indir@dtiat the effect of adjusting inventory
decisions is less significant than that associat@t adjusting forecasts. This finding
confirms the previous study conducted by Syntetaas.g2011) about the comparatively
bigger importance of adjusting at the forecastatyer than at the inventory control level.
With regards to the characteristics of the adjustsiewe have found that negative
adjustments result in better performance than ipesitnes, and that adjustments of a
medium/large size perform better than small onesis Tis aligned with the main
conclusions derived in the forecasting literatund & can similarly be explained in terms
of: 1) a sense of ownership associated with smdjlstments, that do not necessarily

reflect an important piece of information but ratleedesire to merely intervene in the
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system; ii) the optimistic bias characterizing mangividuals that leads to upward
(positive) adjustments. Negative adjustments waydcally result in a reduction of the
service provision if things were not to change,asljustments in that direction should
typically be associated with some genuine knowledfgeut the underlying demand
process. We have also explored this bias-relatepepties of judgemental adjustments and
have found that indeed bias may be present in augystem. Furthermore, negative bias
leads to better performance than positive. Thiscatds that, if the managers adjust the
Order-Up-To (OUT) levels without any logical justétion, the downward adjustments
would seem to perform better than the upward oBesme learning effect seems to take
place in the process of adjusting stock controlngjtias, as it was found that SKUs
associated with a high number of adjustments aleed also associated with a better
inventory control performance.

Since the justification of the adjustments was réed, we attempted to assess whether
offering a justification is associated with bettperformance. The association of
judgemental adjustments with a justification pr@ddcan be viewed as a contribution in
its own right, as no empirical studies have beavipusly conducted in this area, neither
in the forecasting nor in the stock control fidkdom the simulation experiment results, we
found that providing a justification for adjustirsjock control quantities may lead to an
improvement in inventory performance.

Justifications very often related to a perceivednge in the underlying demand pattern,
(recorded as ‘demand increasing’ or ‘decreasingt). examination of the consistency
between such justifications and the actual undeglydemand movement was undertaken
and it was found that in about 21% and 25% of #ees for A and B items respectively,
adjustments were made in a different direction ftbat of the time series evolution. This

indicates that managers may make significant erroradjusting the OUT levels. They
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seem to make judgements in an arbitrary way, ofeflecting the managers’ sense of
ownership. We clustered the justifications into @&hceptually uniform categories, of
which the ‘decreasing demand’ category accounted@®% and 45.5% for the A- and B-
class items. Also, we found that most of the reagonadjustments made by the managers
are merely related to the information that the ngang have to hand, regarding the demand
for spare parts, their inventory position, and/@plenishment order information, but not
upon the prices of spare parts.

An analysis of combined methods (the combinatiorsygtem OUT replenishment level
and Final OUT replenishment level, System OUT neiglement level and SMA-based
OUT replenishment level, and Final OUT replenishinkavel and SMA-based OUT
replenishment level) for calculating the invent@grformance was also conducted. The
combination value was calculated by averaging (50% weight) the OUT replenishment
level resulting from each method. The findings dadie that the combined method of stock
control seems to improve the performance of thentary system, especially in reducing
inventory investment. However, other additional bamation methods need to be carried
out in order to achieve a better understandingisfissue.

In making adjustments to the final decision of tBplenishment order quantity, managers
use the SMA-based OUT replenishment levels as timiichmark. By using regression
analysis we find that the SMA-based OUT replenighinevel (that is based on the SMA
forecast) can explain the Final OUT replenishmemnel. This indicates that managers trust
this method and rely on it in making the final dgons.

From the empirical analysis we found some theamktidistributions that fit the
adjustments. The goodness-of-fit of theoreticatigteal distributions on judgemental
adjustments was analysed using the Kolmogorov-SmifK-S) test. The results can be

seen in Table 5.5. For the A items it is found that Cauchy distribution provides a strong
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fit for most series of signed sizes of adjustmdB&.0 %) and relative signed sizes of
adjustments (83.8%), whereas the Gamma distribyionides a strong fit for the absolute
size of adjustments (76.3%) and the relative albedize of adjustments (88.8%). Similar
results are reported for the B items, where thecBaus associated with a strong fit for
95.0% of the relative signed size of adjustmentd #me relative absolute size of
adjustment (95.0%). The Gamma distribution offerstrang fit for the absolute size of
adjustments (97.5%), whereas the Weibull distrdoutperforms very well on the signed
size of adjustments (95.0% cases of strong fit).

Knowing the distribution that resembles the rangd ahape of the relevant decisions
made by humans is most important in terms of thegdeof support systems. A support
system is any structured process that may fadlitEcision making. It may be a well
documented process, but mostly nowadays is a camged solution (i.e. software
package). A software package which is developesufiport the inventory management
function is called an Inventory Support System JISES has not been discussed in the
literature. From the goodness-of-fit tests, someotétical distributions that fit the
adjustment distributions were found. Based on thitrmation, managers may define a
specific percentile above or below which adjustreeare permitted. For example, as we
found that small adjustments are not performing,wehnagers may decide that there is no
adjustment allowed below the fifth percentile. Mwrer, since large adjustments are found
to perform well, perhaps managers may want to lmgee information on the rationale
behind large adjustments (exceeding say tfiep@dcentile).

Based on the above findings obtained through thpirgzal analysis, we can make a
number of suggestions (see Figure 5.19) for immuihe functionality of software

packages.
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6.3. Implications

This research has generated a number of implication the OM theory and practice.
More specifically, it has contributed to the deysfent of insights in managing

intermittent demand inventories.

6.3.1.Implications for the OM theory

This research is the first study that investigatesan empirical way the effects of
judgementally adjusting replenishment decisionantlyses the way adjustments are made
by humans and their effect on the performance sibek control system in the context of
intermittent demand. There is a substantial bodgnaiwledge on the effects of judgment
in the forecasting area, particularly on demandsdbrecasting. When it comes to the
inventory area though there are only two studies ok at this issue. The first one is a
presentation in the International Symposium of Easting by Kolassa et al. (2008) that
offers some very preliminary empirical insightsairthis issue. The second is a study
conducted by Syntetos et al. (2011) that reliesitpe use of System Dynamics. There are
no complete studies to date that look, empiricaby, the implications of human
interventions into an inventory system, particylarh replenishment order decisions. This
study points out the need for more empirical wadther than laboratory experiments) in
the area of judgement and inventory control. It destrates the complications of real
world inventory systems and the non-textbook bedraef such systems (both in terms of
their actual operation and optimization) that ¢afl more work with real data, and/or real
situations. We return to this issue when we disthissiext steps of research.

Moreover, the forecasting literature suggests jirdgemental forecasting is most useful in
terms of potential amendments to Forecast Suppete®s (FSS). For example, the study
by Fildes et al. (2009) and Syntetos et al. (2008ond that small adjustments do not

perform well since they are known to simply reflecresponse to noise, whereas the
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negative adjustments perform better than the pesitines as they reflect genuinely
important information (Fildes et al., 2009). Frd¢ime outcome of this research, a reference
may now be made to Inventory Support Systems (IS8hilarly, to Forecast Support
Systems, systems that support the inventory funaiod provide guidance into how the
inventory replenishment task may be improved shacatilact high attention in the
academic community and research into both theictfanality and implications for real
world practices.

In addition, since the justifications of adjustreeate provided by the case organisation,
this research investigates the performance of stocirol systems when justification of
adjustments is offered as compared to those withgustification. This is also the first
study that explicitly analyses in an empirical whg justification for adjustments. There is
no previous study has discussed this issue, ngtiorthe area of inventory, but in the area
of forecasting as well.

Finally, since this research includes elements mér&ion Management (OM)/Operational
Research (OR) and behavioral aspects of decisiokinghait should contribute and

advance knowledge in the field of behavioral operet

6.3.2.Implications for the OM practice

This research provides the evidence of what isaadstrd practice in inventory systems
where managers tend to adjust replenishment orelgsidns. As discussed before, there
are only two studies (Kolassa et al., 2008 and &gsatet al., 2011) investigating the
effects of such adjustments and no empirical eviddras been put forward thus far in the
literature with regards to this issue. The curreggearch documented the process of
adjusting the replenishment order decision as adata practice in the real inventory

world.
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Furthermore, this research has some implicationstlie statistical analysis of the
properties of the adjustments (i.e. formal distiitms that fit the adjustments). The results
of empirical analysis of this research may lead amls the improvement of the
functionality of software packages, and further dods the development of more generic
ISS.

These implications can be summarised on the foligussues:

« Defining the demand series characteristics fompilmpose of choosing an appropriate
inventory policy. The policy itself will determineghen and how much (time and
guantity related requirements) to order.

» Deciding the size and sign of the judgemental adjast. In this research, we found
that the negative and adjustments perform bettenpmoving the performance of the
inventory system compared to the positive and smad|ustments. The size of
adjustments may be defined by using the parametéhe particular distributions that
provide a good fit to the adjustments. For exampieknowing the mean and the
variance of such distribution, managers may decide specific percentile
above/below which adjustments need to be authdoeddrther debated.

» Considering any contextual information related wtufe events that may affect the
demand, such as the promotion of new product indder the size and sign of
adjustments.

 Evaluating any archived justifications of previoasljustments along with the
performance of such adjustments is also importamrder to review the effects and
performance of previous interventions. Well-docutednand detailed justifications
may enable managers to improve the performancataifd interventions.

* In order to evaluate whether or not the adjustmeray improve the performance of

the inventory system, the measurement proceduee {hat constitutes good
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performance) has to be defined. We recommend tbdbnmmance measurement is
undertaken regularly. This would facilitate the g@ss of providing feedback in order

to further improve the process of judgemental ireations.

6.4.Limitations

In this section we summarise the limitations of waek conducted for the purposes of this

research.

6.4.1.Generalisation of theory

The analysis in this research has been developed $pecific case originated from one

organisation. As discussed in Chapter 1, the faat this work is based on a single case
can be justified by the lack of any previous reskean this area, and even more so by the
sensitivity of the information required in condungfisuch a study. Specificities related to
the problem in hand may obviously differ from oiteation to the other and in that respect
generality may be questioned. Although we are cormckewith a single organisation and

essentially a particular case of SKUs (spare/serparts), this company could be viewed
as a ‘good sample’ to be used for discussing th@neat issues. First of all the demand for
spare parts is predominantly intermittent in natumd intermittent demand patterns prevail
in any organisational setting. In fact the vastang of SKUs in any business setting are
intermittent in nature. Second, and very importgnile cover SKUs from two classes in

an ABC classification by value and that also cowebsg part of any company's investment
in stock. Finally the company's practices are \gpycal (to the best of our knowledge) of

what is happening in industry. That is people db amjust replenishment orders (order
guantities) but order levels (re-order points od&@fUp-To levels).

The general observations and associated learningldheasily be transferred to other

organisations as well. Moreover, the insights aisgusgsions regarding the judgementally
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adjusted stock control decisions in this resealhdulsl provide practical insights to many
other industrial organisations. However, replicasioof our research on more cases
definitely need to be conducted for the purposeltéining a better understanding of all

pertinent issues.

6.4.2.Interviews with the manager

This research does not involve the collection of gualitative information directly from
the managers who conducted the actual judgemedpastenents. Interviews with these
people would enable an understanding on ‘how’ amdy' adjustments are performed.
Further, they would also allow a direct linkagesath information with the quantitatively
derived insights of our research and the actudbpaance of the adjustments. To the best
of our knowledge, the linkage identified above miasing one also in the forecasting, not

only in the inventory control, literature.

6.4.3.Construction of the database and simulation experimnt

A database was established in order to condudithelation experiment. In the process of
construction (explained in section 4.3), the VisBakic software (embedded in Microsoft
Excel) was used. However, some steps of the procadsto be done manually, for
example entering all SKUs for every period in agBnExcel worksheet (one SKU per
row). This process might have been more effectia efficient if the VBA software had

been used. Moreover, the simulation experimentdamiy at one forecasting model, that
is, a simple moving average. Although much of tbadamic literature states that this
forecasting method is robust, several forecastingcgdures are more suitable for
intermittent demand, such as Croston’s method ane EBA (Syntetos-Boylan

Approximation, Syntetos and Boylan, 2005.

187



6.4.4.Goodness-of-fit distribution tests

The Kolmogorov-Smirnov (K-S) test was deployed ébetimine the goodness-of-fit of the
adjustments distributions, in Chapter 5. Howeueis test is not ideal since it relies upon
continuous random variables to be tested. On tieroband, the sign and size of
adjustments constitute the random variables inamalysis. These are discrete variables,
since the value could be any integer between zedoptus infinity, and it conflicts with
the theoretical cumulative distribution being testa K-S. However, as pointed out in
section 5.3, the K-S test was chosen as there requarement for grouping the data into
categories, and it seems flexible. In addition, more than two parameter statistical

distributions were considered in our analysis.

6.5. Further research

Future steps of the research are intended to:

* Replicate the analysis in other datasets/organissitiAs discussed above, empirical
analysis on one case study seems insufficienhfoigeneralisation of the concepts and
the outcomes of this research. An extensive stuflyseveral cases in other
organizations needs to be undertaken where hunmtarvémtion is incorporated in
stock control decision making. In addition, in arde further understand and clarify
‘how’ and ‘why’ managers perform adjustments inc&t@ontrol, interviews are also
highly recommended.

» Develop more suitable scenarios using more apmtgpforecasting methods such as
the SBA and stock control policies to investigdte éffects of human intervention in
an inventory control setting. Moreover, the studyacsystem where adjustments are

performed at both the forecasting and inventorytrobistage, would allow developing
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our empirical understanding on the progressive ractation of the effects of
adjustments in an inventory management context.

Develop a Decision Support System (DSS) for stamktrol purposes (what may be
termed as Inventory Support System - ISS). Satdathe best of our knowledge, there
is not a single academic publication that discutisedeatures of computerized support
systems for facilitating judgemental adjustmentsnotntory related decisions. Given
the extent to which managers intervene into inugntpplications, such a support

system would be very welcomed by practitioners.
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Appendix A: Forecasting methods for fast-moving foecasting

The items that need to be replaced frequently, emetpto those that are usable for
extended period of time, are known as fast-moviagahd items. Commonly, these items
category is characterised by smooth demand ndWlary forecasting methods have been
established for this demand category. Some of thethods are discussed as follow:
a) Decomposition methods
The pattern in data series can be breakdown (dexssd into sub patterns that identify
each component of the time series separately. Deasition assumes that the data are
made up as follows:

Data = pattern + error

Data = f (trend-cycle, seasonality, error)

Trend-cycle represents long-term changes in thel lefvthe series. Seasonal factor relates
to periodic fluctuations of constant length tha eaused by such things and error assumed
to be the difference between the combined effetheftwo sub patterns of the series and
the actual data.

Alternatives of decomposition forecasting methouds additive model (appropriate if the
magnitude of the seasonal fluctuations does noy wath the level of the series),
multiplicative model (appropriate if the seasondlctuation increase and decrease
proportionally with increases and decreases inethe of the series), logarithms model (fit
a multiplicative relationship by fitting an addiéwelationship to the logarithms of the
data), and pseudo-additive decomposition (usefidenes where there is one month or
quarter that is much higher or lower than all ttfleeo months or quarters. For an additive
decomposition, the seasonally adjusted data areputmt by simply subtracting the

seasonal component, whereas for multiplicative agmsition, the data are divided by the
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seasonal component to give seasonally adjusted @latadecomposition method seems
not effective to be used in practice as this issndynamic method but rather what is called
a static methodology.

b) Averaging methods

There are two general averaging methods. Thedirstrelies upon a straight average of all
historical information and it is typically termed dotal Average method. This method
performs well only if the underlying demands pracés stationary in nature. Another
method is the Simple Moving Average (SMA) methodl/Sis also an average but
referring only to the n latest observation (wherel). The term moving average is used
because as each new observation becomes avadaby average can be computed by
dropping the oldest observation and including teest one.

c) Autoregressive Integrated Moving Average (ARIMA)

ARIMA models were popularized by George Box and IgwiJenkins. Box and Jenkins
effectively put together in a comprehensive martherrelevant information required to
understand and use univariate time series ARIMA et®dlhe basis of the Box-Jenkins
approach to modeling time series consists of tiptegses: identification, estimation and
testing, and application.

The autoregression (AR) equation is developing langing the explanatory variables of
regression model with the previous values of thredast variable. In autoregression the
basic assumption of independence of the errordwe$i terms can easily be violated. Just
as it is possible to regress against past valudbeokeries, there is a time series model
which uses past errors as explanatory variablese,Hedependence relationship is set up
among the successive error terms, and the equati@alled a moving average (MA)
model. This model is called a moving average bex#us defined as moving averages of

the error seriesf).
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Autoregressive (AR) model can be effectively codphth moving average (MA) models
to form a general and useful of time series modalked autoregressive moving average
(ARMA) models. However, they can only be used wttendata are stationary. This class
of model can be extended to non-stationary senesllowing differencing of the data
series. These are called autoregressive integnabethg average (ARIMA) models.

d) Causal methods

Causal method assumes that the variable to be astest exhibits an explanatory
relationship with one or more independent varialbleis method lies between long time
horizon forecasting and short time horizon fordogstThe most useful technique of this
method is a regression model. There are two typegression model. The first is simple
regression model which is assume that there idasiamship between the variable to be
forecasted (the dependent variable) and anotheeblar (the independent variable).
Furthermore, the basic relationship is linear isuased. The second one is multiple
regressions. In this type of regression, there ne wariable to forecasts and several
explanatory variables and the objective will bdinol a function that relates the variable to

forecast with all of the explanatory variables.
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Appendix B: ERP

1. The evolution of ERP
The ERP terminology was first proposed by the Gar@roup in the early 1990s (Mabert

et al, 2003). According to Jacobs and Weston (2@®d) Leon (2008) the evolution of
ERP was started in the 1960s. Jacobs and Westod7)2state that the primary
competitive thrust in the 1960s was cost, whichulted in product-focused manufacturing
strategies based on high-volume production and eosimisation, and which assumed
stable economic conditions. At this time, basic afacturing planning and control was
satisfied by the introduction of the computerisedrder point (ROP) system. Moreover, in
the late 1970s, there was a shifted paradigm omagpyi competitive thrust towards
marketing. It brought about the adoption of tangetrkets strategies with an emphasis on
greater production integration and planning. MaldRequirement Planning (MRP) system
successfully fulfilled this need because of theegnation between forecasting, master
scheduling, procurement, and shop floor controladidition, major software companies
which later become important ERP vendors were edsablished during this time, such as
SAP in 1972 and the Baan Corporation in 1978.

The MRP Il is the third stage of ERP evolution deped in the 1980s. It is an expansion
of MRP into a company-wide system capable of plagrand controlling virtually all the
firm’s resources (Chen 2001). Leon (2008) adds #smatcompared to MRP, MRP I
contains the following additional capabilities: esmland operational planning, financial
enterprise and simulation capabilities for bettecision making. Finally, in the 1990s,
ERP was further expanded into ERP Il and was irgdrid improve resource planning by
extending the scope of planning to include moré¢hefsupply chain than MRP 1l (Chen,
2001) and since then it has become a popular irg#tom technology within the business

environment (Chung and Snyder, 2000). Further, Q2€01) describes the manner in
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which ERP links whole areas of an organisation uditlg order management,

manufacturing, human resources, financial systeary] distribution with external

suppliers and customers into a single integratesiesy with shared data and visibility.

Leon (2008) summarises the evolution of ERP froem1860s to the 1990s as can be seen

in Table 1. Moreover, Chung and Snyder (2000) iigate and compare the potential

integration of some technology context in MRP, MR&id ERP (Table 2). This table

shows that the ERP system has a high potentiahtegrating all technology contexts.

Table 1 Evolution of ERP

(source: Leon, 2008)

tion

ng
th

ar

for
ess
v

n
ct

n

Timeline | System Description
1960s Inventory Inventory management and control is the combina
Management & of information technology and business processes of
Control maintaining the appropriate level of stock in wanese.
1970s Material MRP utilizes software applications for schedul
Requirement production processes. It generates schedules for
Planning (MRP) | operations and raw material purchased based on the
production requirements of finished goods, thecstme
of production system, the current inventory levatsl
the lot sizing procedure for each operation.
1980s Manufacturing | MRP Il utilizes software applications for coordimat
Resource manufacturing processes, from product planningtsy
Planning (MRP| purchasing, inventory control to product distrilouti
1)
1990s Enterprise ERP uses multi-module application software
Resource improving the performance of the internal busin
Planning (ERP) | process. ERP systems often integrate businesstigst
across functional departments, from product plampni
parts  purchasing, inventory control, prod
distribution, fulfilment, to order tracking. It mnya
include application modules for supporting markgti
finance, accounting and human resources.
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Table 2. Task-technology integration in MRP, MR&1id ERP

Technology context Degree of potential integration

MRP MRP I ERP
Bill of materials Low High High
Master planning schedule Low Medium High
Capacity resource planning Low Medium High
Value chain activities Low Medium High
Customer demand forecast Low Low High
Product development methodology Low Low High
Data management Low Medium High
Process repository Low Medium High
IT connectivity Low Medium High

(source: Chung and Snyder, 2000)

2. ERP modules and advantages

The ERP system consists of several modules, theswamd numbers of which differ from
one vendor to another vendor. Shehab et al. (280#4)marise some of the popular

modules and functions in Figure 1. This figure shalat the ERP system has six modules,

namely: Material Management, Quality Management,mbin Resources, Project

Management, Financial and Accounting, and Saledastdibution.
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Figure 1. ERP system modules
(Source: Shehab et al, 2001)

Some of the SAP R/3 modules are described belowdlson, 2000):

SD - Sales and Distribution module supports saled distribution processes, with
functions for pricing, order processing and delvquotation. It has a direct interface to
the Materials Management (MM) and Production PlagriPP) modules.

MM — The Materials Management module is designesutaport the procurement process
and to optimise the logistics pipeline within tha&eprise. It enables automated supplier
evaluation and can lower procurement and warehgusists with accurate inventory and

warehouse management. It also integrates invoig@cation. The module is additionally
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designed to support foreign trade processing, fagltustoms declarations. Tools for
inventory control and purchasing information halpdentify trends and developments.

PP — The Production Planning module supports ptamugplanning, manufacturing
processes execution, analysis and production donirbis application covers the
production process from the creation of master datproduction planning, MRP, and
capacity planning, right down to production contapid costing. It supports a variety of
manufacturing processes including repetitive, makerder and assemble-to-order
production. Quality management, laboratory infolipratsystems and data analysis
functions are also available.

3. ERP Advantages

There are many advantages in the application oERE system within a company. Leon
(2008) differentiates between direct and indirettaatages. The direct advantages include
improved efficiency, information integration for tber decision making, and faster
response time to customer queries. The indirecefiteninclude better corporate image,
improved customer goodwill and customer satisfactiurther, Gargeya and Brady (2005)
provide more detail on the benefits of the impletagan of the ERP system in Table 3.

Table 3 Tangible and intangible benefit of ERP eyst

Tangible benefits Intangible benefits
Inventory reduction Information visibility
Personnel reduction New/improved processes
Productivity improvements Customer responsiveness
Order management improvements Cost reductions

Financial cycle improvements Integration

Information technology cost reduction | Standardization
Procurement cost reduction Flexibility

Cash management improvement Globalization
Revenue/profit increase Supply/demand chain
Transportation/logistics cost reduction | Business performance
Maintenance reductions Dismantling inefficient legacy system
On-time delivery improvements
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Unlike Gargeya and Brady (2005) and Leon (2008)anghand Seddon (2000) use

different perspective for analysing the benefitstttd ERP system. They classified the

benefits into five types:

Operational benefits. Cost reduction, cycle timgurtion, productivity improvement,

guality improvement, and customer services impraeim

Managerial benefits. Better resource managementterbelecision making, and

planning and performance improvement.

Strategic benefits. Supports business growth, stppbusiness alliance, builds
business innovations, builds cost leadership, géeerproduct differentiation, and
builds external linkages.

It infrastructure benefits. Builds business flekipj IT costs reduction, and increased
IT infrastructure capability.

Organisational benefits. Supports business orgamigd changes; facilitates business

learning, encourages empowerment, and builds conwis@ns.
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Appendix C: WEEE Directive

According to the Eurostat (2012), the growth of iwaslectrical and electronic equipment
(WEEE) in the European Union (EU) is at 3-5% andrswing exponentially. As WEEE
puts health and the environment at risk, the EU lb@sn promoting legislation for
collecting and recycling WEEE since February 200&EE Directive 2002/96/EC). UK
law introduced2006 WEEE Regulations in January 200 annual production of WEEE
in the UK is around 2 million tonnes (EA, 2012).

The purpose of this directive is to increase tloyekng and/or reuse of WEEE. Moreover,
it also seeks to improve the environmental perferreeof all operators involved in the life
cycle of electrical and electronic equipment (EEE)g. producers, distributors and
consumers, and in particular those operators djréctolved in the treatment of waste
electrical and electronic equipment. Towards tims, &he WEEE Directive sets collection,
recycling and recovery targets for all types of Eget6ds and can be seen in below table.

Table 1. Minimum rates for separate collectioMEEE (source: Eurostat, 2012)

Date Annual minimum collection rate
By 31 December At least 4 kg / inhabitant of WEEE from private ketolds;
2015 OR
the same weight as the average amount of WEEEctedlen that
Member State in the three preceding years; whiaheléhe two
figures that is highest shall continue to apply.
From 2016 to 2018 | 45% of EEE put on the marketutated on the basis of:
- the total weight of WEEE collected; and
- the average weight of EEE put on the market ia three
preceding years.
As of 2019 65% of EEE put on the market, calculatedhe basis of:
- the total weight of WEEE collected; and
- the average weight of EEE put on the market ia three
preceding years.
OR
85% of WEEE generated on the territory of that MemBtate. As
of 2019 (Member States will be able to choose wilich of these
two equivalent ways to measure the target they wiskport.)
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The EEE goods covered by the WEEE regulationshergetwhich (EA, 2012):

» are dependent on electric currents or electromagfiekds in order to work properly,
including equipment for the generation, transfedt ameasurement of such currents and
fields;

e are designed for use with a voltage rating not edice 1,000V for alternating current
and 1,500V for direct current;

« fall into one of the 10 categories in Schedule 1ltled WEEE: Large household
appliances; Small household appliances; IT and cbelnunications equipment;
Consumer equipment; Lighting equipment; Electrieald electronic tools; Toys,
leisure and sports equipment; Medical devices; kboimg and control instruments;
and Automatic dispensers.

Further, details of EEE under each category caolred at http://www.environment-

agency.gov.uk/business/topics/waste/32120.aspx

The WEEE Regulations place legal obligations onfélewing types of organisations that

handle EEE (EA, 2012): importers, rebranders andufe&turers; operators of producer

compliance schemes; waste management industrylerstebusiness users; householders;
and local authorities.

There are two options for the retailer/distributorcomply with the WEEE regulations in

the UK (DFT, 2012):

* Option A: Offer customers the opportunity to retuheir WEEE in store, free of
charge when purchasing a similar item or an item dmnilar use as their old
equipment. If customers wish the retailer/distrdsuio collect, then a reasonable fee
may be charged. The retailer/distributor is reqglite record the amount of WEEE

returned.
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* Option B: Join the Distributor Take Back Scheme @)Which is run by an appointed
company. Under this scheme the retailer/distributoes not have to take back any
waste electrical and electronic equipment (WEER$taad the company will supply
the retailer/distributor with all the informatiore@ded in directing customers to their
nearest recycling facility.

Moreover, regardless of business size and quamntiie EEE placed on the market,

producers (importers, re-branders or manufacturefStEE have responsibilities under

WEEE Regulations and should be registered with ppraved producer compliance

scheme (EA, 2012). In addition, for the manufactwfeEEE, extra WEEE rules must be

followed, including labeling products (e.g. use tbmssed-out wheelie bin symbol),
marking products (eg. use producer’s identificamoark), and producing products that are

easy to repair and recycle (Gov. UK, 2012).

As a major international electronics manufactuedies on service parts, the case study

organisation made some changes for the purposeioitf this regulation. For example, the

company managers had to rearrange their servidte pemnagement. Managers now need
to give more attention to their stock control pgliespecially for critical and obsolete
items since the spare/service parts demand pastentermittent in nature (this introduces
slow moving items). In addition, managers had tcarage the procedure of reuse,
recycling, and waste collection of their productsorder to show their responsibility as

regards the environment.

217



Appendix D: RoHS Directive
Restriction of Hazardous Substances Directive (RoB@02/95/EC is EU legislation

restricting the use of certain hazardous substanteslectrical and electronic (EEE)
equipment. The directive has been in force sindegey 2003 (EC, 2012). This directive
came into force in the UK on 1 July 2006 (NMO, 281 Zurrently, it has been recast and
will be repealed by Directive 2011/65/EU (RoHS 2)weffect from 3 January 2013. The
authorities responsible for enforcing the RoHS Ragans within the UK are the
Department for Business, Innovation and Skills (B#d the National Measurement
Office (NMO) (NMO, 2012b).

The objective of RoHS Directive is to prevent ahnelectrical and electronic equipment
put in the European Economic Area from containirgrtain levels of hazardous
substances. It restricts the use of lead (Pb), umgr@Hg), cadmium (Cd), hexavalent
chromium (Cr6+), polybrominated biphenyls (PBB) gmalybrominated diphenyl ether
(PBDE). The weight of substance at raw homogenetaigrial must be less than 0.01%
for cadmium and hexavalent chromium and less tha%Gor lead, PBB, and PBDE. For
mercury, any RoHS compliant component must haved®0 or less of mercury and the
mercury must not have been intentionally addedi¢ocomponent. EEE that has to comply
with the RoHS Directive also applies with the WE#iEective, except for medical devices
and monitoring and control equipment (NMO, 2012c).

Under this regulation, EEE’s producers must enstn& their products meet the
requirement of the directive. As a result, prodadeave to retain technical documentation
showing that their equipment complies with the RoRi&ulations. This documentation
must be retained for inspection for four years friiva date the equipment is put on the
market. The producer can refer to the manufactsedler, reseller or importer/exporter of

EEE.
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As the case study organisation can be categorigeal @roducer of EEE, this regulation

may have a considerable impact on service partsagament. Several changes were
implemented in order to face these regulations.dxample, the spare parts managers in
all European sites had to scrap parts that areinseelw EEE as they may have contained
hazardous substances. Consequently, the implenuentait these changes may have an

impact on their supply chain of spare parts.
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Appendix E: The results of goodness of fit test dfinal OUT

replenishment level adjustment distribution acrossSKUs

A items
Significant level ) 0.2 0.1 0.05 0.02 0.01
Critical value 0.28072 0.03199 0.03553 0.03971 224
1. Signed size of adjustment
No. Distribution K-S statistic
1 Cauchy 0.05081
2 Error Function 0.21506
3 Gumbel max 0.27602
4 Gumbel min 0.23985
5 Hypersecant 0.19328
6 Laplace 0.16815
7 Logistic 0.20564
8 Normal 0.22109
9 Uniform 0.25375
2. Absolute size of adjustment
No. Distribution K-S statistic
1 Gamma 0.55447
2 Weibull 0.12364
3 Uniform 0.40768
4 Gumbel max 0.42906
5 Normal 0.37456
6 Logistic 0.35892
7 Cauchy 0.25043
8 Gumbel min 0.39951
9 Exponential 0.29863
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3. Relative signed size of adjustment

No. Distribution K-S statistic
1 Cauchy 0.12128
2 Error Function 0.17219
3 Gumbel max 0.07229
4 Gumbel min 0.15403
5 Hypersecant 0.12301
6 Laplace 0.15139
7 Logistic 0.10961
8 Normal 0.09255
9 Uniform 0.12191
4. Relative absolute size of adjustment
No. Distribution K-S statistic
1 Weibull 0.07066
2 Gamma 0.07483
3 Gumbel max 0.07881
4 Gumbel min 0.19590
5 Logistic 0.12609
6 Normal 0.14199
7 Exponential 0.16516
8 Cauchy 0.13101
9 Uniform 0.17574
B items
Significant level ) 0.2 0.1 0.05 0.02 0.01
Critical value 0.01973 0.02249 0.02497 0.02791 @952
1. Signed size of adjustment
No. Distribution K-S statistic
1 Cauchy 0.03298
2 Error Function 0.26504
3 Gumbel max 0.31353
4 Gumbel min 0.31991
5 Hypersecant 0.23728
6 Laplace 0.21199
7 Logistic 0.24711
8 Normal 0.26301
9 Uniform 0.30013
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2. Absolute size of adjustment

No. Distribution K-S statistic
1 Gamma 0.30334
2 Weibull 0.17370
3 Uniform 0.37830
4 Gumbel max 0.38433
5 Normal 0.33767
6 Logistic -

7 Cauchy 0.14382

8 Gumbel min 0.35941

9 Exponential 0.17086
3. Relative signed size of adjustment

No. Distribution K-S statistic
1 Cauchy 0.12718
2 Error Function 0.14914
3 Gumbel max 0.09489
4 Gumbel min 0.14876
5 Hypersecant 0.12668
6 Laplace 0.15216
7 Logistic 0.11126
8 Normal 0.13095
9 Uniform 0.18558

4. Relative absolute size of adjustment

No. Distribution K-S statistic
1 Weibull 0.12458
2 Gamma 0.13329
3 Gumbel max 0.21374
4 Gumbel min 0.31545
5 Logistic 0.24153
6 Normal 0.24931
7 Exponential 0.22385
8 Cauchy 0.09897
9 Uniform 0.26519
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Appendix F: Results of fitting distribution test on Final OUT replenishment level across period

The results of fitting distribution test on FinaU® replenishment level across period for A items

Relative Absolute

Cauchy Exponential Gamma Gum Max Gum Min Logistic Normal Uniform Weibull
Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve[Fit Test |Sig. Leve|Fit Test [Sig. Level
Strong Fit| 85.00%| 98.75%| 31.25%| 41.25%| 88.75%| 95.00%| 86.25%| 97.50%| 52.50%| 80.00%| 72.50%| 85.00%| 75.00%| 88.75%| 76.25%| 93.75%| 86.25%| 97.50%
Fit 12.50% 8.75% 5.00% 10.00% 18.75% 15.00% 13.75% 15.00% 8.75%
No Fit 2.50%| 1.25%| 60.00%| 58.75%| 6.25%| 5.00%| 3.75%| 2.50%| 28.75%| 20.00%| 12.50%| 15.00%| 11.25%| 11.25%| 8.75%] 6.25%| 5.00%| 2.50%
Size Absolute
Cauchy Exponential Gamma Gum Max Gum Min Logistic Normal Uniform Weibull
Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve[Fit Test |Sig. Leve|Fit Test [Sig. Level
Strong Fit| 72.50%| 92.50%| 42.50%| 66.25%| 76.25%| 97.50%| 73.75%| 93.75%| 35.00%| 68.75%| 61.25%| 83.75%| 61.25%| 85.00%| 63.75%| 92.50%| 68.75%| 90.00%
Fit 12.50% 18.75% 17.50% 17.50% 28.75% 18.75% 21.25% 20.00% 18.75%
No Fit 15.00%| 7.50%| 38.75%| 33.75%| 6.25%| 2.50%| 8.75%| 6.25%| 36.25%| 31.25%| 20.00%| 16.25%| 17.50%| 15.00%| 16.25%] 7.50%| 12.50%| 10.00%
Relative Sign
Cauchy Error Gum Max Gum Min Hypersecant Laplace Logistic Normal Uniform
Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve[Fit Test |Sig. Leve|Fit Test [Sig. Level
Strong Fit| 83.75%| 100.00%| 17.50%| 35.00%]| 68.75%| 86.25%| 42.50%| 68.75%| 53.75%| 86.25%| 48.75%| 76.25%| 57.50%| 88.75%| 58.75%| 91.25%| 63.75%| 93.75%
Fit 13.75% 13.75% 13.75% 23.75% 23.75% 22.50% 20.00% 21.25% 22.50%
No Fit 2.50%| 0.00%| 68.75%| 65.00%| 17.50%| 13.75%| 33.75%| 31.25%| 22.50%| 13.75%| 28.75%| 23.75%| 22.50%| 11.25%| 20.00%| 8.75%| 13.75%| 6.25%
Size Sign
Cauchy Error Gum Max Gum Min Hypersecant Laplace Logistic Normal Uniform
Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test |[Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Level
Strong Fit| 80.00%| 97.50%| 16.25%| 42.50%| 58.75%| 78.75%| 61.25%| 82.50%| 61.25%| 92.50%| 55.00%| 83.75%| 65.00%| 96.25%| 68.75%| 97.50%| 66.25%| 98.75%
Fit 7.50% 20.00% 23.75% 18.75% 22.50% 20.00% 18.75% 17.50% 25.00%
No Fit 12.50%| 2.50%| 63.75%| 57.50%| 17.50%| 21.25%| 20.00%| 17.50%| 16.25%| 7.50%| 25.00%| 16.25%| 16.25%| 3.75%| 13.75%| 2.50%| 8.75%| 1.25%
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The results of fitting distribution test on FinaU® replenishment level across period for B items

Relative Absolute

Cauchy Exponential Gamma Gum Max Gum Min Logistic Normal Uniform Weibull
Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig.Leve|Fit Test |Sig. Leve|Fit Test |Sig.Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Level
Strong Fit| 95.00%| 97.50%| 50.00%| 52.50%| 92.50%| 95.00%| 87.50%| 87.50%| 57.50%| 65.00%| 87.50%| 87.50%| 87.50%| 85.00%] 80.00%| 87.50%| 92.50%| 95.00%
Fit 2.50% 30.00% 5.00% 7.50% 25.00% 2.50% 2.50% 10.00% 5.00%
No Fit 2.50%| 2.50%| 20.00%| 47.50%| 2.50%| 5.00%| 5.00%| 12.50%| 17.50%| 35.00%| 10.00%| 12.50%| 10.00%| 15.00%| 10.00%| 12.50%| 2.50%| 5.00%
Size Absolute
Cauchy Exponential Gamma Gum Max Gum Min Logistic Normal Uniform Weibull
Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig.Leve|Fit Test |Sig. Leve|Fit Test |Sig.Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Level
Strong Fit| 90.00%| 92.50%| 62.50%| 62.50%| 97.50%| 95.00%| 95.00%| 95.00%| 52.50%| 57.50%| 72.50%| 77.50%| 72.50%| 82.50%] 72.50%| 82.50%| 95.00%| 95.00%
Fit 7.50% 12.50% 0.00% 2.50% 20.00% 20.00% 20.00% 22.50% 2.50%
No Fit 2.50%| 7.50%| 25.00%] 37.50%| 2.50%| 5.00%| 2.50%| 5.00%| 27.50%| 42.50%| 7.50%| 22.50%| 7.50%| 17.50%| 5.00%| 17.50%| 2.50%| 5.00%
Relative Sign
Cauchy Error Gum Max Gum Min Hypersecant Laplace Logistic Normal Uniform
Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|FitTest [Sig. Level
Strong Fit| 95.00%| 100.00%| 52.50%| 57.50%| 85.00%| 92.50%| 70.00%| 77.50%| 82.50%| 87.50%| 72.50%| 75.00%| 85.00%| 90.00%] 85.00%| 87.50%| 85.00%| 90.00%
Fit 2.50% 27.50% 10.00% 17.50% 12.50% 17.50% 10.00% 10.00% 10.00%
No Fit 2.50%| 0.00%| 20.00%| 42.50%| 5.00%| 7.50%| 12.50%| 22.50%| 5.00%| 12.50%| 10.00%| 25.00%| 5.00%| 10.00%| 5.00%| 12.50%| 5.00%| 10.00%
Size Sign
Cauchy Error Gum Max Gum Min Hypersecant Laplace Logistic Normal Uniform
Fit Test [Sig. Leve|Fit Test |(Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test [Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|Fit Test |Sig. Leve|FitTest |[Sig. Level
Strong Fit| 85.00%| 90.00%| 57.50%| 60.00%| 75.00%| 77.50%| 85.00%| 87.50%| 70.00%| 77.50%| 70.00%| 70.00%| 80.00%| 82.50%| 85.00%| 90.00%| 95.00%| 92.50%
Fit 12.50% 20.00% 12.50% 12.50% 27.50% 17.50% 17.50% 12.50% 5.00%
No Fit 2.50%| 10.00%| 22.50%| 40.00%| 12.50%| 22.50%| 2.50%| 12.50%| 2.50%| 22.50%| 12.50%| 30.00%| 2.50%| 17.50%| 2.50%| 10.00%| 0.00%| 7.50%
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Appendix G: Explanation of reason categories

I-No reason, D-No reason:
Managers change the OUT level without having aagea. They simply intervene
to the process regardless of whether they possese snportant information or
not. No justifications are recorded.

[-Backorder:
Managers make adjustment to increase the OUT maduse current stock level is
insufficient to satisfy demand.

I-Low stock, D-Over stock:
Managers adjust to increasing or reducing OUT Idelkonsidering current on-
hand inventory.

[-Certain period:
Managers increase the OUT level based on pastmafioon in which demand
increased in particular time.

I-Steady demand, D-Steady demand:
Although the demand is steady, sometimes manageke nadjustments to
increase/decrease the OUT level. It seems adjussmedfiftect a desire for a sense of
ownership on the part of the managers.

I-Increasing demand, D-Decreasing demand:
Managers change the OUT level as the demand patidrich tend to increase or
decrease over time.

I-Order spike, D-Order spike:
Managers make adjustment to increase/decrease @wdl based on past
information regarding order spike.

[-Min ROP, D-Min ROP:
Managers increase/decrease OUT level up to mindél level (Min OUT level
is 3 units)

I-Large demand, D-Hardly demand:
The reason for changing the OUT level (increaseédse) because the demand is
very large or there is no demand on particular nedte

[-ROP too low:
Managers adjust to increase OUT level becauseutierdt OUT level seems to low
compare with demand on the past.
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I-Flat average:
Managers decide to increase the OUT level baseth@fflat average forecasting
information.

I-Replacement part, D-Replacement part:
Managers adjust to increase/decrease OUT leveheasnaterial is a replacement
part.

I-Not classified yet, D-Not classified yet:
Managers increase/decrease the OUT level basedveryapecific reason where
researcher does not know yet in which categomyrit f

D-Slow demand:
Managers decided to decrease the OUT level addieis categorised as the slow
demand.

D-Bulk order:
Decreasing the OUT level because there is bulkrorde
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Appendix H — List of Code

Dim i As Long, t As Long, Positive_Inventory_PositiAs Single, Investment As Double,
Price As Double, Ave Positive_Inventory Position2@uble

Dim NegativeStock As Long, Proportion_NegativeStéskDouble, BackorderedDemand
As Long, TotalDemand As Long, FillRate As Double

Fori=1To 1454
'Fort=4To 27
'‘Worksheets("stock™).Cells(i + 2, t) = Wohlets("stock").Cells(i + 2, t- 1) -
Worksheets("Demand”).Cells(i + 2, t) + Workshee@s(ler").Cells(i + 2, t - 2)
'If Worksheets("ROP").Cells(i + 2, t) > Watleets("stock").Cells(i + 2, t) Then
'‘Worksheets("Order").Cells(i + 2rtWorksheets("ROP").Cells(i + 2, t) -
Worksheets("stock").Cells(i + 2, t)
‘Else
'‘Worksheets("Order").Cells(i + 27tD
'End If
‘Next t
Fort=4To 27
Worksheets("stock").Cells(i + 2, t) = Workslts("stock™).Cells(i + 2, t - 1) -
Worksheets("Demand").Cells(i + 2, t) + Workshea@s(ler").Cells(i + 2, t - 2)
If Worksheets("ROP").Cells(i + 2, t) > Woheets("stock").Cells(i + 2, t) Then
Worksheets("Order").Cells(i + 2, t) =ovdsheets("ROP").Cells(i + 2, t) -
Worksheets("ROP").Cells(i + 2, t - 1) + Workshedsmand").Cells(i + 2, t)
Else
Worksheets("Order”).Cells(i+ 2,t) =0
End If
Next t

Inventory Position =0
Fort=4To 27

Inventory_Position = Inventory Position ‘o¥ksheets("stock").Cells(i + 2, t)
Next t
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Ave_Inventory Position = Inventory_Positiord/ 2
Worksheets("stock").Cells(i + 2, 28) = Ave_Invary Position

Positive_Inventory_Position = 0
Fort=4To 27
If Worksheets("stock").Cells(i + 2, t) >Then
Positive_Inventory_Position = Positilreventory Position +
Worksheets("stock").Cells(i + 2, t)
End If
Next t
Ave_ Positive_Inventory Position = Positive_Intary Position / 24
Price = Worksheets("Price").Cells(i + 2, 28)
Investment = Ave_Positive_Inventory PositioRrfce
Worksheets("stock").Cells(i + 2, 29) = Investihe

NegativeStock = 0
Fort=4To 27

If Worksheets("stock").Cells(i + 2, t) <Ihen

NegativeStock = NegativeStock + 1

End If
Next t
Proportion_NegativeStock = NegativeStock / 24
Worksheets("stock").Cells(i + 2, 30) = 1 - Podjpn_NegativeStock

BackorderedDemand =0

Fort=4To 27
If Worksheets("Demand").Cells(i + 2, t) >ovi{sheets("stock").Cells(i + 2, t) Then

BackorderedDemand = BackorderedDemafw arksheets("Demand”).Cells(i +

2,1) - Application.WorksheetFunction.Max(Worksle("stock™).Cells(i + 2, t), 0))
End If

Next t
TotalDemand =0

Fort=4To 27
TotalDemand = TotalDemand + Worksheets("Bedi).Cells(i + 2, t)
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Next t
If TotalDemand > 0 Then
FillRate = (TotalDemand - BackorderedDemdntbtalDemand

Else

FillRate = 0
End If
Worksheets("stock").Cells(i + 2, 31) = FillRate
Next i
End Sub
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