PATTERN DISCOVERY IN TIME-ORIENTED DATA
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ABSTRACT

We present a data mining system, EasyMiner which hasdmexioped for interactive mining
of interesting patterns in time-oriented databasess $ystem implements a wide spectrum of
data mining functions, including generalisation, charasd#dn, classification, association and
relevant analysis. By enhancing several interesting dabéng techniques, including attribute
induction and association rule mining to handle time-tegrdata the system provide a user
friendly, interactive data mining environment with good perfance. These algorithms were
tested on time-oriented medical data and experimentailtse show that the algorithms are
efficient and effective for discovery of pattern in daisés.

INTRODUCTION

Knowledge Discovery in Databases (KDD) is the efforunhderstand, analyse, and eventually
make use of the huge volume of data available. Accordiriepyyad et al. [1] KDD is the non
trivial process of identifying valid, novel, potentially uskefand ultimately understandable
patterns in data. In their opinion, there are usuallyymsteps in a KDD process including
selection, pre-processing, transformation, data miningl, iaterpretation/ evaluation of the
results as shown in Figure 1. As seen in the Figurerdatiag is only one step of the process,
involving the application of discovery tools to find intslieg patterns from targeted data, but in
the research community most often the term data mirang KDD have been used

interchangeably

Finding patterns in databases is the fundamental opeiagioind several common data mining
tasks, including association rule [2] and sequential pathémmg[3]. Data mining is the process
of applying machine learning and other techniques to classical deslia order to extract
implicit, previously unknown and potential useful pattefrsm database [4]. Time is an
important aspect of all real-world phenomena. Conveatidatabases model an enterprise as it
changes dynamically by a snapshot at a particular poititne. As information is updated in a
conventional database, its old, out-of-date data isadisd forever, its changes over time are
thus lost.



But in many situations, this snapshot-type of databasedequate. They cannot handle queries
related to any historical data. For many applications ssschccounting, banking, GIS systems
and medical data the changes made their databasestioeerare a valuable source of

information which can direct their future operation.eTpattern discovered from conventional

databases has limited value since the temporal natwtatafis not taken into account but only

the current or latest snapshot.

In the rest of the paper the data mining techniques used by Haer for discovering
interesting patterns from time-oriented database arerided. In section 2 relevance analysis
method is presented with examples from medical domairsection 3 association rules mining
technique is presented and section 4 describes Easy Bpipevach to pattern discovery by
mining classification rules. Section 5 concludes widummary of the paper and outline of the
future work.
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Figure 1. The knowledge discovery process

1 Relevance Analysis

As we know from real life, several facts are relevaith each other and there is a strong
dependence between them, for exanfe is relevant tadDate of Birth, Title(Mr, Mrs, Miss) is
relevant toSex andMarital Satus. This kind of knowledge is qualitative and it is quite uséd
mine it from large databases that hold information almaiy objects(fields). For example a
bank could look in its data and identify which are thediscthat it should take in mind in order
to give a Credit Limit to a customer. As we found by udtagyMinerCredit Limit is relevant to
Account Status, Monthly Expenses, Marital Status, Monthly Income, Sex and etc.

A number of statistical and machine learning techniquesrdét@vance analysis have been
proposed until now. The most popular and acceptable appiodod data mining community, is
the method of measuring thacertainty coefficient[ 4] .

Let us suppose that the generated set from the collexfti@sk relevant data is a $ebf p data
records. Suppose also, that the interesting attribigentdistinct values defining by this waw



discrete classes R=1,..., m). If P contains;pecords for each;Pthen a random selected record
belongs to class;Rvith probability w/p. The expected information needed to classify a given

sample is given byl (p,, p,,..,P, )= —Z F:)' log, F:)'
=1

An attribute A with values {g &,..., a&} can be used to partition P into {CC,,..., G}, where
C; contains those records in C that have vajuef &. Let G contain p records of class;PThe
expected information based on the partitioning using asapiibute the A, is:
k

Pij t.-F Py
E(A)= ) ———
2
So, the information gained by partitioning on attribute AGENA) =1(p, P,.---.B,)—EA)
The uncertainty coefficient U(A) for attribute A ibt@ained by normalising the information gain
of A so that U(A) ranges from 0 to 1. The value O mehas there is significant independence
between the A and the interesting attribute, and 1 miéwghere is strong relevance between
the two attributes. The normalisation of U(A) is astad by the following equation:

1Py, Pys--sPm )~ E(A)
(P, P2y 1P )

It is upon the user to keep themost relevant attributes, or all the attributes tieate value of
uncertainty coefficient greater than a pre-specifiedmmimn threshold[4].

LCPy+- -+ Py )

U(A) =

2 Classification

Classification is an essential issue in data minirlgssification partitions massive quantities of
data into sets of common characteristics and propéi}ifg] This procedure can be described
as follows.

We are given a large population database that contafimsmnation about population instances.
The population is known to comprise mfgroups (classes), but the population instances are not
labelled with the group identification. In addition, a p@pioin sample is given (much smaller
than the population but representative of it) catl@hing set. In this training set, each tuple is
assumed to belong to a predefined class, as determined by ihattributes, calledlass label.
Figure 2 shows a part from a sample training set of tedical database, where each record
represents a patient. The purpose of classificatiom distover and analyse the rules that govern
the training set, in order to apply them into the wholpytation of database and get the class
label of every instance of it.

Male 9/21/192: 9/23/9¢ Died
Femal 5/8/192: 12/10/9: Died
Male 1/18/3¢ 2/7/94 Survivec
Male 9/26/192! 11/13/9: Survivec
Femal 3/28/5! 12/9/9¢ Died
Male 1/19/3¢ 2/7/94 Survive(

Figure 2: Sample Training Set



The classification technique that we have developed iy Haser is based on the decision tree

structure. A decision tree is a flow chart structuresggimg of internal nodes, leaf nodes and

branches. Each internal node represents a test attrédsute and each branch represents the
result of that test. Each leaf node represents a (daml in some cases classes).

By using a decision tree, untagged data sample can bdiethsEhis can be done by testing the
attribute values of the sample data against the dedigenA path is produced from the root to a
leaf node, which has the class identification of trasle.

2.2 Decison Tree Classifier

A decision tree is a class discriminator that recutgiymrtitions the training set until each
partition consists entirely or dominantly of exampfiesn one class. Each non-leaf node of the
tree contains gplit point, which is a test on one or more attributes and detesrinow the data
is partitioned. Figure 3 shows a sample decision-tressifler based on the training set shown in
Figure 2. This decision tree can be used in order to oigwate future patients that had stroke
into Lived or Died categories.

Date of Birth <1/5/1967

Date of Birth

......... Died

Figure 3: Decision Tree

2.2.1 Characteristics of a Decision Tree Classifier
There are several simple characteristics in a datisee classifier:

1. If a node is an internal one, then the left child nadkinherit form it the data that satisfies
the test of the node, and the right child node will irthére data that does not satisfy the
splitting test.

2. As we go down in the tree and the depth increasesjzh@fsthe data in nodes is decreasing
and the probability that this data belongs to only onesdlacreases.

3. Each node can have two or none children nodes. For ¢hison, it is obvious that the
decision tree is a binary tree.

4. Because the decision tree is a binary tree, the nunibietesnal nodes is (n-1)/2 and the
number of leafs is (n+1)/2, where n is the total numlbégads in the decision tree.

5. Each path from the root to as leaf can be easily lagetsintol F-THEN rules



2.2.2 Caollection of Training Set

In order to construct a decision tree classifier, fite¢ step is to retrieve the classification task
relevant data and store them in a relation (tables Bhan ease task that executing a usual query
can perform it.

The second step after collecting the classificatiek talevant data is to examine the generated
training set with the purpose to “purify” it and make it able for input to the classification
process. Including irrelevant attributes in the trainingveatild slow down and possibly confuse
the classification process. So the removal of thenrovgs the classification efficiency and
enhances the scalability of classification procedures liogirating useless information and
reducing the amount of data that is input to the classdicatage. Thereforeglevance analysis

is performed to the data set and then only the modenanat attributes are kept.

2.2.3 Congtruction of a Decision Tree Classifier
The algorithm that we are going to use for tree buildsngn general, the following:

MakeTree(Tiraining Data T)

if (all pointsin Sare in the same class) then
return

EvaluateSplits( )

if (T can not be further partition) then
Evaluate Each Class Probability(S)
return

Use best split found to partition Sinto S1 and 2

Delete(S

MakeTree(SL)

MakeTree(S2)

The main points in this tree building algorithm are:

2.2.3.1 Data Structures

For each attribute of the training data a separateslisteated. An entry of the attribute list has
the following fields: (i) attribute value, (ii) clasabel, (iii) index of the record (id) from which
these value has been taken. Initial lists for nunegtiibutes are sorted when first created.

In the beginning, all the entries of the attributesliate associated with the root of the tree. As
the tree grows and nodes are split to create new ohesattribute lists of each node are

partitioned and associated with the children. When this meppbe order of the records in the

list is preserved, so resorting is unnecessary anceqaired.

Other data structures that are usedhisigrams. These histograms are used to capture the class
distribution of the attribute records at a given node. f@onumeric attributes, two histograms
are associated with each decision-tree node thatderwonsideration for splittin€apove and
Chelow- Chelow CONtains the distribution of attributes that havenbakeeady processed, afhove
contains it for those that are not. Categorical attebatilso have also a histogram associated with



a node an is callecbunt matrix. So, for a numeric attribute the histogram is a ligbairs of the
form <class, frequency> and for a categorical attribthie, histogram is a list of triples of the
form <attribute value, class, frequency>.

2.2.3.2 Evaluation of splitsfor each attribute

For the evaluation of alternative splits are usedtspli indexes. Several splitting indexes are
used for this purpose. Two of the most popular and acceptatdaes are thgini index and the
entropy index. Assuming that we have a data set T which contains exarfiple n classes and
where pis the frequency of class j in data set T them(T) is:

gini(T) =1- z pj2 and the entropy inde&nt(T) is: Ent(T) = —Z p; log, (p;)
J=1 =1

If a split divides S into subset$; and S, , then the values of the indexes of the divided data
are given by:

Gini 1 (5) = gini(S,) + = gini(S;) and Ent, (S) =~ Ent(S,) +—= ENt(S,)

The advantage of these indexes is that their calculatigmres only the distribution of the class
values in each of the partitions.

To find the best split point for a node, we scan eacthefattributes lists and evaluate splits
based on that attribute. The attribute containing the @pint with the lowest value for the split
index (gini or entropy) is then used to split the node.

There are two kinds of attributes that we can perfoapli&

¢ Numeric attributes. If we have a numeric attribute A, a binary splituAis performed to the
set of data that it belongs. The candidate-split poames midpoints between every two
successive attribute values in the training data. In oodénd the split for an attribute on a
node, the histograr@,eow is initialised to zeros wheredSove IS initialised with the class
distribution, for all the records for the node. Fog tloot node, this distribution is obtained at
the time of sorting. For the other nodes, this distidsuts obtained when the node is created.
Attribute records are read one at a time @pgh, andCapove are updated for each record read.
After each record is read, a split between values wes lead we have not yet seen is
evaluated Cpeow and Capove have all the information to compute tgmi or Entropy index.
Since the lists for numeric attributes are kept iriesborder, each of the candidate split points
for an attribute is evaluated in a simple scan ofatsociative attribute list. If a successful
point is found, we save it and we de-allocate @gow and Capove histograms before we
continue on the next attribute

e Categorical Attributes. If S(A) is the set of possible values of a categbmadaibute A, then
the split test is of the form\[IS', whereS' [ S. A single scan is made through the attribute
list collecting counts in the count matrix for eachmtmnation of class label and attribute
value found in the data. Once we have finished, we camaidsubsets of the attribute values
as possible split points and compute the corresponding.ifidexinformation that is needed
for computing the index is available in the count matrix.



2.2.3.3 Implementation of the split

When we have found the best split point for a nodegliais performed by creating two child
nodes and dividing the attribute records between them.pHntition of the attribute list of the
splitting attribute is straightforward. We simply scte list, apply the split test and move the
records to the two attribute lists of the children nodeswe partition the list of the splitting
attribute, we insert the ids of each record to a halsle t reporting to which child the record was
moved. Once all the ids have been collected, we satists of the remaining attributes and
examine the hash table with the id of each record. Sollmwing this procedure, we know in
which child to place the record. During the splitting @pien, class histograms are built for each
new leaf.

2.2.3.4 Case of impossible partition
There are some cases that a data set can not be foatitiioned. To understand this fact, let us
consider the example of Figure 5.

Femal 5/8/192: 12/10/9: Lived

Femal 5/8/192: 12/10/9: Died
Male 1/18/3¢ 2/7/9¢ Survivec

Femal 3/28/5! 12/9/9¢ Died

Figure 5: Case otmpossible Partition

In this case, it is obvious that is impossible forassifier to split the first two records into two
separate data sets. This is because there are identadakthe attributes, except the classifying
attributeLived. In large databases this is not an unusual fact. Eslyeicidiemporal databases,
the stable data during the time appears to have the sdoes\n different time-points.

In this case, we consider the node with that datassaetl@af of the decision tree with more than
one class label.. A record of the data set of suchfeblelongs to a class j with probability/r,
where tis the number of tuples of each class that data set and is the total number of the
records of this data set. When an unclassified data sgves as input to the classifier it is
possible that some of its records satisfy the clasgi@in rule that corresponds to the path from
the root to such a leaf. Then these records belong tsa pbf that leaf with probability; /r.

2.3 Example of using Classification

We used Easy Miner to classify records of patients lihdtheart attack based on the values of
attributeLived. By using a relatively small training set, we built asslifier for attribute_ived

and after that we used that classifier to classifyhadirecords in the medical database. A part of
the results of the classification process is showrfigure 2. The attribut®redicted Lived
contains the prediction/cIassification for attribliged.

Male | 9/26/1925 11/13/94 Lived Lived (Probability = 100%)
Male | 9/21/1924 9/23/94 Died Died (Probability = 100%)
Male 11/1/1921 9/23/94 Un-Known Lived (Probability = 100%6)
Male 10/7/1921 9/23/94 Un-Known Died (Probability = 100%)
..|Female 3/28/51 12/9/94 Died Died (Probability = 100%0)




... |Female 3/28/51 12/9/94 Un-Known Died (Probability = 100p6)
...|Female  4/24/51 12/9/94 Un-Known Lived (Probability = 100%)
...|Female 5/8/1921 12/10/94 Died Died (Probability = 100p6)
...|Female 10/7/1921 12/10/94 Un-Known Lived (Probability = 100%)
..|Female 12/8/1921 12/10/94 Un-Known Lived (Probability = 100%)
Male 1/18/34 2/7194 Lived Lived (Probability = 100%0)

Figure 2: Classified Medical Data

3 Association Rules

With the wide applications of computers and automated daliaction tools in business
transactions processing, massive amounts of transagai@anhave been collected and stored in
databases. Discovery of interesting association quesgial patterns among those huge amounts
of data is an area in which the recent research @& dahing is focused. Association rules
describe how often two facts happen together. For instanme association rules that could
exist in a supermarket database are: “most customerschildiren buy a particular brand of
cereal if it includes baseball cards”, “most custormdre buy beer, buy also chips”.

3.2 Definition and properties of Association Rules
An association rule is a rule, which implies certagsociation relationships among a set of
objects in a database. The formal definition of suadl kif rules is the following[7].

Let I={i1, Ip,.....,in} be a set ofitems. Let DB be a database of transactions, where each
transaction T consists of a set of items such that | . Given antemset X [ | , a transaction

T contains X only and only if X 0 T . An association rule is an implication of the foxnd Y,
where X 01, YOl and X nY=0. The association rul& 0 Y holds in DB withconfidence

c if the probability of a transaction in DB which comtsiX also contains Y is. The association
rule X O Y hassupport sin DB if the probability of a transaction in DB comis both X and Y

is s. The task of mining association rules is to find all éssociation rules whose support is
larger than aminimum support threshold ¢ 'and whose confidence is larger thammianimum
confidence threshold ¢ " .

3.3 A method for Mining Association Rules

When we examined classification, we saw that a decigiee classifier is a collection oiF-
THEN rules that are expressed by its individual paths. This ignaastic characteristic of
decision trees and we are taking advantage of it in datevelop a method for finding
association rules from a database. The rules thatmetinod discovers have the forid:[0 Y,
where X is a set of conditions upon the values ofredagtributes and Y a specific value of one
attribute. This attribute Y is calledteresting attribute.

The method that we are going to discuss has three sstgps:

1. Data Preparation

2. Generation of rules

3. Selection of strong rules



3.3.1 Data Preparation

In this stage, the data set in which there is intevasiinding association rules, is prepared for
applying the method that is going to be presented. In ooddo that, and convert the examined
data set into our method required format, the next stegs meufollowed.

1. The interesting attribute, in which there is interest on finding associatioresulmust be
selected and discriminated from the others. In casethiea¢ is interest on more than one
attribute, then thenteresting attribute can be constructed from the join of these attributes

2. Generalisation induction is performed on theeresting attribute by using, the relative with
that attribute, concept hierarchies. In case thainteeesting attribute is of numeric type, then
its values are being separated into a number of randgemn €ach value of the numeric
attribute is replaced by the range that it belongs.$ahis method the initially numeric
attribute has been converted into a categorical onle evily a few values of higher level.
Another result of the generalisation induction on ineeresting attribute, is that the
discovered ruleX O Y will have higher confidence because Y will have alsghéi
support.

3. If among the data set there are categorical attribjgesept thanteresting one) that have a
large number of distinct values, then the attributenbei@ induction should be performed on
them as well. This results in viewing the data in abstvas that are more useful and in
generating candidate data sets for finding associaties, rinat have quite significant support.

3.3.2 Generation of Rules

After the stage of preparation of data, ihgeresting attribute can be considered as the class
label of the whole set of data. Hence, a decisiom ¢tassifier can be constructed, based on that
classifying attribute. Each path of this decision treeasgmts one or more rules of the form:

IF (sequence of intermediate conditions) THEN (classifying attribute value)

The confidence of each generated rule from such a pathjsvherer; is the number of tuples
of each class j that has records in the data séboldaf, and is the total numbeof the records
of that data set.

3.3.3 Sdection of Srong Rules

After extracting all the rules from the built decisitree, we select only those that are strong. As
strong rules have been defined the rukes] B that the support of A and B are above the
minimum support threshold, and their confidence is gredten the minimum confidence
threshold.

In the following table there rules that were discoveredising this technique of Easy Miner are
presented. These rules concern@nedit database.

IF ( (Marital_Status IN {Single}) ) THEN (Home = Rent) 16.22%| 65.15%

IF ( (Marital_Status NOT_IN {Single}) (Account_Status {B0 days late}) (1 < 12.29%| 66.00%
Nbr_Children) (Savings_Account IN {Yes}) (1187< Mo_Incom&HEN (Home = Own




IF ( (Marital_Status NOT _IN {Single}) (Account_Status {Ralanced}) (1611.50 < 14.99%| 100.00%
Mo_Income <= 2918.50) (Checking_Account IN {No}) ) THEN (Hem Own)

IF ( (Marital_Status NOT _IN {Single}) (Account_Status {Ralanced}) (3047.50 < 10.57%| 100.00%
Mo_Income <= 3633) (Nbr_Children < 3) ) THEN (Home = Own)

IF ( (Marital_Status NOT _IN {Single}) (Account_Status {Ralanced}) (3633.50 < 10.57%| 93.02%
Mo_Income) (Nbr_Children < 3) ) THEN (Home = Own)

Summary

In this paper, our approaches for the discovery of pattertime-oriented data are introduced.
We also presented Easy Miner, our mining tool designed aweloged at UMIST. Major
components of Easy Miner including association rulessification rules and relevance analysis
are described in details with examples.

We think the first consideration for constructing an effee pattern discovery system should be
given to testing the appropriateness and applicabilith®fframework. We have started in this
direction by experimenting with a large stroke and qualitlrypertension control dataset.

In summary, the work reported in this paper focuses andwmeas and their integration. On one
side, data mining as a technique for discovery of intiagepatterns from database and on the
other side time-oriented data as a rich and valuaklecs of data. We believe that their
integration will lead to even higher quality data and disced patterns.
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