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Abstract

Optical Emission Spectroscopy (OES) and Mass Spectrometry (MS) were 

employed in tandem for diagnostic studies of Nd:YAG (532 nm) laser induced 

plasma plumes.  OES measurements of laser-induced silicon plasmas were 

performed through a range of ambient pressure regimes from atmospheric 

pressure down to ~10-4 mbar. The temporal evolution of the plasmas was 

characterised in terms of electron excitation temperature Te, ionisation 

temperature Ti, and electron density Ne.  Electron densities were determined in 

the range 2.86 × 1016 to 5.53 × 1019 cm-3, electron temperatures were calculated 

in the range 8794 to 21229 K, and ionic species temperatures calculated in the 

range 13658 to 22551K.  The requirements for OES analysis based on the 

assumption of Local Thermal Equilibrium (LTE) conditions existing within the 

plasmas are discussed.  The plasma morphology and expansion dynamics with 

respect to pressure are described.  

Response Surface Methodology (RSM) was employed to optimise Laser-Induced 

Breakdown Spectroscopy (LIBS) analyses of silicon at atmospheric pressure and 

under vacuum conditions.  Multivariate analysis software was used to design and 

analyse several multi-level, full factorial RSM experiments.  A Quality Factor 

(QF) was conceived as the response parameter for the experiments, representing 

the quality of the LIBS spectrum captured for a given hardware configuration. A 

full parametric study of the LIBS hardware configuration was performed to 

determine the true response of the system; the outcome of which compares 

favourably with the results yielded from the RSM investigation.
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MS analyses of silicon and copper laser-induced plasma plumes were performed 

using a commercially available Residual Gas Analyser (RGA).   The RGA 

sampling configuration was investigated in order to maximise neutral and ionic 

species detection from the laser-induced plasmas.
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Abbreviations, Definitions and Nomenclature

Abbreviation Description
CCD Charge Coupled Device

CE Coronal Equilibrium plasma model

CF-LIBS Calibration-Free Laser-Induced Breakdown Spectroscopy

CRSS Collisional Radiative Steady State plasma model

EDX Energy Dispersive X-ray analysis

EI Electron Ionisation

FWHM Full With at Half Maximum peak height

ICCD Intensified Charge Coupled Device

ICP Inductively Coupled Plasma

LA-ICP-MS Laser Ablation Inductively Coupled Plasma  Mass Spectrometry

LAMS Laser Ablation Mass Spectrometry

LIBS Laser-Induced Breakdown Spectroscopy

LIMS Laser Ionisation Mass Spectrometry

LI-ToF-MS Laser Ionisation – Time of Flight – Mass Spectrometry

LODS Limit Of Detectable Signal

LTE Local Thermal Equilibrium

MALDI Matrix Assisted Laser Desorption Ionisation

MCP Multi Channel Plate

MS Mass Spectrometry / Mass Spectrometer

ND Neutral Density (opacity of a given neutral density filter)

Nd:YAG Neodymium doped Yttrium Aluminium Garnet 

OES Optical Emission Spectroscopy

PMT Photo-Multiplier Tube
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QF Quality Factor

RGA Residual Gas Analyser

RSD Relative Standard Deviation

RSM Response Surface Methodology

SEM/EDX Scanning Electron Microscopy with Energy Dispersive X-ray 

microanalysis

ToF-MS Time of Flight Mass Spectrometry

XRF X-Ray Fluorescence 

Symbol Meaning
a Diffraction grating groove spacing

A Ion broadening parameter

Akl Transition probability between two states, e.g. k and l

c Speed of light in vacuum (2.9979 × 108 ms-1)

Cr 2.005 x 10-5 (s K)

D Relative electron impact shift

e Electron charge (1.60 × 10-19 C)

E Energy

Ei,j,k,l Energy of a given level i,j,k,l, etc.

f Frequency of R.F. field applied to quadrupole rods

gi,j,k,l Statistical weight of a given energy level i,j,k,l, etc.

G Free-free Gaunt factor [assumed to be unity (Liu et al. 1999)]

h Planck’s constant (6.6261 × 10-34 Js) 

ħ Planck’s constant divided by 2π
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I Intensity of a given emission line

i Electron current

k Boltzmann’s constant (1.3807 × 10-23 JK-1)

L Mean free path

m Mass

m~ Diffraction order; may take positive or negative integer values

M Atomic mass

ni Ion density

N Normal to diffraction grating 

N’ Normal to individual blazed diffraction grating groove face

ND Number of particles in the Debye sphere

Ne Electron density (generally given per cm3)

Ni,j,k,l Relative population of energy levels i,j,k,l,etc.

N0 Total species population

pa Ambient pressure

q Number of ions produced in EI source

Q Partition function

r0 Radius of quadrupole mass analyser rod arrangement

R Resolution of mass spectrometer = m/δm

Ri Radius of the ion sphere

R2 Coefficient of determination

t Time

td Gate delay time between laser firing and data  acquisition 

tw Gate width, the integration time of data acquisition 

T Absolute temperature 
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Te Electron excitation temperature 

Ti Ionic species temperature

T0 Neutral species temperature 

U Direct potential applied to quadrupole rods

v Velocity

V Zero-to-peak amplitude of radio frequency voltage applied to 

quadrupole rods

V+ Ionisation potential

Vi Volume of the ion sphere

w Electron impact line broadening parameter 

w1/2 Alternative notation for FWHM / Γ 

z Charge state of a given ion: z = 1 refers to a singly ionised ion, z 

= 2 a doubly ionised ion etc.

Z Atomic number

Z Average ionisation state

Δ Path length difference between two equivalent light rays

ΔV+ Lowering of the ionisation potential of atoms in the presence of a 

field of ions

ε0 Permittivity of free space (8.85 × 10-12 Fm-1)

εc Continuum emission coefficient

εl Spectral line emission coefficient

Γ Full Width at Half Maximum (FWHM) height of a spectral line

κ Constant proportionality coefficient

λ Wavelength

ηi Number of ions within the Debye sphere
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ν Frequency

ω Angular frequency = 2πf

ρD Debye shielding distance, the radius of the Debye sphere

σ Wave number

θb Blaze angle of a blazed diffraction grating

θi Angle of incident light ray on diffraction grating

θm Angle of diffraction

Ф0 Potential applied to rods of quadrupolar mass analyser

ξ Free-bound continuum correction factor

ζ Charge of a given ion

Spectroscopic notation is employed in this work, following the convention of 

labelling ionisation states with upper case Roman numerals; I refers to neutral 

atoms, II to singly ionised species, III to doubly ionised species etc.   Thus Si (I) 

288.16 nm refers to a certain emission line arising from emission by excited 

neutral silicon atoms, Si (II) 413.09 nm refers to a spectral line arising from the 

emission of excited singly ionised silicon ions.
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Introduction

The aim of this work was to perform Optical Emission Spectroscopy (OES) and 

Mass Spectrometry (MS) diagnostics of laser-induced plasmas.  OES and MS 

measurements of plasma plumes induced by nano-second pulsed Nd:YAG (532 

nm) laser radiation were performed through a range of ambient pressure regimes.  

The two diagnostic techniques were found to be complementary, permitting a 

detailed study of the temporal evolution of laser-induced plasma plumes.  

Employing OES and MS in tandem, the laser-induced plasmas were 

characterised in terms of excitation and ionisation temperature, electron density,

and neutral to ionic species ratio with respect to time and ambient pressure.

To perform temporally resolved OES and MS plasma diagnostics through a 

range of ambient pressures,   a rig was conceived, designed, constructed, tested 

and validated.  The Response Surface Methodology (RSM) was successfully 

applied to the optimisation of this apparatus.  This thesis presents a thorough 

literature review, an overview of the relevant theory, an account of the system 

design, the results obtained with the tandem OES/MS apparatus and the 

conclusions drawn.

Chapter 1 contains a thorough literature review encompassing to the disciplines

of OES and MS.  A history of MS and Laser-Induced Breakdown Spectroscopy 

(LIBS) is presented, as well as a survey of past and present applications of LIBS 

and MS.  
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Chapter 2 provides a background to basic plasma analysis.  The requirements of 

plasma charge neutrality and collective effects are described, alongside a 

summary of plasma various regimes and theoretical models.  OES diagnostics of 

plasmas are described, and the measurement of excitation temperature, ionisation 

temperature and electron density explained.

Chapter 3 presents a review of the LIBS technique.  Laser ablation mechanisms 

and plasma plume evolution are discussed.  Practical considerations of concern 

when performing LIBS are considered, including a description of the major 

factors affecting the accuracy and reproducibility of the technique.

Chapter 4 details the design and construction of a LIBS apparatus capable of 

characterising laser-induced plasma plumes through a range of ambient pressures 

from atmosphere down to ~10-6 mbar.  LIBS measurements of excitation 

temperature, ionisation temperature, electron density and fractional ionisation are 

presented.  High speed photography provides non-dispersed images of the 

plasma plume with respect to time, yielding information regarding the plasma 

morphology at various pressures.

Chapter 5 describes the application of RSM to the optimisation of the LIBS 

system.  A Quality Factor for the output of the LIBS apparatus was defined and 

employed in modelling the response of the system to changes in hardware 

configuration, specifically: gate width and delay, spectrometer input slit-width, 

ICCD gain, and focussing lens position relative to the sample.  Multivariate 

statistical analysis software was used to design and subsequently optimise several 
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experiments in order to fully describe the response of the LIBS system.  A full 

parametric investigation of the LIBS hardware configuration was performed to 

validate the accuracy of the RSM model.

Chapter 6 describes the principle of MS and the construction and testing of two 

systems designed to perform mass spectrometric plasma analyses.  The principles 

and theory governing MS are described, focussing predominantly on the 

quadrupolar mass analyser as employed in this study.  The design and 

construction of a direct line-of-sight and a ‘sniffing’ MS plasma diagnostic tool 

are detailed, and the results obtained from each presented.

Chapter 7 presents the general conclusions drawn from OES and MS 

diagnostics of the laser-induced plasmas, and lists potential avenues of further 

research and the proposed reasons for these.  References to the thesis are 

contained in Chapter 8, with appendices and publications listed as Chapter 9.                                                                                                                            
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1 Literature Review

The following literature review outlines the development and selected 

applications of the techniques employed in this work; it does not describe their 

operating principles which may be found in Chapters 2, 3, 4, 5 and 6.

1.1 Laser-Induced Breakdown Spectroscopy
Laser-Induced Breakdown Spectroscopy (LIBS) is a powerful Optical Emission 

Spectroscopy (OES) analytical tool capable of sampling solids, liquids and gases 

for research and industrial applications (Cremers and Radziemski 2006, Vadillo 

and Laserna 2004, Amoruso et al. 1999, Yueh et al. 2000, Russo et al. 2004, 

Rusak et al. 1998, Tognoni et al. 2002).  A pulsed laser source is employed to 

vaporise and excite the analyte forming a transient plasma which subsequently 

expands away from the sample surface.  The optical emission from the relaxation 

of excited species within the plasma yields information regarding the 

composition of the material under test.  LIBS has historically been a qualitative 

technique but over recent years it has developed into a pseudo-quantitative 

materials micro-analysis technique, capable of determining the elemental 

composition of solids, liquids and gases, providing a suitable calibration has been 

conducted beforehand (Vadillo and Laserna 2004).  

The basis of the LIBS technique requires the formation of a short lived plasma 

from the material under test.  High intensity pulsed laser radiation is focussed 

onto the sample under investigation and if the laser fluence exceeds a material 

specific threshold value, typically 109 – 10 14 Wm-2 (Cremers and Radziemski 

2006), then the analyte is ablated forming a plume propagating from the surface.  
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The ablated material is composed of neutral particles, free electrons and ionic 

species, and expands as a high temperature plasma, approximately 103 - 105 K 

(Rusak 1998, Cremers and Radziemski 2006, Amoruso et al. 1999).  

Spectroscopic analysis of the optical emission from the excited species enables 

identification of the material under test, assuming that the stoichiometry of the 

plume is identical to that of the sample.  Typically the optical emission from the 

expanding plasma is dispersed using a spectrograph and subsequently captured 

and analysed.  The captured emission spectrum provides information regarding 

the elemental composition of the sample, the temperature and particle density of 

the plasma itself, and the degree of plasma fractional ionisation.  Suitably 

delayed gated capture of the emission spectra from laser-induced plasmas 

enables temporal investigation of plasma characteristics and expansion dynamics

(Amoruso et al. 1999, Tognoni et al. 2002).   

Several excellent review articles (Amoruso et al. 1999, Tognoni et al. 2002, 

Russo et al. 2004, Rusak et al. 1998, Vadillo and Laserna 2004, Radziemski 

2002, Mauchien 2007) regarding LIBS fundamentals, applications and 

experimental approaches have been published.

The versatility of LIBS has seen it employed in numerous industrial (Noll et al. 

2005, Noll et al. 2001, Barrette and Turmel 2001, St.-Onge et al. 2004), 

environmental (Harmon et al. 2005, N.Rai and A. Rai 2008, Gondal and Hussain 

2007) and archaeological (Kaminska et al. 2007, Brysbaert et al. 2006, Fortes et 

al. 2005) applications, to give but a few examples.  
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LIBS possesses several attractive features as an elemental analysis technique; it 

may be conducted at atmospheric pressure, and can provide rapid, real-time 

analysis; generally LIBS can produce useful results in less than 60 seconds 

(Yueh et al. 2000).  LIBS requires no pre-treatment of the analyte (Tognoni et al. 

2002) thus reducing overall preparation and analysis time, and facilitating 

measurements in-situ.  LIBS is a virtually non-destructive technique, with 

typically micro-grams of material removed from the sample during analysis 

(Nogar and Estler 1990).  Perhaps the most attractive feature of the LIBS 

technique is the ability to provide remote stand-off measurements, with materials 

analysis having been successfully conducted at distances of up to 180 m (Bogue 

2005).  Stand-off measurements permit materials analysis in potentially 

hazardous environments such as nuclear power stations (Whitehouse et al. 2001) 

and in the effective detection of explosives (Singh 2007).  

Although displaying many advantages, LIBS suffers several severe limitations.  

Preferential ablation of elements from a complex sample and matrix effects can 

lead to non-linearity in emission spectra and thus disrupt quantitative 

compositional determination (Cremers and Radziemski 2006, Bulajic et al. 2002, 

Russo et al. 2004).  A further disadvantage of LIBS is the poor shot-to-shot 

reproducibility of the plasmas (Rusak et al. 1998); this may be due to laser power 

fluctuations, changes in ambient temperature and pressure, sample in-

homogeneity etc.  

  

The phenomenon of the laser-induced plasma was first reported and published by 

Brech and Cross in 1962 (Brech and Cross 1962), not long after Theodore 



Literature Review

7

Maiman engineered the first ruby laser in 1960 (Radziemski 2002).    In 1963 

Debras-Guédon and Liodec published the first analytical use of the laser-induced 

plasma for spectrochemical analysis of surfaces (Debras-Guédon and Liodec

1963); this was the birth of the LIBS technique (Cremers and Radziemski 2006).  

In 1963 Maker et al. reported the first laser-induced breakdown in a gas, and the 

first investigations concerning LIBS of liquids were performed (Cremers and 

Radziemski 2006).  As an analytical technique in its infancy LIBS faltered and 

not a great deal of interest was devoted to this emerging technology.  LIBS was 

fundamentally limited by the hardware and data manipulation processing 

available at the time, and could not compete with the accuracy, reproducibility 

and precision of established spectroscopy and materials analysis techniques

(Cremers and Radziemski 2006).  With recent improvements in computer 

processing and data-handling speed, the development of smaller and more 

powerful lasers and improved optical apparatus, LIBS has undergone somewhat 

of a resurgence since the mid 1990s (Tognoni et al. 2002).  The number of papers 

published relating to LIBS research is still increasing year on year.

1.1.1 LIBS of Solid Samples

The capability to sample solids, liquids and gasses has seen LIBS applied to a 

diverse multitude of applications.  Carmona et al. have employed LIBS in order 

to determine the lead content of several different types of glass (Carmona et al 

2007), finding a linear correlation between the intensity of selected Pb peaks in 

the LIBS spectra and the PbO content of the glasses as determined by X-ray 

fluorescence (XRF) and scanning electron microscopy with energy dispersive X-

ray microanalysis (SEM/EDX).  Amador-Hernandez et al. have successfully 
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exploited LIBS to characterise thin-film multilayer screen-printed electrodes with 

high lateral spatial resolution (Amador-Hernandez et al. 2001).  Garcia-Ayuso et 

al. were able to characterise jewellery products using LIBS, employing 

multivariate analysis and calibration to permit the identification of the 

component metals (Garcia-Ayuso et al. 2002).   Caneve and co-workers have 

analysed asbestos using LIBS; by analysing selected Mg, Si and Fe emission 

lines in the LIBS spectra they were able to accurately discern the differences 

between asbestos and cements (Caneve et al. 2005).

1.1.2 LIBS Involving Liquids

De Giacomo et al. have applied the LIBS technique to marine archaeology to 

ascertain the composition of metallic artefacts in sea water. Preliminary analysis 

of bronze samples shows promise in expanding the technique to other submerged 

alloys for use in underwater in-situ materials identification (De Giacomo et al 

2004).  Gruber at al. have performed in-situ analysis of liquid steel, using a 

variable focussing system that takes account of the variations in height of the 

molten steel surface (Gruber et al 2001).  With suitable calibration the 

measurement of elemental composition takes as little as 7 seconds, and the 

system is sensitive enough to respond in real-time to the  addition of admixtures.  

Yaroschyk et al. performed quantitative determination of wear metal 

concentrations in engine oil (Yaroschyk et al. 2005).  LIBS measurements of 

metal contamination in used engine oils agreed well with inductively-coupled 

plasma atomic emission spectroscopy analysis, and the LIBS limits of detection 

were seen to be four times lower on average when analysing oil jets rather than 

static surfaces, typically in the range 0.4 - 47 ppm.
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1.1.3 LIBS of Gaseous Samples

Carranza and co-workers developed a LIBS instrument to analyse aerosols in 

ambient air (Carranza et al. 2001); the instrument was sensitive enough to detect 

a rise in Al, Na, Ca and Mg-based aerosol concentrations in the atmosphere 

caused by fireworks discharged during the July 4th holiday period.  Molina et al. 

evaluated the aerosol concentration in the exhaust of an oxygen/natural gas 

furnace using LIBS (Molina et al. 2005); they found that an increase in the 

furnace temperature from 300 to 700 K produced a rise in the plasma continuum 

emission level, which was ascribed to the increased number of free electrons in 

the plasma vicinity.  Glumac and Elliott performed a thorough investigation of 

the effects of ambient pressure on LIBS analyses in air (Glumac and Elliott

2007).  They reported that in the range 1 – 0.1 atm as the ambient pressure was 

reduced the size of the plasma, the electron density and the peak emission were 

found to diminish significantly.

1.1.4 LIBS for Archaeology and Art Restoration

LIBS has flourished in recent years with a concerted drive to develop it as a tool 

for the preservation of cultural heritage, focussed predominantly on 

archaeological investigations and art restorations.  Fortes et al. discussed the 

capability of LIBS to characterise bronze and iron-age metallic artefacts (Fortes 

et al. 2005).  Arsenic content in the artefacts was found to provide a 

distinguishing factor between bronze and iron-age specimens, enabling LIBS to 

facilitate a chronological sorting of the objects that agreed well with established 

dating methods.  After suitable calibration curves for copper, tin, lead, iron and 
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arsenic were established a semi-quantitative elemental evaluation of the artefacts 

was performed.  

Suliyanti et al. analysed the carbon content in various fossil specimens, ranging 

from 400 000 to 1 000 000 years old (Suliyanti et al. 2005).  Carbon emission 

was seen to diminish with the degree of fossilisation, allowing a crude method of 

age estimation.  Acquaviva et al. performed compositional investigations using 

LIBS whilst conducting restoration of a bust of St. Gregory the Armenian; their 

investigation revealed that the bust was covered in calcium-rich pollution 

deposits and that certain decorative pieces were coated with gold rather than 

brass as previously supposed (Acquaviva et al. 2005).  

Kaminska et al. have successfully applied LIBS to the preservation of historical 

paper documents, used as an online tool during laser ablation cleaning of the 

works (Kaminska et al. 2007).  By monitoring the decrease in intensity of 

emission lines ascribed to the surface contamination (Ca, Na, K, Al, Fe) the 

surface layer was safely removed by laser ablation with no damage to the 

substrate.  Salimbeni et al. have conducted preliminary investigations into 

optimising the restoration of artworks by employing LIBS as a monitoring tool 

during laser ablation cleaning (Salimbeni et al. 2001), the results of which 

indicate that LIBS has the potential to aid online and offline process control.  

1.1.5 LIBS in Geological Studies

LIBS is being applied in the field of geology, for prospecting and ore analysis.  

Yoon et al. applied LIBS to elemental mapping of the surfaces of polished rock 
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samples, and found that although LIBS shows promise as a sensitive, rapid 

analysis tool, it is hindered by calibration problems and provided at best a semi-

quantitative determination of ore composition (Yoon et al. 1997).  Rosenwasser 

et al. evaluated a commercially available LIBS system, the TRACER™ 2100, as 

a method of performing on-line quantitative sorting of ores (Rosenwasser et al. 

2001).  The instrument was capable of analysing the elemental composition of 

phosphate ore samples with 2% to 4% relative standard deviation after extensive 

calibration.  Vadillo and Laserna report the LIBS analysis of silicate, vanadate 

and sulphide rocks, and performed successful qualitative characterisation of 

similar mineral species by time-resolved emission spectroscopy (Vadillo and 

Laserna 1996).  Asimellis et al. found that the phosphorous to silica line 

intensities in LIBS spectra of phosphate ore may be used as an indicator of ore 

quality (Asimellis et al. 2006).

1.1.6 LIBS as a Potential Extra-Terrestrial Analysis Technique

The use of LIBS as an analytical tool onboard extra-planetary exploration 

missions is being investigated by a number of groups due to its potential to 

provide stand-off measurements, lack of sample preparation requirements and the 

comparatively light weight of the apparatus. The development of a LIBS 

instrument design named ChemCam has been approved for the 2009 Mars 

Science Laboratory rover mission (Cremers and Radziemski 2006).  Salle et al. 

have investigated the effect of ambient pressure and gas composition on the 

calibration curves obtained from clay samples, simulating the Martian 

atmosphere with an ambient atmosphere of 7 Torr of CO2 and roughly 

approximating the atmosphere of the moon with 50 mTorr of air (Salle et al. 
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2005).  Reproducible results were obtained in the simulated Martian atmosphere, 

but the free expansion of the laser-induced plasmas in the low pressure regime 

simulating the atmosphere of the moon led to reduced plasma emission intensity, 

indicating a need for enhanced light collection systems for low pressure LIBS 

analyses; their results showed less interference from matrix effects at reduced 

pressures.  Radziemski and his co-workers investigated the use of the vacuum 

ultra violet spectral region for LIBS based geological analysis in a Martian 

atmosphere, again simulated by 7 Torr of CO2 (Radziemski et al. 2005), finding 

that the ambient CO2 led to significant absorption of emission lines in the range 

130-160 nm, thereby reducing the effective sensitivity of the technique; at lower 

ambient pressures ~ 0.02 Torr this line absorption was found to decrease.  Lazic 

et al. studied the LIBS signal behaviour as a function of ambient temperature in a 

simulated Martian atmosphere (Lazic et al. 2007) concluding that the plasma 

parameters are sensitive to ambient temperature in the range -60°C to +25°C, 

with electron density varying by an order of magnitude.  

LIBS studies in simulated extra-planetary atmospheres are not limited solely to 

Mars; Arp et al. have conducted a feasibility study of performing LIBS in a high 

pressure environment to simulate the atmosphere of Venus (Arp et al. 2004).    

Useful emission spectra were obtained from laser ablation of basalt samples in 

9.1 MPa of N2, suggesting that LIBS may prove to be a suitable analytical 

technique for use on Venus. 
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1.1.7 LIBS Applied to Environmental Monitoring

LIBS has shown promise as an environmental monitoring technique.  Harmon 

and his co-workers (Harmon et al. 2006) have applied LIBS to the detection of 

lead in contaminated soils, obtaining reasonable determination of lead content 

when compared to X-ray fluorescence measurements.  Gondal and Hussain 

developed a LIBS system for the detection of poisonous metal pollutants in the 

waste water from a paint factory (Gondal and Hussain 2007).  Quantitative 

analysis of elemental concentrations compared well with that performed by 

Inductively Coupled Plasma Mass Spectrometry (ICP-MS), and limits of 

detection for pollutants such as Pb, Cr, Al, Ba, Cu, Fe, P and Zn were found to be

in the range 0.2 – 14 mg kg-1.  Rai and Rai used LIBS to evaluate the amount of 

Cr present in the waste water from an electroplating plant, finding that 

concentration of Cr was 1500 ppm; their results have led to remedial action 

taking place (Rai and Rai 2008).

1.1.8 LIBS Applied to Forensic Analysis

Dockery and Goode have investigated the possibility of using LIBS to detect 

traces of gunshot residue on the hands of suspected shooters (Dockery and 

Goode 2003).  Although in the early stages of investigation, and with an un-

optimised system, Dockery and Goode’s findings indicate that LIBS may be 

suitable for accurate detection of gunshot residue and other particulate matter in 

sample swabs taken from human skin, indicating a promising forensic analysis 

tool.  Almirall et al. evaluated the performance of a LIBS system as a forensic 

analysis tool for glass, paint, metals and gun shot residue; concluding that the 
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ease of operation and almost non-destructive nature of the technique make it a 

viable option for rapid qualitative forensic analysis (Almirall et al. 2005). 

1.1.9 LIBS in Medical Research

LIBS has been applied to the fields of medicine and dentistry.  Kumar et al. 

attempted to characterise malignant tissue cells by LIBS (Kumar et al. 2004), 

their results indicating a clear difference between spectra obtained from healthy 

and malignant tissue.  Samek et al. performed in-vivo and in-vitro LIBS analysis 

to identify carious teeth (Samek et al. 2001).  In their study Nd:YAG (1064 nm) 

laser radiation was focussed onto the teeth via a fibre delivery system which also 

served to collect the optical emission from the laser-induced plasmas.  By 

monitoring the calcium emission lines in the spectra, and by comparing against a 

database of known spectra, unambiguous real-time discrimination of healthy and 

carious tooth sections was achieved with high spatial resolution.  Corsi et al. 

considered the application of LIBS to hair tissue mineral analysis (Corsi et al. 

2003).  The preliminary results of their study indicated the feasibility of using 

LIBS as a relatively inexpensive method of detecting heavy metal poisoning by 

analysis of human hair samples. 

1.1.10 LIBS Used to Detect Potential Biological Hazards

With the current climate of fear regarding terrorist threats, techniques for the 

rapid, accurate identification of potentially hazardous substances are receiving 

heavy funding.  Kim et al. proved the potential for using LIBS as an in-situ 

technique for the detection and recognition of non-pathogenic bacterial strains, 
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which were identified and clearly distinguished according to their respective 

calcium and phosphate components (Kim et al. 2004).  Morel et al. investigated 

the possibility of employing LIBS to identify biological matter as a means of 

detecting and identifying micro-biological hazards (Moreal et al. 2003).  The 

major inorganic components of the bacteria were easily identified from the 

breakdown emission spectra, and were subsequently used as a fingerprint to 

rapidly identify individual strains with low false-positive result instances.       

1.1.11 LIBS Applied to the Analysis of Steel

LIBS has been employed extensively in the analysis of steel products.  Cabalin 

and co-workers investigated the effect of surface roughness when performing 

Nd:YAG (532 nm) LIBS of steel; at low laser fluences the superficial surface 

finish greatly influenced the LIBS analyses, but at higher laser fluences the effect 

of the surface roughness was reduced (Cabalin et al. 1999).  LIBS has been 

proven to be capable of analysing materials very quickly in comparison to other, 

established analysis techniques.  Boué-Bigne applied LIBS to the quantification 

of oxide inclusions in steel (Boué-Bigne 2007); LIBS was compared favourably 

to automated scanning electron microscopy with energy dispersive x-ray analysis

(SEM/EDX), being able to detect sub-µm diameter inclusions with a much faster 

scan speed.

1.1.12 Remote LIBS Measurements

LIBS may be implemented to achieve remote samples analysis; De Lucia and his 

co-workers at the U.S. Army Research Laboratory are conducting preliminary 
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investigations into the potential for using LIBS as a tool for the detection and 

discrimination of explosives (De Lucia et al. 2007).  Stand-off LIBS 

measurements of the nitrogen and oxygen components of the explosives are 

complicated by the contribution to the LIBS signal by atmospheric gases, but 

initial studies using a double-pulse laser configuration show promise.  Salle et al. 

have evaluated the suitability of LIBS to perform remote analyses of rock and 

metals in a simulated Martian atmosphere (Salle et al. 2004) at distances of 3 –

12 metres, with limits of detection for Cr, Mg and Si comparable to those 

obtained from more conventional set-ups.  Palanco et al. describe the design, 

construction and testing of a remote LIBS instrument capable of performing 

stand-off analyses at distances up to 100 metres (Palanco et al. 2006).  Palanco et 

al. found that signal intensity drops off rapidly with increased range, the ambient 

atmosphere has no influence on the LIBS signal in the range studied, and that 

careful consideration must be given to laser focussing in order to minimise 

interference from pre-ablation breakdown in the air.  

1.1.13 LIBS Material Depth Profiling

A prominent advantage of LIBS as an analytical technique is its ability to not 

only perform surface analyses of materials, but also to conduct depth-resolved 

material profiling as well.  A small amount of material, typically of the order of 

micrograms (Nogar and Estler 1990), is ablated from the sample by each laser 

pulse, equating to an average ablation depth of 20 – 30 nm per laser pulse 

(Garcia et al. 2001).  By repeatedly pulsing the laser at the same spot on the 

target surface it is possible to drill through the sample, in this way compositional 

changes in the bulk structure of a given sample may be determined by 
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successively monitoring the resultant plasmas.  The use of LIBS as a depth 

profiling tool has been employed as a diagnostic technique for thin film 

elemental composition (Caneve et al. 2005a), to measure the thickness of 

protective coatings applied to archaeological artefacts (Pouli et al. 2005), to 

investigate the properties of paper coatings (Hakkanen et al. 2005) and to 

examine the doping of phosphorous in photonic-grade silicon (Milan et al. 1998).

Nano- and femto-second depth resolved LIBS has been conducted to determine 

the thickness of protective coatings on historical artefacts (Puli et al. 2005), 

yielding well resolved depth profiles and providing a reliable method of 

analysing various organic coatings on metallic archaeological items.  Depth 

resolved LIBS has also been applied to the analysis of the archaeological 

artefacts themselves (Lopez et al. 2005) with complementary SEM/EDX analyses 

correlating well with LIBS depth profiles of Al, Si, Fe and Ca.  LIBS was able to 

discern trace amounts of Mg and Ti which were below the detection threshold of 

the SEM/EDX.  A comparative study of LIBS and Laser-Ionisation Time of 

Flight Mass Spectrometry (LI-ToF-MS) showed the advantages of LIBS in terms 

of negligible sample preparation and speed of analysis when performing depth 

characterisation of Zn coatings on steel (Garcia et al. 2001).  

LIBS has been applied to online depth characterisation of Zn coated steel; the 

achieved thickness resolution is estimated to about 400 nm for coating 

thicknesses of electrolytic galvanized sheet steel in the range of 3.2 to11.2 µm 

(Balzer et al. 2005).  Calibrated quantitative depth profile analysis of Zn coated 

steel has been performed; quantitative depth profiles of three elements: Al, Fe 
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and Zn were obtained for two galvannealed samples. The iron profiles are found 

to be in broad agreement with those obtained by transmission electron 

microscopy energy dispersive X-ray spectrometry (St.-Onge and Sabsabi 2000).

LIBS has been applied to depth-resolved characterisation of paper, with 

variations in Ca emission used to determine variations in pigment and filler depth 

on a microscopic scale (Hakkanen et al. 2001).  Laser induced breakdown 

spectroscopy (LIBS) was used for the analysis of Ca during a depth profile in 

Patagonian soil, using a CO2 laser for environmental contamination monitoring 

(Bustamante 2002).  LIBS has been applied to determine depth resolved 

quantitative characterisation of sulphur and chloride concentrations (Wilsch et al. 

2005) in concrete structures.  Application of LIBS to rapid at-line analysis of 

coating thickness and uniformity on tablets has been conducted.  The results 

indicate that a change in coating application of less than 2 wt.% on a 100 mg 

tablet can be easily detected (Mowery et al. 2002).   Depth-resolved zinc analysis 

in human skin by laser induced-breakdown spectroscopy as been performed (Sun 

et al. 2000). The results indicate that LIBS is a useful tool for accurate trace 

elemental analysis in human skin.

1.1.14 Portable LIBS Apparatus

Much work has been conducted regarding the development of portable LIBS 

systems (Milan et al. 1998, Bogue 2005, Palanco et al. 2003) for general in-the-

field analysis, and specifically for archaeological (Melessanaki et al. 2005) and 

geochemical environmental analysis (Harmon et al. 2006).   These instruments 

are portable in so far as they are transportable by a vehicle to the site of interest, 
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they are not compact and lightweight enough to carry; rather they are mobile 

laboratory devices.  

A briefcase-sized portable LIBS system has been developed (Pierce et al. 2004) 

and is currently being tested to detect environmental pollutants in the field.  The 

US Army Research Laboratory has reported development of a LIBS based 

system capable of detecting and classifying buried landmines (Harmon et al. 

2003); this is the only system to utilise a sensing ‘wand’ to probe the target in-

situ.  This device has undergone laboratory testing and in-the-field trials show 

some promise.

1.1.15 LIBS as a Plasma Diagnostic Technique

Aside from materials analysis, the LIBS technique may be used as a plasma 

diagnostic tool.  Spectroscopic analysis of laser-induced plasmas can lead to the 

determination of electron number densities from the Stark broadening of 

emission line profiles (Shaikh et al. 2006, El Sherbini et al. 2006); plasma 

temperatures may be determined from the 2 line ratio method (Shaikh et al. 

2006), Boltzmann plot method (Le Drogoff et al. 2001, Lee et al. 1997) and line-

to-continuum ratio method (Liu et al. 1999, Griem 1997).    Milàn and Laserna 

(Milan and Laserna 2001) performed diagnostics of silicon plasmas produced by 

532 nm Nd:YAG nanosecond pulses, in air at atmospheric pressure.  Plasma 

temperatures determined using the Boltzmann plot method tended to remain 

constant with increasing delay, in the range of 6000 - 9000 K.  This behaviour, 

contrary to their expectations, was ascribed to difficulties in finding silicon lines 

fulfilling the requirements of the Boltzmann plot method.  Electron densities of 
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the order 1018 cm-3 were determined from the Stark broadening of the Si (I) 

250.65 nm line.  Liu et al. (Liu et al. 1999) performed spectroscopic analyses of 

silicon plasmas induced by nanosecond Nd:YAG 266 nm pulses, in air at 

atmospheric pressure.  Plasma temperatures were determined from the line-to-

continuum ratio method in the range 20000 – 70000 K during the early phase 

(<300 ns) of plasma expansion.  Electron densities in the range of 1018 -1019 cm-3 

were determined from the Stark broadening of the Si (I) 288.16 nm line.  

The electron densities and temperatures reported by Milàn and Laserna and Liu 

et al.  for silicon plasmas are comparable to those calculated for other solid 

analytes in air at atmospheric pressure.  Shaikh et al. report electron temperatures 

in Nd:YAG (532 nm) ns pulse induced zinc plasmas of approximately 9000 K 

determined by the 2-line method, and electron densities of the order 1016 cm-3

(Shaikh et al. 2006).  Le Drogoff et al. report electron densities of the order 1016

– 1018 cm-3, and electron temperatures in the range 5500 -11000 K in Nd:YAG 

(1064 nm) nanosecond pulse laser induced aluminium plasmas (Le Drogoff et al. 

2001).   Harilal et al. performed electron density and temperature measurements 

in Nd:YAG (1064 nm) laser induced plasmas at an ambient pressure of ~10-4

mbar; electron densities of the order 1017 cm-3 and temperatures in the range 

17000 – 40000 K were determined (Harilal et al. 1997).  Radziemski et al. 

conducted LIBS of geological samples in a simulated Martian atmosphere, and 

reported that the appearance and characteristics of the induced plasma plumes 

were strongly pressure dependent (Radziemski et al. 2005). Harilal et al. applied 

2 ns gated ICCD photography to characterise the morphology of laser-induced 

aluminium plumes through a range of ambient pressures from ~10-6 to 100 mbar, 
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confirming the general agreement of plume front expansion with various models 

(Harilal et al. 2003).  

1.2 Mass Spectrometry
Mass spectrometry (MS) is a versatile materials analysis method, providing 

unequalled detection limits and sensitivity (de Hofmann and Stroobant 2003).  

Mass spectrometric analysis operates on a very simple principle; charged ions 

produced from the analyte are separated according to their mass to charge ratios, 

m/z.  Mass discrimination may be performed either by exploiting the different 

trajectories of ions in electric or magnetic fields, or by the variation in time of 

flight (ToF) for ions of different m/z (Farmer 1963).  The electrostatic 

quadrupolar mass analyser, as employed in this work, is described fully in 

Chapter 6.  MS may be employed to directly analyse ionic species generated in 

plasmas, flames, spark discharges etc., but may equally well be applied to the 

analysis of electrically neutral substances provided that an ion source is used to 

produce gas-phase ions from the analyte beforehand.  Ionisation may take place 

due to a variety of mechanisms; electron ionisation, chemical ionisation, matrix-

assisted laser desorption/ionisation (MALDI), electrospray ionisation etc (de 

Hoffmann and Stroobant 2003, Elliott 1963).  The electron ionisation source, as 

employed in this work, is described in Chapter 6.

The birth of Mass Spectrometry (MS) may be traced back to J.J. Thomson’s first 

pioneering investigations into the properties of cathode rays in the late 19th

century.  In 1897 Thomson discovered the electron and subsequently determined 

its mass to charge ratio (Budzikiewicz and Grigsby 2006).  In 1912 Thomson 

constructed the first magnetic mass spectrometer, then dubbed a parabola 
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spectrograph, and employed this to obtain mass spectra of O2, N2, CO and CO2

(Thomson 1913).  Since these early days a range of instruments has been 

developed, and is still being developed, and the mass spectrometer has become 

an invaluable analytical tool.

MS is employed in many diverse disciplines such as materials analysis (Garcia et 

al. 2001), monitoring of environmental pollutants (Steen et al. 1997), the 

pharmaceuticals industry (Rubakhin et al. 2005), forensic science (Wood et al.

2006), and radiocarbon dating of archaeological artefacts (Ingalls et al. 2004), to 

name but a few.  There are many variants of the MS technique, and to cover all 

would be beyond the scope of this literature review; rather, we shall focus on MS 

variants that utilise lasers for sampling purposes and as ionisation sources, and 

MS performed with the quadrupole mass analyser.

The potential for using lasers in conjunction with MS was first noticed in 1963, 

when Honig et al. and Linlor independently demonstrated that charged and 

neutral particles may be sputtered from solids by absorption of pulsed ruby laser 

radiation (Lazare et al. 1996).  Since then, developments in both laser and MS 

technology have seen laser ablation-based MS flourish into one of the most 

widely used analytical techniques in the world.  Common laser-based MS 

variants include Laser Ablation Mass Spectrometry (LAMS), Laser Ionisation 

Mass Spectrometry (LIMS), Laser Ablation Inductively Coupled Plasma Mass 

Spectrometry (LA-ICP-MS) and Matrix Assisted Laser Desorption/Ionisation 

Mass Spectrometry (MALDI MS) (de Hoffmann and Stroobant 2003).  
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In the LAMS variant, neutral species sputtered from samples are subject to a 

secondary post-ionisation technique, such as electron impact ionisation, and 

subsequently mass analysed.  When performing LIMS the laser is used to both 

volatilise the analyte into the gas phase, and ionise this sampled material prior to 

mass analysis.  The most commonly encountered form of LAMS is LA-ICP-MS.  

LA-ICP-MS may be considered as a simple three-stage process (Alexander et al. 

1998): electrically neutral particulates are formed by laser ablation of the sample 

in argon gas at atmospheric pressure; the analyte particulates are transported to 

an ICP torch by a stream of argon gas; the sample particulates are atomised and 

ionised in the ICP torch and subsequently mass-analysed, generally by a 

quadrupole mass analyser.

1.2.1 Laser Ablation Inductively-Coupled Mass Spectrometry 

A review article by Becker (Becker 2002) highlights some of the most attractive 

features of LA-ICP-MS and several of the avenues of research in which it is 

currently employed.  Becker states that LA-ICP-MS is the most frequently used 

variant of MS for fast, sensitive multi-elemental determination of trace and ultra-

trace concentrations, employed in water pollution monitoring, geological, 

biological and medical applications, as well as the characterisation of high-purity 

materials.  LA-ICP-MS requires little or no sample preparation and features a 

low contamination risk.  Bi et al. profiled patterned metal layers on silicon and 

polymer substrates using LA-ICP-MS (Bi et al. 2000), obtaining a lateral spatial 

resolution of 45 microns, and greater sensitivity as compared to analysis by laser-

ablation optical emission spectroscopy.  
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Bugoi et al. have applied LA-ICP-MS to the analysis of Transylvanian obsidian 

artefacts, concluding that it is a rapid, sensitive method for complete chemical 

determination, with detection limits in the ppb to ppm range (Bugoi et al 2004).  

Alexander and his co-workers at the Pacific Northwest Laboratory employed 

LA-ICP-MS for the analysis of nuclear waste materials, comparing the results 

obtained from Nd:YAG ablation at wavelengths of 266, 355, 532 and 1064 nm 

(Alexander et al. 1998).  UV laser ablation was found to provide greater 

precision and accuracy, showing less signal dependence on matrix effects and 

minimal fractionation.  Kylander et al. performed quadrupole LA-ICP-MS of

peat and lichens, determining the relative concentrations of lead isotopes as a 

measure of environmental contamination (Kylander et al. 2007).

1.2.2 Laser Ionisation Mass Spectrometry

Numerous LIMS studies been carried out directly analysing positive ionic 

species emanating from laser-induced plasmas.  Kimura et al. (Kimura et al. 

2001) performed Nd:YAG ablation of silicon carbide targets at 266, 355, 532 and 

1064 nm (Kimura et al. 2001).  ToF mass analysis of the plume constituents 

revealed that silicon carbide clusters were observed when using 355, 532 and 

1064 nm laser ablation/ionisation, but not when the 266 nm wavelength was 

employed as the SixC+
y clusters were photo-electrically excited above their 

dissociation limit at this wavelength.  Wang et al. probed borocarbide targets 

using an XeF (351 nm) excimer laser and performed analysis of the ionic species 

generated using ToF MS (Wang et al. 2003).  Spatially resolved studies of the 

plasma plumes revealed that heavier ions were found closer to the centre of the 

plumes and lighter ions towards the edges, on an axis normal to the target 
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sample.  Dimov and Chryssoulis attempted to optimise and standardise a ToF 

LIMS instrument to perform reproducible quantitative analysis of mineral 

surfaces, and found that matrix effects were dramatically reduced if a secondary 

laser pulse is used to post-ionise neutral species ablated by a primary pulse 

(Dimov and Chryssoulis 1998).

1.2.3 Matrix Assisted Laser Desorption/Ionisation

Matrix Assisted Laser Desorption/Ionisation (MALDI) was developed in the 

latter part of the 80s (Griesser et al. 2004), and requires the analyte to be potted 

in an acid/solvent matrix prior to analysis.  The matrix has strong absorbance at 

the laser wavelength, typically nitrogen lasers (337 nm) are used (de Hoffmann 

and Stroobant 2003).  When the matrix is ablated by the laser, it expands into the 

gas phase carrying the analyte molecules with it; the matrix absorbs most of the 

incident laser energy and so protects the sample from fragmentation.  The matrix 

is then thought to transfer part of its charge to the analyte creating positively 

charged sample ions that may then be mass analysed; the desorption and 

ionisation mechanisms of MALDI are not fully understood on a molecular level 

(Griesser et al. 2004).  

MALDI allows for the desorption and ionisation of molecular masses in excess 

of 100 000 amu without fragmentation (de Hoffmann and Stroobant 2003).  

Angelatti et al. have applied MALDI MS to the detection of fraudulently 

produced buffalo mozzarella cheese (Angelatti et al. 1998).  The detection of 

bovine milk used to dilute the water buffalo milk during cheese manufacture was 

performed by employing MALDI MS to hunt for certain tell-tale milk protein 
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signatures.  MALDI MS is widely employed in pharmaceutical research and 

development.  Escoubas et al. have developed MALDI MS as a technique to 

investigate animal venoms and toxins in the search for new analgesic drugs 

(Escoubas et al. 2008).  Reyzer et al. validated MALDI MS as a technique to 

directly analyse and image an anti-tumour drug in intact tissue, concluding that 

the MALDI MS response was proportional to the concentration of drug in the 

tissue (Reyzer et al 2003).

1.2.4 Quadrupole Mass Spectrometry

The quadrupolar mass analyser was first described by Paul and Steinwedel in 

1953 (de Hoffmann and Stroobant 2003), and recent developments associated 

with this design offer the potential for this small, relatively inexpensive 

instrument to be used as a flexible analytical tool.  Quadrupole based MS has 

been performed in many varying disciplines.  Quadrupole mass analysers have 

been used in medical applications such as respiratory and blood gas analysis, 

drug detection and analysis and the discrimination of bacteria (Lawson 1976).  

Quadrupole MS has been exploited to quantify the concentration of 

pharmaceutical contaminants in waste water (Tosjek et al. 2007), for the 

measurements of anaesthetic agents in respiratory gases at a veterinary clinic 

(Turner et al. 2007), to determine residual pesticide contamination levels in food 

(Soler et al. 2005), and for real-time monitoring of air contaminants during a 

chemical fire (Karellas et al. 2003).

Quadrupole mass analysers coupled with electron impact ionisation sources are 

found in Residual Gas Analysers (RGA) which are commonly employed as 
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vacuum process monitoring and leak detection apparatus (O’Hanlon 2003, Todd 

1976).  Bennett and his co-workers at the Rutherford Appleton Laboratories used 

a calibrated RGA to accurately measure the outgassing of hydrogen, methane, 

water, CO and CO2 from carefully prepared 316L stainless steel, concluding that 

only hydrogen is outgassed from the steel surface (Bennett et al. 2004).

Neutral species generated from laser ablation of polymers have been investigated 

(Lazare et al. 1996) using quadrupole mass spectrometry.  UV excimer laser 

ablation (ArF 193 nm, KrF 248 nm) of polymers was performed in high vacuum 

conditions, and the sputtered neutral species subsequently ionised by a 100 eV 

electron ionisation source and subject to quadrupole mass analysis.  The 

sensitivity of this method proved to be high, permitting 100 ng of sample to be 

probed.  Ion energetics of ZnTe laser ablation plumes were measured using both 

ToF and quadrupole MS; the two techniques yielding comparable results (Kelly 

et al. 1998).  

Several groups have applied a quadrupole mass filter to LIMS with varying 

degrees of success.  Kuzuya et al. (Kuzuya et al. 1998) employed a quadrupole 

mass filter to monitor the ion signals produced from laser ablation of metals, 

metal alloys and ceramics, obtaining reproducible spectra with less than 1% 

standard deviation in ion signal.  Torrisi and co-workers characterised laser-

induced silicon plasmas using a commercially available instrument, the Hiden 

Analytical EQP 300 which combines quadrupolar mass analysis of neutral and 

ionic species with electrostatic deflection to determine ion energetics (Hiden 

Analytical 2007).  The Hiden EQP may analyse ionic species directly from the 
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laser-induced plasmas, and is equipped with an electron impact ionisation source 

for the ionisation and subsequent analysis of neutral species sputtered from the 

silicon target.  The post ionisation of the neutrals does not corrupt their energy 

distribution, as the energy of the electrons emitted from the source is set just 

above the first ionisation potential of silicon, 8.15 eV (Torrisi et al. 2008).  Laser 

ablation of silicon was performed at an ambient pressure of ~10-6 mbar using the 

second harmonic of a Nd:YAG; electron densities of 1.47 × 1017 cm-3 and plasma 

temperatures of the order 105 K were reported (Torrisi et al. 2008).

1.2.5 Portable Mass Spectrometers

There is a recognised need for capable in-situ mass spectrometers which are 

reliable, portable and compact.  Mass spectrometry is an excellent candidate for a 

field analytical technique owing to its speed of sample acquisition and analysis, 

potential to analyse solids, liquids and gases, its high sensitivity and ability to 

continuously monitor analytes in real time.  So called “field portable” miniature 

mass spectrometers may be employed to identify unknown substances on site; 

thereby minimising sample preparation and transportation requirements, thus 

reducing analysis time and cost.    Of particular interest is the capability of such a 

system to provide fast, accurate determination of unknown substances in 

situations where a rapid response to a potential environmental/biological hazard 

is required.

Much work has been conducted investigating the suitability of various mass 

spectrometer systems for field analytical chemistry whilst attempting to retain the 

performance of laboratory based instruments (Sparkman 2001, Diaz et al. 2004, 
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Sillon and Baptist 2002, Makas et al. 2004, Blain et al. 2004, Boumsellek and 

Ferran 2001).  Mass analysers of all types have been miniaturised with varying 

degrees of success, and an inevitable compromise of performance (Diaz et al. 

2004, Sillon and Baptist 2002, Makas et al. 2004, Blain et al. 2004, Boumsellek 

and Ferran 2001).  The major obstacle to miniaturisation of an integrated mass 

spectrometry system lies not in reducing the size of the mass spectrometer itself; 

rather it is the reducing in bulk of the necessary ancillary devices such as the 

associated vacuum system and power supplies.   

Numerous reviews of the difficulties associated with mass spectrometer 

miniaturisation have been conducted.  Badman and Crooks state (Badman and 

Crooks 2000), 

“Currently, the limiting factor for cost, power, size and mass of the miniature 

spectrometer is the availability of appropriate pumping systems”.

C.M. Henry sums up the general consensus of those attending a symposium 

devoted to miniature mass spectrometers in 2002 (Henry 2002), 

“One after another, the speakers reiterated that, until the ancillary parts of the 

system are also reduced in size, it won’t do much good to continue to shrink the

mass analyser”.

Short et al. have successfully designed and constructed two portable mass 

spectrometry systems capable of real-time adaptive in-water analyses (Short et 
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al. 2001).  The two systems, one utilising a quadrupole mass filter and one a 

quadrupole ion trap filter, incorporate a membrane inlet system and have been 

tested to a depth of 30 metres.  Both systems were tested off the coast of Florida 

and were found to provide accurate ppb and sub-ppb detection of natural and 

anthropogenic substances, and battery life sufficient for 12 days operation.  Work 

is underway to strengthen the apparatus in order to function at greater depths, 

with a view to creating a worldwide network of marine monitoring devices.

1.3 Simultaneous LIBS and MS Analyses
A small amount of literature has been published concerning research combining 

results from simultaneous LIBS and MS analysis. Song et al. constructed a 

system capable of performing simultaneous LIBS and ToF-MS analysis of Gd 

plate at an ambient pressure of ~ 10-6 Torr (Song et al. 2004).  The high vacuum 

conditions were necessary for successful ToF-MS analysis, but this low ambient 

pressure was found to be detrimental to the LIBS analyses.  The increased rate of 

free plasma expansion under vacuum led to a reduction in plasma emission 

intensity, which in turn reduced the potential sensitivity of the LIBS analysis.  

An increase in the laser power density led to an increase in the LIBS sensitivity 

to the detriment of the MS signal.

Garcia et al. performed a comparative analysis of zinc coated steel using LIBS 

and laser-ionisation ToF-MS (Garcia et al. 2001).  Laser ablation was conducted 

at an ambient pressure of ~ 2 × 10-6 mbar using the fundamental harmonic of a 

Nd:YAG laser, giving an average ablation rate of approximately 20 – 30 nm per 

pulse.  The LI-ToF-MS was found to provide greater sensitivity, with the 
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continuum background emission dominating the LIBS signal.  Due to the use of a 

non-gated CCD detector, with a minimum integration time of 17 ms, the LIBS 

background could not be reduced by gated spectrum capture.  A comparison of 

the LIBS spectra captured at atmospheric pressure and a pressure of ~ 2 × 10-6

indicated an improvement of the instrumental resolution, with the FWHM of the 

Zn (I) 334.5 nm decreasing from 1.1 nm at atmosphere to 0.2 nm under vacuum.

Pettke and co-workers compared the limits of detection for LA-ICP-MS and OES 

of ArF Excimer ablation of NIST standard glass (Pettke et al. 2000).  LA-ICP-

MS was found to provide lower limits of detection and more representative 

analysis than LA-OES, but it was noted that OES has the advantage of 

simultaneously monitoring emission from all elements in the sample, whereas 

quadrupole based MS is subject to data skew when performing a mass scan of 

over ten elements or more.  

The preceding literature review is by no means exhaustive, but aims to promote 

the wide spread of disciplines throughout which LIBS and MS variants are 

employed, highlighting the versatility of the two techniques.
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2 Plasmas: an Overview of Plasma Properties and 
Optical Plasma Analysis Techniques

2.1 Introduction
To perform LIBS or mass spectrometric plasma diagnostics a sufficient 

knowledge of basic plasma parameters, models and analysis is required.  This 

chapter aims to describe such basic plasma properties and analysis in sufficient 

detail that later chapters may be understood.  The concepts of charge neutrality, 

the ion sphere, collective effects and the Debye sphere, as applied to all plasmas 

in general, are introduced.  Various plasma regimes shall be described, 

characterised in terms of their electron density Ne and temperature Te, with a 

focus on the concept of Local Thermal Equilibrium (LTE) conditions existing 

within plasmas.  Optical emission from plasmas is described in terms of 

continuum and line emission, and Optical Emission Spectroscopy (OES) 

techniques of determining plasma temperature and density are explained.

2.2 The Plasma
Plasmas are often described as a fourth state of matter (Salzmann 1998).  Plasma 

is a term encompassing many plasma regimes, characterised according to the 

plasma temperature and particle density.  Plasma behaviour is highly complex 

and difficult to describe, with different models applied to analyse plasmas of 

differing temperature and density; the properties of any given plasma dictate the 

method of modelling and analysis.  Figure 2-1 illustrates the broad range of 

density and temperature values which plasmas may exhibit, where plasma 

electron density Ne is plotted against absolute temperature T.  It can be seen that 

plasma electron densities may extend from the order of 100 cm-3 as encountered 
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in the solar wind and the earth plasma sheet, up to 1023 cm-3 in some laser 

generated plasmas.  Plasma temperatures may span the range 10-2 to 105 eV (~102

to ~109 K).  
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A plasma consists of atoms, molecules, ions and electrons and may be treated 

statistically as a whole as being electrically neutral.    The electrons may be 

separated into bound electrons, electrons that occupy negative-energy quantum 

states bound to a single ion, and free electrons, positive energy electrons moving 

freely in the plasma (Salzmann 1998).  The total ionic charge equals the number 

of free electrons.  Considering a homogeneous plasma containing positive ions of 

atomic number Z, the average charge of the nuclei is therefore Z and the ion 

density may be denoted by ni.  The ions will in general be of different ionisation 

or charge states depending on how many electrons have been stripped from them.  

The charge state of a given ion is denoted by ζ and is equal to the number of 

electrons missing from the atom.  The number density of ions having a given 

charge state ζ is denoted Nζ, giving (Salzmann 1998):

   



Z

inN
0

 (2.1)

The summation in Equation 2.1 includes, in principle, all of the possible 

ionisation states from neutral (ζ = 0) up to fully ionised (ζ = Z).  Ions with a 

given ionisation state ζ contribute ζ electrons to the population of free electrons 

in the plasma.  The plasma electron density is given (Salzmann 1998):
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e NN
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this is equivalent to the requirement of charge neutrality within the plasma.  The 

relationship in the above equation is only valid over the whole population of the 

plasma.  The electron density may not be homogeneous throughout the plasma 
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(Salzmann 1998).  The average ionisation state of positive ions within the plasma 

is denoted as Z and is defined by (Salzmann 1998):

i

e
Z

Z

n
N

N

N
Z 








0

0

 

 
(2.3)

or:

ie nZN  (2.4)

The ionisation state distribution and Z depend on both the plasma temperature 

and density (Salzmann 1998).

2.2.1 The Ion Sphere

In a plasma of ion density ni the average volume available for each ion is Vi=1/ni.  

The ion sphere is a sphere with this volume Vi and radius Ri (Salzmann 1998).
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Ri is called the ion sphere radius,
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and referred to as the Wigner-Seitz radius (Salzmann 1998).  The Wigner-Seitz 

radius is defined as the radius of a sphere having the same volume as the volume 

per ion.  On average, each ion sphere contains one ion of average charge Z , and 

thus the requirement of charge neutrality dictates that it must also contain Z free 
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electrons.  This statement is only true as an average, and in real plasmas there 

may be significant local fluctuation around this average. 

2.2.2 The Debye Sphere

The long range of electrostatic forces between charged particles means that each 

charged particle may interact with an appreciable number of other particles at 

any time; the motion of the charged particles is thus correlated and termed 

collective.  Plasmas are distinguished from hot gases by the dominance of 

collective effects (Thorne 1974).  The Debye shielding distance (also known as 

the Debye length), ρD, measures the distance to which the electric field of an 

electron or ion extends before it is effectively shielded or screened by oppositely 

charged particles (Thorne 1974).  Interactions between individual charged 

particles dominate over distances < ρD, whereas collective effects dominate at 

distances > ρD (Thorne 1974).  The criterion for plasma existence i.e. the 

dominance of collective effects) requires that ρD must be appreciably smaller 

than the dimensions of the plasma. The Debye shielding distance is given:
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inserting numerical values in Equation 2.7 one can approximate:
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where T is in K, Ne is in m-3, ρD is in m, ε0 is the permittivity of free space, e is 

the electron charge and k is Boltzmann’s constant (Thorne 1974).  The Debye 
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radius decreases as the ion density rises (Salzmann 1998).  Considering a typical 

laser-induced plasma of  T ~ 7000 K and Ne ~ 2 × 1024 m-1 then Equation 2.8 

yields ρD as approximately 2.96 × 10-9 m, which is considerably smaller than the 

dimensions of such a plasma, generally of the order of millimetres.

The Debye sphere is a sphere of radius ρD where ρD is the Debye length, or the 

Debye shielding distance.  The number of ions ηi inside the Debye sphere is 

given by (Salzmann 1998):
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2.3 Plasma Models
Plasmas are generally separated into two main classifications, Local Thermal 

Equilibrium (LTE) plasmas and Coronal Equilibrium (CE) plasmas (Thorne 

1974).  LTE plasmas are characterised by a single temperature, and generally 

have electron densities greater than ~1015 cm-3.  Coronal Equilibrium plasmas 

(Griem 1964, Thorne 1974), named after the corona of the sun, are characterised 

by high temperatures (typically of the order 106 K), but low electron densities (of 

the order ~ 108 cm-3).  

The Collisional Radiative Steady State (CRSS) model is a third, less commonly 

encountered, plasma model describing plasmas that fall between the LTE and CE 

regimes (Salzmann 1998).  Traditionally it is assumed that the plasmas induced 

by pulsed laser radiation generally fall into the regime of LTE (Thorne 1974, 
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Griem 1997, Cremers and Radziemski 2006); as such CE and CRSS plasmas will 

not be encountered during this work and so will not be described here.

2.3.1 Local Thermal Equilibrium Plasmas

LIBS plasmas are traditionally modelled as being in Local Thermal Equilibrium

(LTE), wherein the plasma may be treated as having a single temperature, i.e. the 

free electrons, ions and neutral species comprising the plasma are at the same 

temperature.  For the plasma to exhibit LTE, atomic and ionic states must be 

populated and de-populated predominantly by collisional rather than radiative 

processes (Le Drogoff et al. 2001); this requirement dictates that the electron 

density is sufficiently rich to maintain a high collision rate.  The corresponding 

necessary condition for LTE is that:

Ne  (cm-3) ≥ 1.6 × 1012 T1/2 ΔE3 (2.10)

where ΔE (in eV) is the energy difference between the upper and lower states, T

(in eV) is the temperature (Russo et al. 1999, Milan and Laserna 2001, Shaikh et 

al. 2006).  Ne is the lower limit for the electron number density to collisionally 

maintain the energy level populations of LTE while competing with radiative 

processes.  If LTE exists, then the distribution of electron speeds and populations 

of energy levels or ion stages are dependent on temperature alone.  The 

Maxwellian velocity distribution function fM is given by (Cremers and 

Radziemski 2006):



Plasmas

39








 








kT
mv

kT
mfM 2

exp
2

22/3


(2.11)

where m is the electron mass and v the electron speed.  Boltzmann’s formula for 

the ratio of populations of two energy levels E1 and E2 is given by (Thorne 

1974):  
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where g is the statistical weight of that level.  The statistical weight of a state is 

equal to its degeneracy, which is the number of distinct sub-states having the 

same energy (Thorne 1974).  Sometimes it is required to express the population 

of a given state Nj in terms of the total number density N of a particular species.  

If N0 represents the population of the ground state, N1 the population of the first 

excited level etc. then:

         210 NNNN

   














 






 

kT
Eg

kT
Egg

g
N 2

2
1

10
0

0 expexp

    )(exp
0

0

00

0 TQ
g
N

kT
E

g
g
N

j

j
j 







 
 





(2.13)

where Q(T) is the partition function, and is defined by (Thorne 1974):
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The partition function is usually taken as the ground state statistical weight 

(Cremers and Radziemski 2006).  From Equation 2.13 we can see that N0 = 

g0N/Q(T).  The population of the level j is given by (Thorne 1974):
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It is well known that the assumption of LTE within typical LIBS plasmas is 

tenuous, with spectroscopic analyses yielding different electron and ion 

temperatures for a given plasma (Milan and Laserna 2001, Le Drogoff et al. 

2001).  As the electron densities in such plasmas may satisfy the condition in 

Equation 2.10 the LTE model is still applied, but with caution.  It should be 

noted that the criterion outlined in Equation 2.10 is a necessary, but not entirely 

sufficient, requirement for the assumption of LTE within a given plasma.  

The main obstacle to LTE conditions existing within LIBS plasmas is their 

transient nature, with lifetimes in the nanosecond to microsecond range.  

Typically it will take approximately 1 µs for full LTE conditions to stabilise in a 

static plasma at T ~ 10 000 K and Ne ~ 1016 cm3 (Thorne 1974); however, the 

expanding nature of laser-induced plasmas dictates that LTE conditions may 

never hold in the lifetime of the plasma.  

2.4 Optical Plasma Emission
Analysis of the optical emission from plasmas is perhaps the most important 

diagnostic tool for characterising their properties, and has the benefit of remote 

measurement without perturbing the plasma during the process.  The emitted 
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spectrum yields important information regarding the neutral and ionic species 

within the plasma, as well as instantaneous information concerning the plasma 

density, temperature and degree of fractional ionisation.  

Plasma emission spectra may be considered as two parts: line emission and 

continuum emission.  Spectral line emission occurs when a bound electron in an 

excited state relaxes to a lower energy state, emitting a photon of a specific 

wavelength in the process.  The continuum emission is due to free-free

transitions (also called ‘brehmstrahlung’ radiation) and free-bound transitions 

(also called recombination radiation).   Figure 2-2 shows typical transitions in an 

atom or ion; Eg refers to the ground state of the atom or ion, E1 and E2 to two 

excited states, and Eionisation to the ionisation potential of the atom.  If E is given 

in Joules, the transition frequency ν = ΔE/h, the wave number σ=ν/c and the 

wavelength λ=1/σ where ΔE  is the energy difference between two states, c is the 

speed of light in vacuum and h is Planck’s constant (Cremers and Radziemski 

2006). 

The bound-bound transition refers to a bound electron in an excited state relaxing 

to a lower energy level.  The photon emitted during such a transition has a 

frequency ν = (E1 –E0)/h where E1 and E0 are the energies of the upper and lower 

states respectively and h is Planck’s constant (Lee et al. 1997).  The free-bound 

radiation is emitted during the recombination of a free electron into an ionic or 

atomic energy level, where the electron gives up its excess kinetic energy in the 

form of a photon.  



Plasmas

42

Eionisation

E2

E1

Eg =0

B
ou

nd
-

bo
un

d

Fr
ee

-
bo

un
d

Fr
ee

-
fr

ee

Eionisation

E2

E1

Eg =0

B
ou

nd
-

bo
un

d

Fr
ee

-
bo

un
d

Fr
ee

-
fr

ee

Figure 2-2 Typical transitions in an atom or ion giving rise to optical emission

In the free-free brehmstrahlung process photons are emitted by electrons which 

are accelerated or decelerated by the influence of surrounding ions.  

2.4.1 Emission Line Profiles

The ideal monochromatic emission line does not exist; any atomic or molecular 

transition is associated with a finite spread of energy and hence of frequency 

(Thorne 1974); this is known as natural line broadening.  Physical processes 

occurring within the plasma perturb the emitting species and also lead to a 

broadening of the emission lines.  Line broadening due to the Stark effect and 

Doppler broadening (Section 2.8.1) is frequently encountered in LIBS plasmas, 

as is resonance broadening (Section 2.8.2).  Pure Doppler broadening will lead to 

a Gaussian line profile (Cremers and Radziemski, 2006) as described by:
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where Γ is the peak Full Width at Half Maximum height (FWHM), given by:
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where M is the atomic mass of the emitting species and σ0 the central wave 

number of the transition.  Natural line broadening and Stark broadening lead to a 

Lorentzian line profile:
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The convolution of the Gaussian and Lorentzian line profiles leads to a Voigt 

profile (Cremers and Radziemski 2006, Thorne 1974, Bulajic et al. 2002); either 

the Gaussian or Lorentzian contribution may dominate depending upon the 

primary line broadening mechanism.

2.4.2 Plasma Opacity and Emission Line Self Absorption

Plasmas are described as being optically thin, so the radiation is emitted from the 

plasma without significant absorption or scattering (Cremers and Radziemski 

2006).  
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Figure 2-3 Origin of self-absorption of emission lines (Redrawn from Cremers and 

Radziemski 2006)

If a plasma is optically thick then self-absorption, and in extreme cases reversal, 

of emission lines can occur; this self absorption leads to a lower perceived 

emission line intensity which will corrupt spectroscopic plasma diagnostics.  

Figure 2-3 illustrates the origin of emission line self absorption.  The outer layer 

of the plasma is comprised of cooler species than those radiating in the core. The 

cooler species absorb the radiation emitted from the core of the plasma, leading 

to an observed drop in line intensity.  Self absorption is generally encountered in 

emission lines where the lower energy level of the transition is the ground state, 

or close to the ground state (Liu et al. 1999).  As transitions are element specific, 

emitting photons of a specific wavelength, a given species has the highest 

probability of reabsorbing a photon from the same species (Cremers and 

Radziemski 2006).  
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An emission line that is not self absorbed will best fit a Lorentzian curve profile, 

whereas a self absorbed line will display a Gaussian profile (Liu et al. 1999, 

Bulajic et al. 2002); the profile of a spectral line may thus be employed as a 

diagnostic tool to determine the opacity of a plasma.  

2.5 Optical Emission Spectroscopy
Optical Emission Spectroscopy (OES) is a spectroscopic technique exploiting the 

optical emission from a plasma.  Generally a spectrograph or monochromator is 

used to disperse the optical emission, which is then subsequently captured using 

a CCD array, or a photo-multiplier tube etc., and analysed.  The dispersed 

emission spectrum can yield information regarding the elemental composition of 

the plasma, the fractional ionisation of the plasma, electron and ionic species 

temperatures and electron density.  Gated capture of the spectra allows temporal 

resolution of the plasma.  

The main advantage of OES plasma analysis is that the measurements are 

performed remotely; the plasma is not disturbed during the measurement process.  

The major disadvantage of OES plasma analysis is that the technique relies on 

the assumption of LTE conditions within the plasma, which is seldom the case 

where LIBS is concerned.

2.6 OES Measurements of Electron Temperature
If a plasma is assumed to be in LTE, then it is described by a single temperature, 

the electron, or electron excitation, temperature Te.  The three most commonly 
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employed OES techniques for determining Te are the 2-line-ratio method, the 

Boltzmann plot and the line-to-continuum ratio method.

2.6.1 The 2-Line-Ratio Method

The radiant spectral intensity of a line is related to Nj the population of a given 

state j by (Cremers and Radziemski 2006): 
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
4

jANh
I  (2.19)

where I is in units if W/sr, ν is the line frequency and A is the transition 

probability.  Recalling Equation 2.15, giving the population Nj of a level j, 

Equation 2.19 may be rewritten:
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The ratio of the intensities of two lines is thus:
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In Equation 2.21 the subscripts 1 and 2 refer to two spectral lines of the same 

element and ionisation state.  The spectroscopic constants I, λ, g, A and E, 

represent the line intensity, wavelength, statistical weight, transition probability 
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and energy of the excited state, respectively.  Therefore if the intensities of two 

lines are accurately known, as are the values of g, A and E, then one may 

calculate T.  Since the difference between E1 and E2 may be small the accuracy 

of this method is limited.  To overcome this problem one can resort to the 

determination of relative intensities of lines from the same element but of 

successive ionisation states (Amoruso et al. 1999), which by definition will have 

a greater energy difference.  The line intensities used in Equation 2.21 may be 

either the peak heights or integrated areas of the peaks so long as either one or 

the other is adhered to consistently throughout.

2.6.2 The Boltzmann Plot

Relative intensities of emission lines are not always easy to measure precisely, 

and the accuracy of the two-line-ratio method may be poor if the lines chosen 

have the same or similar upper energy levels.  A more accurate method of 

temperature determination uses the Boltzmann plot (Sneddon et al. Eds 1997), 

which is a graphical method of analysing several emission lines simultaneously.  

Equation 2.20 describing the intensity of a given emission line may be 

rearranged:
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taking logarithms we obtain:
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which is the equation of a straight line with a gradient -1/kT.  If one plots a graph 

of ln(Iλ/gA) versus E for several simultaneously measured emission lines, the 

plasma temperature can be determined (Sneddon et al. Eds 1997, Cremers and 

Radziemski 2006).

Figure 2-4 Example of a Boltzmann Plot derived from LIBS of iron ore (redrawn from 

Cremers and Radziemski 2006)

Figure 2-4 is an example Boltzmann plot of several Fe (I) lines used in electron 

temperature determination of a LIBS plasma from basalt; from the slope of the 

line of best fit T ~ 7500 K (Cremers and Radziemski 2006).  
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2.6.3 The Line-to-Continuum Ratio Method

The ratio of the integrated peak intensity of an emission line to the continuum 

emission level may be used to determine the plasma electron excitation 

temperature.  To employ the line-to-continuum ratio method a Lorentzian curve 

is fitted to the captured emission spectrum. 

An example of a Lorenztian curve fitted to the 288.16 nm Si (I) emission line is 

shown in Figure 2-5; the captured spectrum is plotted in grey, the fitted Lorentz 

curve in black.  The Lorentzian curve fit enables the continuum background level 

and the integrated line area to be calculated. 

Figure 2-5 Example of a Lorentzian curve fitted to the Si (I) 288.16 nm emission line
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The Lorentz curve is expressed by Equation 2.24:

220 )(4
2

wxx
wAyy
c 




(2.24)

where y0 is the baseline offset, which represents the plasma continuum level.  A

represents the integrated peak emission (the shaded area bounded by the dotted 

line y0 and the Lorentz fit), xc is the centre wavelength of the peak, and w the 

peak full width at half maximum height (FWHM).  

Using the parameters resulting from the Lorentz fit to the emission line the 

electron temperature Te may be calculated using Equation 2.25 (Liu et al., 1999). 
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In Equation 2.25 εc is the continuum emission coefficient and is equal to y0

obtained from the Lorentz fit; εl is the integrated emission coefficient over the 

line spectral profile, and is given by the integrated area of the fitted Lorentz 

curve, A. λc and λl are the continuum wavelength and line wavelength 

respectively;  from the Lorentz curve fit: λc = λl = xc.  Cr = 2.005 x 10-5 (s K), A21

is the transition probability, Ei is the ionisation potential, E2 is the upper state 

energy level, and g2 the upper state statistical weight.  ΔEi is the lowering of the 
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ionisation potential of atoms in the presence of a field of ions and is small 

enough to be deemed insignificant (Liu et al 1999).  Qi is the partition function 

for a singly ionised silicon ion, and G is the free-free Gaunt factor, which is 

assumed to be unity (Liu et al. 1999).  ξ is the free-bound continuum correction 

factor, and was calculated for Si vapour by Liu et al. as 1.4 (Liu et al. 1999).  

Considering the 288.16 nm Si (I) line as an example, the parameters used for 

plasma temperature determination by the line-to-continuum method are 

summarised in Table 2-1.

Table 2-1 Parameters used for plasma temperature determination using the Si (I) 288.16 

nm emission line-to-continuum method (Liu et al. 1999, CRC Press 1987)

λ (nm) A21 (108 s-1) g2 E2 (eV) Ei (eV) Qi (eV) ξ G Cr (sK)

Si (I) 288.16 1.9 3 5.028 8.151 6.159 1.4 1 2.005 x 10-5

There is no simple analytical solution to Equation 2.25 so it is solved for Te by a 

process of successive iteration (Appendix 10.4).

2.7 OES Measurements of Ionic Species Temperature
If a plasma is considered to be in LTE, the ionisation equilibrium temperature, 

often known simply as the ion or ionic species temperature, may be determined 

through the use of the Saha-Eggert formula (Le Drogoff et al 2001, Keszler and 

Nemes 2003).  This formula is usually applied to singly ionised ions to neutral 

species equilibrium but may be applied equally well to any two successive 

ionisation states z and z + 1 provided all relevant spectroscopic constants are 

known.  In general, if an appreciable number of ions have reached an ionisation 

state z + 1 then there will be a negligible number of state z – 1 present and it is 
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therefore sufficient to only consider two successive ionisation states at once 

(Thorne 1974).

2.7.1 The Saha-Eggert Equation

Equation 2.26 is the Saha-Eggert equation relating plasma ionisation equilibrium 

temperature to the ratio of population of two successive ionisation states z and z

+ 1, and may be written for a neutral atom and singly ionised ion of the same 

element as (Le Drogoff et al. 2001, Keszler and Nemes 2004):
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The suffixes ion and atom in Equation 2.26 refer to the spectral lines of an ion 

and atom respectively, but the equation may be employed between any two 

successive ionisation states of the same element if the required spectroscopic 

constants are known.  V+ represents the ionisation potential of the lower 

ionisation stage; all other symbols have their usual meaning.  There is a small 

correction to the final term, -ΔV+ which is a correction to the ionisation potential 

V+ of the lower ionisation stage due to plasma interactions (Harilal et al. 1997).  

ΔV+ is usually considered to be negligible for z = 1, but for higher ionisation 

states should be taken into account, and may be determined from (Keszler and 

Nemes 2004, Harilal et al. 1997):

D

zeV
 0

2

4
  (2.27)



Plasmas

53

where z is the ionisation charge state, e the electron charge, ε0 the permittivity of 

free space and ρD the Debye shielding distance as defined in Equation 2.7.   

The spectroscopic constants for example silicon (I) and (II) emission lines 

suitable for use with the Saha-Eggert equation are given in Table 2-2; the need 

for simultaneous detection of the two lines requires a spectral capture window 

with a wide wavelength range.

Table 2-2 Spectroscopic constants of Si emission lines suitable for use in ionic temperature 

determination by the Saha-Eggert equation (Milan and Laserna 2001)

Ionisation

State

Wavelength 

[λ (nm)]

Transition 

probability      

[A] (×108 s-1)

Upper state 

statistical 

weights [gk]

Upper state 

energy level 

[Ek (cm-1)]

Ionisation 

potential 

[V (eV)]

Si (I) 390.552 0.118 3 40992 8.152

Si (II) 413.089 1.42 8 103556 16.346

2.8 OES Measurement of Electron Density and Emission Line 

Broadening Mechanisms
The emission lines from plasmas may be broadened from their theoretical widths 

due to processes occurring within the plasma.  The major cause of line 

broadening for neutral and singly ionised emitting species in LIBS plasmas is the 

Stark effect (Thorne 1974, Shaikh et al. 2006, Liu et al. 1999, Milan and Laserna 

2001).  The magnitude of the Stark line broadening can be used to determine the 

plasma electron density.  The contribution of other major types of line 

broadening; Doppler broadening, natural broadening and resonance broadening; 

may be neglected in LIBS plasmas where relatively low temperatures and high 

densities are observed (Milan and Laserna 2001).
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2.8.1 Stark Line Broadening

The Stark effect causes a broadening of emission lines which is proportional to 

the electron density of the plasma; the higher the electron density, the greater the 

Stark broadening; accurate measurement of this broadening enables 

determination of plasma electron density.  The Stark effect also produces a shift 

of the emission line central wavelength, which can also be exploited to calculate 

the plasma electron density (Amoruso et al. 1999, Griem 1997); this is of limited 

use for LIBS plasma diagnostics as the resolution of typical LIBS spectrometers 

is generally too coarse to measure the small shift accurately.  

The broadening and shift of emission lines due to the Stark effect arises from the 

perturbation of emitting species by nearby charged particles (Griem 1964).  In 

the presence of an external electric field, energy levels for a given transition are 

split into separate degenerate sub-levels, identified by the quantum number mJ

(the z component of the total angular momentum J), which causes a 

corresponding broadening and wavelength shift in the emission line of that 

transition (Thorne 1974, Cremers and Radziemski 2006, Shaikh et al. 2006, 

Amoruso et al 1999).  The electric field that produces the Stark effect in LIBS 

plasmas arises primarily from collisions with electrons, with a small contribution 

from ion collisions (Cremers and Radziemski 2006, Thorne 1974).  Doppler 

broadening effects tend to dominate in the case of highly ionised species due to 

their small Stark shift, so the inference of electron density from Stark broadening 

is only suited to lines from neutral or singly ionised emitters (Amoruso et 

al.1999).
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The Stark broadening, Δλ1/2, of emission lines is related to the electron density of 

the plasma by Equation 2.28 (Milan and Laserna 2001):

 































 

16
3/1

4/1

16162/1 10
2.11

10
5.3

10
2 e

D
ee NwNNANw (2.28)

The coefficients w and A, both independent of density and weak functions of 

temperature, are the electron impact width parameter and the ion broadening 

parameter, respectively.  These values are interpolated for the appropriate 

temperatures from the tables of Griem (Griem 1964).  Δλ1/2 is the FWHM of the 

emitted line in nm.  ND is the number of particles in the Debye sphere, given by 

Equation 2.29 (Liu et al. 1999):
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Due to the small ionic contribution to line broadening Equation (2.28) may be 

reduced to (Milan and Laserna 2001, Shaikh 2006):
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2 eNw (2.30)

To justify this simplification, taking typical values from laser ablation of silicon, 

Te ~ 10 000 K and Ne ~2 × 1018 cm-1, yields w = 9 × 10-4 nm and A = 0.0036 nm 

(Griem 1964).  Using these values the total line broadening is calculated from 

Equation 2.29 as 0.3684 nm; the ionic contribution to this broadening is 

0.0084nm, which is only 2.2 % of the total.  
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Before performing any line width based measurements the observed line shape 

must be corrected by subtracting the broadening contribution from the 

instrumental width (Shaikh et al. 2006, Charfia and Harith 2002):

Δλtrue = Δλobserved – Δλinstrument (2.31)

The instrumental broadening contribution may be determined by spectroscopic 

analysis of a narrow line width emitter such as a hollow cathode lamp (see 

Appendix 10.2).

2.8.2 Doppler Line Broadening

Doppler line broadening arises from the apparent shift of wavelength of a signal 

moving relative to the observer (Thorne 1974).  In typical LIBS plasmas there is 

a large spread of particle velocities, leading to a spread of emitted wavelengths 

and giving rise to the broadened line shape.  The Doppler component of the line 

width depends only on absolute temperature and the atomic mass of the emitter.  

The Doppler effect will cause a broadening in line width for Si (I) 288.16 nm of 

less than 0.0123 nm, even if the plasma is assumed to be ~ 100 000 K (Liu et al. 

1999).  This value is estimated from:

w1/2 = 7.19 × 10-10 λ (T/M)1/2 (2.32)

where M is the atomic mass number, T is the plasma temperature in Kelvin and λ

is the line wavelength in nm (Liu et al. 1999, Cremers and Radziemski 2006).  
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Equation 2.32 is obtained from Equation 2.14 and converting to wavelength units 

for FWHM (Cremers and Radziemski 2006).  

2.8.3 Natural Line Broadening

Natural line widths are related to energy level widths by  tE~ , where ΔE is 

the width of the level and Δt its lifetime (Thorne 1974).  For a transition between 

two levels with natural lifetimes of approximately 10 ns, the natural spectral line 

width is about √2 times the level width, or 7 × 10-4 cm-1 (Cremers and 

Radziemski 2006).  At 500 nm the line width in the example amounts to 0.002 

nm, which is not observable at the spectrometer resolutions typically used in 

LIBS (Cremers and Radziemski 2006).

2.8.4 Resonance Line Broadening

Resonance interactions only occur between identical atoms, and lead to 

symmetrically broadened, un-shifted lines (Thorne 1974).  Resonance line 

broadening is negligible if the emission line in question is not connected to the 

ground state of the emitter (Liu et al. 1999, Thorne 1974).

The above discussion of the complex behaviour of plasmas reveals the 

difficulties inherent in plasma analysis.  Much of the work reported by the author 

goes someway to furthering an understanding of the mechanisms associated with 

the transient short-lived plasmas that lie at the heart of the LIBS process.
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3 Laser-Induced Breakdown Spectroscopy

3.1 Introduction
This chapter provides a summary of the Laser-Induced Breakdown Spectroscopy 

(LIBS) technique, presenting its advantages and limitations as a compositional 

analysis tool.  A brief overview of laser ablation and plasma plume evolution is 

followed by a discussion of practical considerations, matrix effects, quantitative

problems, and factors limiting the reproducibility of LIBS.

There are many advantages to LIBS over other established elemental analysis 

techniques; for instance the ability to perform stand-off measurements (Bogue 

2005, Whitehouse et al. 2001) and relatively little sample preparation is required 

(Tognoni et al. 2002, Amoruso et al. 1999); but there are several major

disadvantages too.  Some of the disadvantages of the LIBS technique are due to 

current hardware and software restrictions; others are due to the fundamental 

physical processes occurring during the generation of the plasma plumes, and the 

inadequacies of the inappropriate LTE-based analyses currently applied to these 

plasma plumes.

The goal of LIBS is to generate an optically thin plasma that is in LTE and is 

compositionally representative of the target sample. In fact, such a plasma is 

seldom generated by pulsed laser radiation; laser-induced plasmas are frequently 

optically thick (Cremers and Radziemski 2006), such transient plasmas do not 

entirely fulfil the requirements of LTE (Thorne 1974), and preferential ablation 

and matrix effects lead to the plume possessing a different composition to that of 

the sample (Tognoni et al. 2002).  Thus any optical emission collected from the 
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plasma is not necessarily representative of the species comprising the plasma, 

and the plasma is in turn not necessarily representative of the analyte 

composition.  

LIBS suffers from lack of sensitivity when compared to other materials 

quantitative analysis techniques, displaying lower limits of detection and 

generally poor accuracy when determining elemental ratios (Cremers and 

Radziemski 2006).  Free-free and free-bound electronic processes lead to the 

plasma continuum emission, which imposes a fundamental background limit 

upon the elemental emission line radiation; this non-specific spectral background 

radiation severely disrupts the effective sensitivity of the LIBS technique (Garcia 

et al. 2001).  The problems outlined above fundamentally limit the use of LIBS 

as a quantitative elemental analysis technique, and are the focus of much current 

work in the LIBS research community.

3.2 LIBS
The principle underlying LIBS is a simple one: the analyte composition may be

inferred by spectroscopic analysis of the optical emissions from a laser-induced 

plasma, generated by focussing high-power, pulsed laser radiation on the sample.  

LIBS materials analysis requires the following steps:

1.) Laser ablation of the sample and subsequent plasma generation

2.) Collection of the optical emissions from the laser-induced plasma

3.) Dispersion of the captured polychromatic plasma emission

4.) Detection of the dispersed emission spectra
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3.3 Laser Ablation
The work contained in this thesis is concerned only with post-breakdown 

phenomena; it is sufficient to recognise only that laser ablation does occur and is 

used as a tool to generate the transient plasmas of interest in this study.  Due to 

the complexity of the laser-material interactions occurring, and the short 

timescales involved in plasma formation and evolution, currently there does not 

exist a satisfactory model that entirely describes laser-induced plasma formation 

(Cremers and Radziemski 2006).  

The following description of laser ablation is merely an overview of the major 

processes occurring and does not seek to describe the complex interactions.  For 

a more in-depth discussion of laser ablation mechanisms the reader is directed to 

(Vadillo and Laserna 2004, Amoruso et al 1999, Cremers and Radziemski 2006, 

Ready 1971).

Figure 3-1 describes the main processes in laser-induced breakdown of a solid 

sample; it should be stressed that this is a highly simplified, macroscopic 

description.  Laser ablation is a complex process dependent on the properties of 

both the sample material and the laser used (Tognoni et al. 2002); the following 

discussion is valid for laser pulses in the nanosecond regime incident on a solid 

sample.  
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Figure 3-1 Laser ablation and laser-induced plasma formation.

Figure 3-1 (a) represents the laser pulse incident on the sample surface; the 

amount of energy absorbed depends on reflection losses (Vadillo and Laserna 

2004), the laser wavelength, and pulse duration (Shaikh et al. 2006).  The 

absorbed energy is converted into heat, causing analyte vaporisation as the local 

temperature exceeds boiling point of the sample material; the timescale of this 
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interaction is so small that it has been considered that the optical energy is 

converted into heat instantaneously at the point of absorption (Ready 1971).

Figure 3-1 (b) illustrates analyte vaporisation and ejection of particulate matter 

from the sample, which gives rise to a small volume of vapour immediately 

above the sample surface.  This vapour interacts with the tail end of the incoming 

laser pulse, scattering and absorbing laser radiation which leads to heating, 

ionisation and plasma formation.  The absorption of laser radiation by the plasma 

leads to plasma shielding wherein the laser energy may not reach the sample 

surface to initiate further material ablation (Liu et al. 1999, Milan and Laserna 

2001).

Figure 3-1 (c) shows breakdown occurring as the plasma expands causing further 

material to be removed from the sample surface, which feeds the reaction.  The 

plasma expands rapidly producing an audible shockwave (Amoruso et al. 1999).  

Visible radiation is emitted by the expanding plasma; the plasma is comprised of 

excited neutral and ionic species giving rise to emission line radiation, and free 

electrons that contribute to the plasma continuum emission.  Re-combination of 

ionic species with free electrons creates electrically neutral species, which in turn

may aggregate to form polyatomic clusters and larger particles (Vadillo and 

Laserna 2004). The power density required for laser-induced plasma formation

is typically 108 to 1011 Wcm-2 for solids at atmospheric pressure (Cremers and 

Radziemski 2006).
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Figure 3-1 (d) illustrates the plasma expanding and cooling.  The net intensity of 

the optical emission diminishes as the emitting species within the plasma relax 

and recombine.  Ablated particulate matter is re-deposited on the crater walls and 

around the crater surface.

3.3.1 Temporal Evolution of a Typical Laser-Induced Plasma
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Figure 3-2 The optical emission intensity of a typical laser-induced plasma with respect to 

time (redrawn from Lee et al. 1997)

The behaviour of laser-induced plasmas is very complex; the temperature, 

density, fractional ionisation and net emission signal intensity vary as the plasma 

expands (Vadillo and Laserna 2004).  Figure 3-2 depicts the variation in the 

broadband visible emission intensity of a typical ns-pulsed laser-induced plasma 

with respect to time.  The initiating laser pulse is represented on the figure; this is 

not drawn to the same intensity scale as the plasma emission.  The emission 

intensity is seen to rise rapidly during and immediately after the laser pulse 
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irradiates the target material, achieving a maximum at approximately 100 ns after 

plume formation.  The signal intensity in this early phase of the plasma is 

dominated by the continuum emission; as the plasma expands and cools, line 

emission becomes the dominant characteristic feature of the optical signal.  

Ionic species emissions are the predominant contribution to signal intensity in the 

early stages of plasma evolution; as the ionic species re-combine with free 

electrons the neutral atomic species emission intensity rises and the ionic species 

emissions diminish.  In the latter stages of plasma expansion there is a 

contribution to the signal intensity from molecular transitions due to the 

agglomeration of atoms.  These three emission regimes are marked on Figure 3-

2, where an overlap is evident; at certain times the three states may co-exist in 

the plasma, their ratio a function of temperature (Liu et al. 1999).  The timescales 

indicated in Figure 3-2 may alter depending on laser wavelength and pulse width, 

sample composition, ambient gas pressure and composition; but all laser-induced 

plasmas display a similar emission trend (Lee et al. 1997).

Figure 3-3 shows the temporal evolution of the optical emission from typical 

laser-induced silicon plasmas (Milan and Laserna 2001).  LIBS of semiconductor 

grade silicon wafers was performed in air at atmospheric pressure, induced by

the second harmonic of a ns pulsed Nd:YAG laser.  The plasma emission was 

imaged 1:1 onto the entrance slit of a 0.5 metre spectrograph, and the dispersed 

spectra captured with a gated system enabling temporal resolution of the plumes; 

the spectra shown in Figure 3-3 are not corrected for the instrument’s spectral 

response.  
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Figure 3-3 Temporally resolved LIBS emission spectra of silicon (Milan and Laserna 2001)

In the early phases of plume expansion (indicated as a delay of 0 ns) the emission 

spectrum is dominated by the characteristic continuum radiation profile, which 

arises from brehmstrahlung and recombination events in the electron-rich 

plumes.  Several neutral and ionic emission lines are resolvable above the 

continuum background; the Stark line-broadening due to the abundance of free 

electrons early in the plume development is evident in the line profiles.

At later stages of plasma evolution (400 – 1000 ns) the continuum background 

has diminished, and the Si (I) and (II) emission lines appear sharp and clearly 

resolvable; the peak intensity of the emission lines decreases as the plasma 

expands and cools.  The emission line profiles display narrower FWHM; this is 

due to a decreased Stark effect as electron-ion recombination events have 

reduced the electron density of the plasma.  At delay times of approximately 

1400 ns the emission line peak intensities have decreased to levels just resolvable 
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above the instrument background, with the ionic Si (II) emission line barely

evident.  The emission spectra for all elements share similar characteristics to 

those displayed by silicon in Figure 3-3, with the emission timescale expanded or 

contracted according to changes in the specific laser wavelength, energy, pulse 

duration, material ablation threshold etc.  The optical emission from typical LIBS 

plasmas may have a lifetime of 300 ns to 40µs (Tognoni et al. 2002).

3.4 Collection and Analysis of LIBS Optical Emissions
Prior to spectroscopic analysis, the polychromatic optical emissions from the 

laser-induced plasma must be collected.  By far the most commonly employed 

system of light collection uses one or more lenses to image the plasma onto the 

entrance slit of a spectrograph (Milan and Laserna 2001, Liu et al. 2006).  Lenses 

are readily available and inexpensive, offering a versatile system provided that

one is careful to choose lenses that transmit light in the wavelength ranges of 

interest.  

To achieve greater flexibility in sample positioning, many groups opt to collect 

plasma emissions via a fibre-optic cable (Keszler and Nemes 2004, Harmon et al. 

2006, Amador-Hernandez et al. 2001) or a combination of collimating lenses and 

fibre-optic means (Shaikh et al. 2006, Balzer et al. 2005).  The use of a fibre-

optic cable allows for rapid alteration of sampling geometry, but does introduce 

complexity to the collection optics system.  As is the case with lenses, one must 

ensure that the fibre-optic efficiently transmits light in the required wavelength 

range, and when using fibres one must be wary of compatibility with the ambient 

environment, and interface transmission losses (Cowpe and Pilkington 2008).  In 
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terms of limits of detection and signal-to-noise levels, there is very little 

difference in the performance of lens versus fibre-optic based systems (Tognoni 

et al. 2002).
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Figure 3-4 Circular to linear optical fibre bundle arrangement; only 7 fibre cores are 

illustrated for clarity

To maximise the flux collected from the plasma, thus increasing sensitivity, it is 

typical to employ a multimode bundle of optical fibres, thereby sampling a larger 

cross sectional area of the plume.  Such bundles may consist of tens of individual 

fibres, each of the order of microns in diameter (Cremers and Radziemski 2006).  

Fibre bundles have been developed specifically to couple with the narrow input 

slits of spectrographs, possessing different fibre geometry at either end as shown 

in Figure 3-4.  The collection head of the bundle has fibres arranged in a circular 

pattern to collect as much light as possible, whereas the end coupled to the 

spectrometer input has the bundles aligned in a strip, ensuring that all the 

collected light enters the spectrograph.  The major drawback of such an 
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arrangement, clearly apparent from Figure 3-4, is that spatial resolution of the 

plasma is corrupted.

3.5 Dispersal of Polychromatic Light
To glean useful analytical information from the plasma emissions, the collected 

polychromatic light must be dispersed into its component wavelengths, each 

wavelength being specific to a particular excited elemental transition.  

Polychromatic light may typically be dispersed by a prism or diffraction grating 

(Pedrotti and Pedrotti 1993), or by a combination of the two as in the Echelle 

configuration spectrometer (Cremers and Radziemski 2006). The most 

commonly encountered dispersing device in LIBS analyses is the Czerny-Turner 

type spectrograph, which is generally equipped with one or more reflection 

diffraction gratings (Tognoni et al 2002).

3.5.1 The Diffraction Grating

The diffraction grating disperses polychromatic light by exploiting the sensitivity 

of its diffraction pattern to the wavelength of the incident light (Pedrotti and 

Pedrotti 1993).  The reflection diffraction grating is most commonly employed in 

research applications (Pedrotti and Pedrotti 1993), and comprises a periodic array 

of non-reflecting grooves ruled in a polished, highly reflective surface; a high 

resolution grating will typically feature a groove density of several thousand 

grooves per mm (Cremers and Radziemski 2006).  
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Figure 3-5 Neighbouring reflection grating grooves illuminated by light incident at an angle 

θi with the grating normal (redrawn from Pedrotti and Pedrotti 1993)

A schematic representation of a reflection diffraction grating is given in Figure 3-

5, in which a represents the groove spacing, θi is the angle of incidence that the 

incoming light makes with the grating face, and θm is the angle of diffraction.  

The path difference Δ between two equivalent rays of light reflected from 

successive groove faces is given by (Pedrotti and Pedrotti 1993):

      mi aa  sinsin21  (3.1)

If m~ represents the order of diffraction, then a principal interference maximum 

occurs at Δ= m~ λ and the grating equation follows from Equation 3.1:

mi aam  sinsin~  (3.2)
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with m~ = 0, ± 1, ± 2, etc. (Pedrotti and Pedrotti 1993).  For m~ = 0, the so-called 

zeroth order, specular reflection at the angle of incidence occurs for all 

wavelengths.  For m~ ≠ 0 spectral lines are produced either side of the zeroth 

order.  For a fixed angle of incidence θi, the direction θm of diffraction depends 

on wavelength; therefore the grating acts as a dispersing element, separating

wavelengths of light.

The efficiency of a grating for a given wavelength and diffraction order is the 

ratio of the diffracted light intensity to that of the incident light.  The efficiency 

of a grating may be improved by controlling the geometry of the grooves, known 

as blazing the grating. The blazed grating features grooves shaped with a right-

angled triangle cross-section, making an angle θb, the blaze angle, to the grating 

body.
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Figure 3-6 Cross section of a blazed reflection diffraction grating (redrawn from Pedrotti 

and Pedrotti 1993)
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A blazed grating is illustrated in Figure 3-6, where N represents a normal to the 

grating body, N’ a normal to an individual groove face, a is the groove spacing, 

θi is the angle of light incidence relative to N, θb is the blaze angle of the grating, 

and θ is the angle of diffraction relative to N.   The effect of blazing a grating is 

that the principle maximum diffraction envelope of the zeroth order is shifted 

into a different order ≠ 0, and the efficiency of the grating is improved over a 

certain wavelength range dependent on the blaze angle.  For a blazed grating the 

grating equation becomes (Pedrotti and Pedrotti 1993):

)]2sin([sin~
ibam   (3.3)

3.5.2 The Czerny-Turner Spectrograph
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Figure 3-7 Schematic diagram of a Czerny-Turner type spectrograph

There are many types of spectrograph, each defined by a particular configuration 

of entrance and exit slits, diffraction gratings and mirrors, but they all share a 
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common principle of operation (Cremers and Radziemski 2006).  Polychromatic 

broadband radiation is dispersed into discrete wavelengths by a diffraction 

grating; the angle of the grating relative to the incident light determines the 

wavelength range that propagates through to the exit slit.  Figure 3-7 depicts the 

layout of a typical Czerny-Turner imaging spectrograph with the diffraction 

grating oriented such that light in the green wavelength range may propagate 

through the device.  

The optical emission from the plasma is imaged onto the entrance slit of the 

spectrograph, collimated by a curved mirror, and directed onto the diffraction 

grating; the diffraction grating is mounted such that it may rotate about its centre 

on an axis perpendicular to the page.  The incident light is reflected from the 

diffraction grating, dispersed according to wavelength, and focussed at the plane 

of the spectrograph exit slit forming a wavelength-dispersed series of images of 

the input slit signal.  The lateral position of each image depends on the angle 

through which the diffraction grating diffracts each given wavelength of light; 

thus the linear dispersion of the images correlates directly to wavelength.  

Narrowing the input slit of the spectrometer in turn narrows the slit image 

propagating through the device, thereby reducing overlap of the resultant 

dispersed images in the plane of the exit slit and hence improving wavelength 

resolution.  

A detector situated at the exit slit of the spectrograph records the relative 

intensity of each component wavelength, generating an emission spectrum of the 

broadband input source (Cremers and Radziemski 2006).  An array detector, 
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such as a Charge-Coupled Device (CCD) Intensified-Charge-Coupled Device 

(ICCD) or Photo-Diode Array (PDA) captures a range of wavelengths 

simultaneously; if the spectrograph is employed to simultaneously record the 

relative intensities of a range of wavelengths using such an array detector, it is 

referred to as a spectrometer.  

If one replaces the array detector with a single channel device such as a photo-

multiplier tube (PMT), then a very narrow spectral range is recorded at any given 

time and the spectrograph acts as a monochromator.  Using the spectrograph as a 

monochromator requires the diffraction grating to be swept through successive 

angles to derive an emission spectrum, presenting each wavelength in turn to the 

detector.  Several single channel detectors may be employed simultaneously to 

monitor specific emission lines of interest; this hybrid configuration of 

monochromator and spectrometer is known as a polychromator (Pedrotti and 

Pedrotti 1993).  

When performing spectroscopic measurements using a spectrometer the entrance 

slit is set to its minimum width, typically tens of microns, in order to achieve the 

highest possible wavelength resolution.  The array detector equipped 

spectrometer may be exploited to produce non-dispersed images (Milan and 

Laserna 2001).  By positioning the diffraction grating such that the zeroth order 

propagates through to the detector, maximising the input slit width, and ensuring 

that the plasma image is de-magnified sufficiently that it does not over-fill the 

entrance slit, the array detector may capture a ‘conventional’ photographic image

of the plasma.  Although this method of image capture is complicated, it provides 
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the benefits of employing the same imaging apparatus and optical collection set-

up for both dispersed and non-dispersed plasma image capture.

3.6 Detection of Emission
The most common OES photo-detector is the photomultiplier tube (PMT).  The 

PMT is a single channel detector consisting of a photocathode and a series of 

dynodes to provide light amplification; they are rugged, relatively inexpensive 

and provide response times of < 1 ns (Cremers and Radziemski 2006). Although 

offering only single channel detection, PMTs have been employed in LIBS.  Noll 

et al. (Noll et al. 2005) coupled a spectrometer to 12 PMTs to identify more than 

30 high alloy steel grades and prevent material mismatches on a production line.  

Boue-Bigne employed a spectrometer coupled with 41 PMTs when analysing 

oxide inclusions in steel, and found that the LIBS system compared favourably 

with SEM-EDX analysis (Boue-Bigne 2007).

The Charge-Coupled Device (CCD) is an array detector providing two or three-

dimensional spatial information about light intensity.  If the vertical columns of 

pixels are binned, that is their intensities integrated, then signal to noise ratio 

may be improved when capturing a wavelength range of a spectrum.  Generally 

the gating time of a CCD array is long compared to the lifetime of the typical 

laser-induced plasma (Garcia et al. 2001), so temporal resolution is poor.  

Despite the lack of temporal resolution, the relatively inexpensive CCD has 

found application in LIBS analyses.  Keszler and Nemes used a CCD equipped 

spectrometer to study time-averaged emission spectra of Nd:YAG induced 

carbon plasmas (Keszler and Nemes 2004). Garcia et al. performed LIBS 
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analyses of zinc using a CCD equipped imaging system, concluding that the long 

CCD integration time (17 ms) was detrimental to the LIBS signal (Garcia et al. 

2001).

To provide temporal resolution and two-dimensional spatial information an 

Intensified CCD (ICCD) must be used.  The ICCD couples a fast-gated 

photocathode with a CCD array to provide integration times as short as 

nanoseconds (Cremers and Radziemski 2006).  Milan and Laserna performed 

LIBS analysis of silicon using an ICCD and a gate width of 200 ns to provide 

accurate temporal resolution of the plasmas (Milan and Laserna 2001).  Harilal et 

al. used a 2 ns gate width on an ICCD equipped LIBS system to image laser-

induced aluminium plasmas and chart their evolution under various ambient 

pressures (Harilal et al. 2003).  

3.7 Practical Considerations
There exists no ‘default’ LIBS setup.  Various groups around the world use 

different lasers, sampling geometries, collection optics, spectrographs and 

detection systems, giving rise to enormous problems when reproducing results 

(Tognoni et al. 2002).  Ambient factors such as temperature, atmospheric 

composition and pressure, humidity and particulate matter in the air can also 

affect LIBS analyses (Cremers and Radziemski 2006).  The experimental 

parameters having perhaps the greatest impact on plasma formation and 

evolution are the laser wavelength and pulse duration, and the ambient gas 

pressure (Lee et al. 1997).
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3.7.1 Effects of Laser Properties on LIBS Analyses

The wavelength and pulse duration of the laser have a great impact on both the 

laser-material and laser-plasma interactions, and therefore on the formation and 

subsequent evolution of the plasma (Lee et al. 1997).   Shaikh et al. performed 

electron density and temperature measurements of Nd:YAG-induced zinc 

plasmas, operating the laser at 1064, 532 and 355 nm, using the same laser power 

density of 4 × 1010 Wcm-2 for each wavelength (Shaikh et al. 2005).  It was 

found that the plasma electron excitation temperature increases at longer laser 

wavelengths, which was ascribed to a more efficient laser-plasma interaction and 

energy transfer.  It was also observed that the plasma electron density decreases 

with longer wavelengths, owing to the increased amount of target material 

ablated at shorter wavelengths due to reduced plasma shielding.

Le Drogoff et al. report comparative analyses of laser-induced aluminium alloy 

plasmas, generated by a 8 ns-pulsed Nd:YAG versus a 100 fs-pulsed Ti:Sapphire 

laser (Le Drogoff et al. 2001).  Spatially averaged measurements of plasma 

electron density and temperature were performed.  It was found that the plasmas 

induced by 8 ns pulses were, in general, 1000 K hotter than those induced by the 

100 fs pulses, due to the greater amount of interaction of the ns pulse with the 

plasma.  The plasmas induced by 8 ns pulses displayed electron densities of 

approximately an order of magnitude greater than those induced by 100 fs pulses; 

this was explained by the lower temperature of the fs-induced plasmas promoting 

re-combination of free electrons and more rapid plasma thermalisation.
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3.7.2 Effects of Ambient Gas Pressure 

The ambient atmosphere plays an important role in dictating the morphology and 

evolution of laser-induced plasmas (Cremers and Radziemski 2006, Lee et al. 

1997).  The ambient gas confines the plasma and in some cases may react with it.  

The behaviour of plasma emission intensity dependence on ambient gas pressure 

and composition is too complex for a unique interpretation, although several 

independent studies have been conducted (Tognoni et al. 2002).  It is generally 

recognised that as the ambient pressure decreases so too does the plasma 

emission intensity and lifetime due to a lack of external ambient confinement 

(Cremers and Radziemski 2006, Lee et al. 1997, Radziemski et al. 2005) and that 

the signal to background ratio is improved due to a lack of continuum radiation at 

lower plasma densities (Garcia et al. 2001, Cowpe et al. 2007).    

3.8 Matrix Effects and Calibration
Relatively poor sensitivity and complex matrix effects have hindered the 

quantitative application of LIBS (Vrenegor et al. 2005).  The optical thickness of 

plasmas generated by laser ablation results in self-absorption of certain resonant 

emission lines, leading to non-linearity in the spectra produced (El Sherbini 

2005).  Self absorbed spectral lines will display measured intensities lower than 

those expected for a given elemental concentration; the observed spectra may 

therefore not accurately represent the actual composition of the analyte.  For 

environmental monitoring, forensic applications and process control etc. this 

inaccuracy is unacceptable.  Numerous calibration methods have been developed 

to counteract and correct for this effect (Lazic et al. 2001), and several iterative 

calibration-free studies have and are being conducted (Bulajic et al. 2002).  
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Construction of accurate calibration curves from standard samples (Salle et al. 

2005, Stavropoulos et al. 2004) requires a large number of reference, which in 

the case of complex, multi-elemental substances can be impractical and 

expensive.  It can prove to be extremely difficult, if not impossible, to 

confidently perform quantitative analysis of unknown samples if a suitable 

calibration has not been previously undertaken. Bulajic et al. (Bulajic et al. 2002) 

and Yaroschyk et al. (Yaroschyk et al. 2006) have shown that calibration-free 

methods require complex algorithms to accurately generate predicted spectra. 

Systematic errors in the LIBS hardware may also limit the accuracy with which 

elemental determinations may be performed.  Identification of emission lines in 

complicated spectra can be problematic, resulting in inaccurate spectral 

interpretation, which in turn can lead to errors in compositional analysis. 

The greatest barrier to accurate, quantitative LIBS materials analyses lies in the 

lack of understanding regarding the complex mechanisms governing plume 

formation and evolution.  With various the LIBS research groups across the 

globe utilising different experimental apparatus, ambient conditions, sample 

materials and sampling geometries, there is consequently a dearth of accurate, 

reproducible results on which to base accurate transient plasma models.  The 

following chapters present the author’s initial steps in providing the data required 

to produce such a model.
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4 Experimental: LIBS Silicon Plasma Diagnostics

4.1 Introduction
The thrust of this investigation was to ascertain the validity of models based on 

LTE when applied to short lived transient laser induced plasmas. During the 

course of this investigation a number of interesting results were obtained, many 

of which require further investigations. 

Laser-Induced Breakdown Spectroscopy of single crystal silicon was performed 

using a 5 nanosecond pulsed frequency doubled Nd:YAG (532 nm) laser.  The 

temporal evolution of the laser ablation plumes of silicon in air at atmospheric 

pressure and through a range of ambient pressures down to ~10-4 mbar is 

presented. Time resolved dispersed emission spectra are discussed in terms of 

emission line self absorption, relative intensities of neutral and ionic species 

emission lines, the integrated area and FWHM of the Si (I) 288.16 nm emission 

line, and the spectrum continuum level.

Plasma plumes were characterised in terms of electron excitation temperature Te, 

ionisation temperature Ti, and electron density Ne with respect to time at each 

pressure considered.  The Boltzmann plot and 2-line-ratio methods of plasma 

temperature determination were found to breakdown, giving clearly erroneous 

results; the possible causes of this are discussed.  Electron excitation 

temperatures were obtained from the line to continuum ratio of the Si (I) 288.16 

nm line, which yielded temperatures in the range 8000 – 22000 K.  Ionic species 

temperatures were determined from an iterative solution of the Saha-Eggert 

equation yielding temperatures in the range 13000 – 23000 K.  Electron number
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densities were determined from the Stark broadening of the Si (I) 288.16 nm 

emission line; number densities in the range of 2.9 × 1016 to 5.5 × 1019 cm-3 were 

observed.  

Electron excitation and plasma ionisation temperatures are compared and the 

validity of the LTE model, as applied to the plasmas under the conditions of this 

study, is discussed The assumption that LTE conditions exist within the plasmas 

is also discussed in terms of minimum electron number density requirements.

Non-dispersed gated images reveal information regarding the morphology of the 

laser-induced plasmas in each pressure regime, and the plume propagation front 

position is charted with respect to time.  Plume stagnation, splitting and free 

expansion were observed at different ambient pressures.  Spectroscopic notation 

is employed in this work, following the convention of labelling ionisation states 

with upper case Roman numerals; I refers to neutral atoms, II to singly ionised 

species, III to doubly ionised species etc.   Thus Si (I) 288.16 nm refers to a 

certain emission line arising from emission from excited neutral silicon atoms, Si 

(II) 413.09 nm refers to a spectral line arising from the emission from excited 

singly ionised silicon ions.

Work carried out under various ambient pressure, consistently produced results 

that indicated 3 pressure regimes in which the characteristic behaviour of the 

plasma expansion dynamics and spectroscopic measurements were markedly 

different. These results have been linked to the changes in the mean free path of 

the ambient gas with changing pressure.
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4.2 Experimental Set-up
The apparatus shown in Figure 4-1 was designed to allow LIBS material analysis 

and plasma plume characterisation through a range of pressure regimes, from 

atmospheric pressure down to a minimum ambient pressure, pa, <10-6 mbar.  The 

set-up includes a Nd:YAG laser (Continuum, Surelite), frequency doubled to 

produce an output at 532 nm, with a 5 ns pulse length and a peak energy of 200 

mJ.  For this investigation the laser was operated at its maximum repetition rate 

of 10 Hz.  Laser radiation was focussed onto the sample surface using a 150 mm 

focal length plano-convex glass lens, producing a spot size at the sample 

estimated as ~ 400 µm when using full laser power.  

Figure 4-1 Schematic diagram of the LIBS experimental set-up

Samples were placed perpendicular to the axis of laser beam propagation, 
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mounted on a rotating stage such that each LIBS analysis was performed on a 

new area of the sample. Ten ‘cleaning shots’ were performed before data 

collection, to remove any surface contamination present.   

A schematic diagram of the vacuum pump-set and measurement apparatus is 

presented in Figure 4-2.  The chamber is a stainless steel 6-way CF flanged cross 

piece, with an approximate volume of 1.5 litres.  A Varian 301 NavigaTorr 280 

ls-1 turbomolecular pump was used to evacuate the chamber to pressures <10-6

mbar, and was controlled via a Varian Turbo-V301 control unit.  

The turbomolecular pump was backed by a Varian DS302 dual stage rotary 

pump that was also used to reduce the chamber to rough pressures ~ 10-3 mbar 

prior to engaging the turbomolecular pump. A molecular sieve foreline trap was 

installed to reduce pump oil back-streaming and subsequent chamber 

contamination.  

Chamber pressures in the range from atmospheric to 1.33 × 10-3 mbar were 

measured using a Varian TC0531 thermocouple gauge operated using a Varian 

MultiGauge controller.  Chamber pressures below 10-3 mbar were measured 

using a Varian CC252 cold cathode gauge, again controlled by the MultiGauge 

controller.  The backing pressure of the turbomolecular pump was continuously 

monitored with a second TC0531 gauge mounted at the pump exhaust.
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Figure 4-2 Schematic diagram depicting the laser-ablation chamber vacuum apparatus

Pressure control within the chamber was facilitated by an MKS 0 – 200 sccm

Mass Flow Controller (MFC) controlled by an MKS 147B MultiGas controller, 

calibrated for nitrogen.  The MFC allowed a controlled volumetric flow of 

ambient gas into the chamber in order to achieve the desired set-point chamber 

pressure, and was operated with an inlet filter to reduce particulate 

contamination.  Using this set up, chamber pressure could be maintained at any 

value from atmospheric pressure down to ~ 10-6 mbar.  A high vacuum valve was 

situated above the inlet to the turbomolecular pump enabling the isolated turbo to 

remain at full speed operation whilst the chamber was vented to atmospheric 

pressure for sample changing.  The chamber was vented to atmospheric pressure 
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by means of a ball valve, the inlet of which was covered with a filter to reduce 

contamination.

Optical emission from the plasma plumes was collected at 90° to the direction of 

laser beam propagation, through a quartz window mounted in a CF carrier.   The 

plasma plumes were imaged using a plano-convex quartz lens (focal length 100 

mm, diameter 50 mm) onto the entrance slit of an Acton Research Spectra Pro 

500i 0.5 metre imaging triple grating (150, 600, 2400 grooves mm-1) 

spectrometer.  Table 4-1 lists the important properties of the three reflection 

diffraction gratings with which the spectrometer is equipped.  The spectral range 

of a given grating is here defined as the wavelength range over which the grating 

efficiency is at least 40 %, the capture window refers to the wavelength range 

which may be recorded during an individual capture using that particular grating, 

and the resolution in this case refers to the wavelength range covered by a single 

ICCD column using this particular imaging apparatus.

Table 4-1 Spectrometer diffraction grating properties

Groove Density 

(mm-1)

Spectral Range 

(nm)

Capture Window 

(nm)

Blaze Wavelength 

(nm)

Resolution  

(nm pixel-1)

2400 190 – 700 11 240 0.02

600 650 – 2000 44 1000 0.09

150 170 - 700 250 300 0.36

Dispersed images of the plasma were captured with the spectrometer input slit-

width set to 10 µm, its minimum value. Non-dispersed images were captured 

employing the maximum slit-width of 3 mm.  The spectrometer input slit was 

orientated to capture images along the entire length of the plume in the direction 
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of plume propagation; all measurements taken were thus spatially integrated 

along the length of the plume.    

The output of the spectrometer was coupled to a Princeton Instruments PI-MAX 

ICCD camera that utilised a proximity-focussed multi-channel plate intensifier 

connected via a fibre-optic coupling to the CCD array.  The 1024 × 256 pixel 

CCD array was thermoelectrically cooled to -20°C to minimise the dark charge 

current.  The laser power supply, camera and PC were connected to a Princeton 

Instruments ST-133A Programmable Timing Generator (denoted PTG in Figure 

4-1), allowing for temporal resolution of the plasma plumes.  A 1ns increment in 

both the gate capture delay and integration width was possible with a resolution 

of 40 ps.  Roper Scientific’s WinSpec/32 spectrum capture and manipulation 

software allowed for both capture of optical emission and the subsequent 

identification of any prominent spectral lines present.  

Standard semiconductor grade polished silicon [111] wafers were used 

throughout this study.  Electron temperature and number density measurements 

were performed with the 2400 grooves mm-1 grating, centred on the neutral 

Silicon (I) 288.16 nm emission line.  Ionic species measurements were 

performed using the 150 grooves mm-1 grating, simultaneously monitoring the 

neutral Si (I) 288.16 nm and the ionic Si (II) 413.09 nm emission lines.  Non-

dispersed images of the laser-induced plasmas were collected with the 2400 

grooves mm-1 grating positioned so as to allow the zeroth order to propagate to 

the ICCD.  
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4.3 Results
In the following sections all spectra were corrected for the spectral response of 

the instrument, and the ICCD dark charge subtracted.  Each data set is the 

software accumulation of ten individual spectra.  Lines drawn connecting data 

points on the Figures are not meant to represent interpolation between points, 

rather they are merely aids to the eye to display the general trend of the data on 

what would otherwise be very confusing plots.

4.3.1 Discussion of the Si (I) 288.16 nm Emission Line Profile

The profile and longevity of the Si (I) 288.16 nm emission line both differ as a 

function of ambient pressure.  In general, the FWHM of plasma emission lines 

decreases with decreasing ambient pressure, and the line intensity with respect to 

time drops more rapidly at lower pressures.  As an example, Figures 4-3 and 4-4 

show the temporal evolution of the Si (I) 288.16 nm emission line intensity at 

atmospheric pressure and at an ambient pressure of ~10-4 mbar, respectively.  

The gate delay was swept from 10 to 4010 ns after laser firing, in 200 ns 

increments.  The capture gate width fixed at 200 ns to avoid overlapping 

information, and the ICCD gain was set to 200.  When comparing Figures 4-3 

and 4-4 it is evident that the FWHM of the emission line is considerably 

narrower at pa ~10-4 mbar due to free plasma expansion and a subsequent lack of 

pressure broadening effects.  
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Figure 4-3 Temporal evolution of the Si (I) 288.16 nm emission line at atmospheric pressure
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Figure 4-4 Temporal evolution of the Si (I) 288.16 nm emission line at a pressure of 10-4

mbar

In Figures 4-3 and 4-4 the maximum line intensity recorded under vacuum is 

approximately 3 times greater than at atmospheric pressure; but is observed to 

diminish more rapidly.  The emission line and the plasma continuum radiation 

are clearly seen to decay more rapidly under vacuum.
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4.3.2 Si (I) 288.16 nm Self Absorption Considerations

The temporal evolution of the Si (I) 288.16 nm line was monitored using the 

2400 grooves mm-1 grating to provide the maximum system resolving power, and 

thus enabling the maximum possible accuracy in FWHM determination.  The 

vacuum pump and MFC configuration described in Section 4.2 enabled eight 

stable ambient pressures to be maintained during laser ablation of the silicon 

sample.  Pressures were maintained at atmospheric pressure, then at each decade 

from 1 × 102 down to 1 × 10-4 mbar. The emission spectra captured under each 

ambient pressure were analysed and compared.  

Gated spectra were captured with a swept delay to provide temporal resolution of 

the plasma emission.  The integration width was set to 50 ns for each acquisition; 

this value was chosen to provide fine temporal resolution. Using this short gate 

width, dictates that less flux will be collected from the plasma, leading to a 

decreased emission line signal above the background noise.  Using this 

integration width, the emission from the Si (I) 288.16 nm is longest lived at 

atmospheric pressure, clearly resolvable above the background level up to delay 

times of approximately 1400 ns.  

The Si (I) 288.16 nm spectral line emission was observed to decrease most 

rapidly at the lowest ambient pressure considered here,  pa = 1 × 10-4 mbar, and is 

barely resolvable above the instrument background at a delay time of 1400 ns; as 

such this value was chosen as the maximum delay to be considered in this study.  

The plasma emission was particularly intense in the first few nanoseconds of 
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plume formation; therefore to prevent damage to the LIBS imaging apparatus the 

earliest delay considered here was chosen as 10 ns after plume formation.  

To provide greater information regarding the early phases of plasma expansion, 

gated emission spectra were captured over 10 to 510 ns in 50 ns intervals.  In the 

latter stages of plume evolution, spectra were captured from 510 to 1410 ns in 

100 ns intervals.  The main hardware parameters chosen for this investigation are 

summarised in Table 4.2.

Table 4-2 Hardware parameter space chosen for LIBS plasma diagnostics of silicon

Parameter Setting

Pressure 1 × 103 to 1 × 10-4 mbar in 101 mbar increments

Gate delay 10 – 510 ns in 50 ns increments

510 – 1410 ns in 100 ns increments

Gate width 50 ns

ICCD gain 200

Accumulations 10

In order to analyse the raw spectroscopic data produced by the Roper Scientific

WinSpec software, a Lorentzian curve was fitted to each captured spectrum as 

detailed in Section 2.6.3. (Page 49). Using the software package OriginPro v.7.5, 

such a Lorentzian curve was fitted to each captured Si (I) 288.16 nm emission 

line, providing a calculated line area, peak intensity, FWHM and the baseline 

offset representing the continuum emission level of the plasma.  

The accuracy of the Lorentz curve fit is expressed by a coefficient of 

determination, R2, which may vary from 0 to 1; the higher this value the more 
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accurately the fit represents the captured data.    Where a given emission line 

exhibits negligible self-absorption, the Lorentz curve should fit the captured data 

more accurately (Liu et al. 1999) and as such the measured R2 value will be 

greater. 
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Figure 4-5 Temporal dependence of the Si (I) 288.16 nm line Lorentz fit R2 value

Figure 4-5 presents the R2 values obtained from a fit to each data-set captured in 

this study; the temporal change of the R2 value is plotted for each pressure.  It 

can be seen that for delay times > 200 ns the Lorentz curve fits the spectra very 

well at all pressures indicating negligible self-absorption; the poor fit at early 

delay times is due to the dominance of the continuum radiation in the early 

phases of plasma expansion.  As a general trend there is less self-absorption with 
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decreasing pressure, with the exception of the spectra captured at 1 × 100 mbar 

which display moderate self absorption until delay times of ~ 600 ns; this was 

seen to be a reproducible result.

1E-4 1E-3 0.01 0.1 1 10 100 1000

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

R
2

Pressure (mbar)

 60ns
 110 ns
 160 ns
 210 ns
 260 ns
 310 ns
 360 ns
 410 ns
 610 ns
 810 ns
 1010 ns
 1210 ns
 1410 ns

Figure 4-6 Pressure dependence on the Si (I) 288.16 nm line Lorentz fit R-squared value

Figure 4-6 illustrates more clearly the pressure dependence of the Lorentz fit R2

value and hence the inferred level of self absorption exhibited by the Si (I) 

288.16 nm emission line.  Again it is evident that the Lorentz fit to the spectra is 

poor at early delay times, and that there is clearly a marked drop in R2 and by 

inference a greater self absorption, at a pressure of 1 × 100 mbar.  As a general 

trend the coefficient of determination R2 increases as the ambient chamber 

pressure decreases, indicating less emission line self-absorption at lower 

pressures. 
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4.3.3 Peak Intensity of the Si (I) 288.16 nm Emission Line
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Figure 4-7 Temporal evolution of the Si (I) 288.16 nm peak intensity

Figure 4-7 presents the change in the measured 288.16 nm Si (I) emission line 

intensity with respect to time at each pressure considered.  The 150 grooves mm-1

diffraction grating was employed to simultaneously monitor the Si (I) 288.16 nm 

and Si (II) 413.09 nm lines in order to directly compare their magnitudes.  The 

2400 and 1200 grooves mm-1 diffraction gratings do not provide a sufficiently 

wide wavelength capture window to simultaneously monitor the above 

mentioned emission lines.  The coarser resolution of the 150 grooves mm-1

grating does not impose a limit in this instance as both the lines monitored are 

isolated, and as such well resolved within the resolution of the grating.  
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There is a general decrease of intensity with time at all pressures except 1 × 10-2, 

1 × 10-3 and 1 × 10-4 mbar, at which pressures the intensity reaches a maximum 

between delays of 400 – 600 ns then subsequently decays.  It should be noted 

that the intensity of the Si (I) 288.16 nm emission line is greater at pressures of 1 

× 102 mbar and 1 × 101 mbar than at atmospheric pressure.
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Figure 4-8 Pressure dependence of the Si (I) 288.26 nm peak intensity

Figure 4-8 illustrates the pressure dependence on the intensity of the Si (I) 288.16 

nm emission line; it can clearly be seen that the greatest emission line intensities 

are observed at a chamber pressure of 1 × 101 mbar.  

4.3.4 Intensity of the Si (II) 413.09 nm Emission Line

Figure 4-9 shows the intensity of the singly ionised Si (II) 413.09 nm emission 

line with respect to time at each pressure.  As in Section 4.3.3 the spectra were 

captured using the coarse 150 grooves mm-1 grating.  There is a general trend of 
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intensity decay with respect to time at most pressures, except 1 × 100 mbar and 1 

× 10-1 mbar at which pressures the line intensity displays first a rise and then 

subsequent fall of intensity.   
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Figure 4-9 Si (II) 413.09 nm peak intensity versus delay

The maximum emission line intensity is recorded at 1 × 100 mbar at a delay time 

~ 400 – 500 ns.  At lower pressures, pa ≤ 1 × 10-2 mbar, the Si (II) 413.09 nm 

emission line decays below the background noise level more rapidly due to a 

reduced amount of plasma confinement by the ambient atmosphere, and the 

resulting more rapid plasma expansion.  It should be noted that the peak 

intensities observed at 1 × 102 mbar and 1 × 101 mbar are greater than those 

recorded at atmospheric pressure.  
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Figure 4-10 Pressure dependence of the Si (II) 413.09 nm emission line peak intensity

Figure 4-10 illustrates the ambient pressure dependence on the Si (II) 413.09 nm 

emission line intensity.  A maximum is displayed for most delay times at a 

chamber pressure pa = 1 × 100 mbar which is in agreement with the results given 

in figure 4-9.

4.3.5 Integrated Area of the Si (I) 288.16 nm Emission Line

The integrated area of a given emission line displays complex temporal 

behaviour, being a function of both peak intensity and FWHM.   The integrated 

area of the Si (I) 288.16 nm emission line is used to calculate the electron 

excitation temperature of the laser-induced plasmas, by employing the line-to-

continuum ratio technique, Equation 2.25.
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Figure 4-11 Si (I) 288.16 nm line integrated area versus delay

Figure 4-11 indicates the existence of two distinct regimes in which the temporal 

behaviour of the integrated emission line area differs.  For pa ≥ 1 × 101 mbar the 

line areas are seen to increase to a maximum at delays of ~ 100 ns then decay 

over time.  When considering pa ≤ 1 × 100 mbar the line area is seen to be of 

much grater magnitude in the early phases of plasma expansion and then decay 

with increasing delay.  From analysing Figure 4-5 we recall that the Lorentz 

curve coefficient of determination R2 indicates a poor fit at delays earlier than 

approximately 100 ns; as such the peak areas measured at short gate delays 

should be treated with caution.
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Figure 4-12 Si (I) 288.16 nm emission line integrated area versus pressure

Figure 4-12 shows the Si (I) 288.16 nm emission line areas as a function of 

varying pressure.  It can be seen that the line areas display the greatest values at 

pa of 1 × 102 and 1 × 101 mbar, and there is very little difference in the line areas 

captured at chamber pressures of 1 mbar and below.   

4.3.6 Plasma Continuum Emission Level

The Lorentz curve fit for each captured Si (I) 288.16 nm emission line yields an 

offset value, y0 as described in Equation 2.24 (Page 50).  The plasma continuum 

radiation may be obtained by subtracting the ICCD dark charge, as determined in 

Appendix 10.3, from this y0 value.  The plasma continuum intensity with respect 

to time at each pressure is plotted in Figure 4-13.  The decay of the continuum 

emission level at every pressure considered here is found to best fit a second-

order exponential decay of the form: 
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Figure 4-13 Plasma continuum emission level versus delay

The coefficients of determination for the fits to the continuum emission are 

presented in Table 4-3, and it may be seen from the high R2 values that the 

second order exponential model describes the decay of the plasma continuum 

very accurately indeed.  From Figure 4-13, the plasma continuum emission is 

observed to be clearly resolvable above the dark charge of the ICCD for long 

delay times at every ambient pressure considered in this particular study.
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Table 4-3 Coefficients of determination R2 for plasma continuum emission intensity versus 

delay, derived from the data presented in Figure 4-13

Pressure (mbar) R2 Pressure (mbar) R2

1 × 103 0.99992 1 × 10-1 0.99943

1 × 102 0.99987 1 × 10-2 0.99989

1 × 101 0.99987 1 × 10-3 0.99962

1 × 100 0.99964 1 × 10-4 0.99975
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Figure 4-14 Plasma continuum emission level versus pressure

Figure 4-14 plots the change in continuum emission intensity as a function of 

ambient chamber pressure.  It is evident that the plasma continuum emission is 

most intense at pa of 1 × 102 and 1 × 101 mbar, at which pressures the plasma 

continuum emission levels are greater than those recorded at atmospheric 

pressure.  For delay times greater than 610 ns there is little difference in the 

plasma continuum level with respect to ambient pressure; the largest variation in 
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continuum emission with respect to pressure is predominant in the early stages of 

plume formation and evolution. 

4.3.7 FWHM of the Si (I) 288.16 nm Emission Line
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Figure 4-15 Si (I) 288.16 nm emission line FWHM versus delay

The FWHM of the Si (I) 288.16 nm emission line was determined from the 

Lorentzian fit to the peak, as described in Section 2.6.3 (Page 49).  Figure 4-15

shows the change in the FWHM of the Si (I) 288.16 nm emission line at each 

pressure.  The most striking feature of Figure 4-15 is the apparent difference in 

FWHM evolution according to two distinct ambient pressure regimes.  For pa ≥ 1 

× 101 mbar the FWHM drops steadily from an initial value in the range 0.8 – 2.5 

nm and follows a second order exponential, as given in Equation 4.1, to values in 

the range of 0.15 – 0.2 nm after 1410 ns.  For pa ≤ 1 × 100 mbar the FWHM 
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decreases rapidly following the same form of exponential relationship as given in 

Equation 4.1 to values in the range 0.015 – 0.02 nm after 1410 ns.  For delay 

times greater than approximately 200 ns the FWHM at pa ≥ 1 × 101 is generally 

an order of magnitude greater than that for pa ≤1 × 100 mbar.  The values of R2

for the exponential fit to the FWHM behaviour at each pressure are tabulated in 

Table 4-4, and indicate that the exponential model accurately describes the 

captured data.  It should be noted that for pressures greater than 101 mbar the 

accuracy of the fit falls to 93% as atmospheric pressure is approached.

Table 4-4 Coefficient of determination R2 for Si (I) 288.16 nm emission line FWHM versus 

delay (Figure 4-15)

Pressure (mbar) R2 Pressure (mbar) R2

1 × 103 0.93786 1 × 10-1 0.99998

1 × 102 0.93894 1 × 10-2 0.99875

1 × 101 0.96629 1 × 10-3 0.99734

1 × 100 0.99997 1 × 10-4 0.99996

The large values of FWHM observed for pa ≥ 1 × 101 at 10 ns after plume 

formation are due to the dominance of the continuum emission and the 

inaccuracy of the Lorentzian fit to spectra captured at these times.

Figure 4-16 illustrates the variation of the FWHM with respect to the ambient 

pressure for the Si (I) 288.16 nm emission line, demonstrating the step change in 

FWHM observed between 1 × 101 and 1 × 100 mbar. The boundary between the

two behaviour regimes is clearly evident.  
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Figure 4-16 Si (I) 288.16 nm emission line FWHM versus pressure

4.3.8 Breakdown of the Boltzmann Plot and 2-Line-Ratio 

Methods of Plasma Temperature Determination

Perhaps the simplest method of plasma temperature determination is to employ 

the 2-line-ratio method to calculate the electron temperature, Te, as described in 

Equation 2.21. (Page 46).  In order to successfully perform the 2-line-ratio 

method spectroscopic emission lines must first be chosen that:

1. have known spectroscopic constants: the statistical weight g of the upper 

level, the transition probability A, and E the energy difference between 

the two levels 

2. are clearly observable above the background level

3. are relatively long lived

4. are resolvable within the resolution of the imaging apparatus
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5. may be captured simultaneously in the spectral window for direct 

comparison.

Bearing in mind the constraints listed above, two neutral Si (I) emission lines at 

263.13 and 288.16 nm were chosen to perform the 2-line-ratio temperature 

determination method; their spectroscopic constants are given in Table 4-5.

Table 4-5 Spectroscopic constants of two silicon emission lines employed for the 2-line-ratio 

method of plasma temperature determination (CRC Press, 1988)

Wavelength (nm) g A (×108 s-1) E (cm-1)

263.13 3 0.97 53960

288.16 3 1.90 40991

In table 4-5 g represents the statistical weight of the upper energy level, A the 

transition probability and E the energy difference between the upper and lower 

energy levels.  The 150 grooves mm-1 grating was used to provide the required 

spectral coverage. The lack of resolution for this grating does not pose a problem 

as the line profile FWHM is not of interest here, only the peak intensity.  

Figure 4-17 displays the measured intensities of the chosen emission lines versus 

time, and the resulting temperatures as calculated from these intensities and 

Equation 2.21 (Page 46).  It can be seen that the temperatures calculated by this 

method are clearly erroneous, alleging an increase in plasma temperature over 

time, which is obviously not the case.  
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Figure 4-17 Laser-induced silicon plasma temperature as calculated by the 2-line-ratio 

method using the Si (I) 263.13 nm and Si (I) 288.16 nm emission lines

The reason for the breakdown of the 2-line-ratio method is the fact that there are 

so few suitable silicon emission lines, fulfilling the criteria outlined above, that it 

was necessary to use emission lines having only a small difference in their upper 

state energies.  Further errors in the two-line-ratio method are due to inaccuracies 

in the determination of the transition probabilities, A, as recorded in the literature 

(CRC Press 1987, Milan and Laserna 2001).

After the failure of the two-line-ratio method, the Boltzmann plot method of 

plasma temperature determination, Section 2.6.2 (Page 48), was subsequently 

applied to the laser-induced silicon plasmas, and was also found to produce 

erroneous results.  Again, the major obstacle to accurate plasma temperature 

determination proved to be the lack of suitable silicon emission lines; the 

spectroscopic constants of the lines chosen are listed in Table 4-6.
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Table 4-6 Spectroscopic constants of selected Si (I) emission lines used in the Boltzmann 

plot method of plasma determination (CRC Press 1988)

λ (nm) A (×108 s-1) gk Ek (cm-1)

250.690 0.4666 5 39955

251.611 1.21 5 39955

251.920 0.456 3 39760

252.411 1.81 1 39683

252.851 0.77 3 39760

253.238 0.26 3 54871

Figure 4-18 shows an example of a typical Boltzmann plot obtained from LIBS 

of silicon, derived from the relative intensities of the Si (I) emission lines as 

listed in Table 4-6.  When using the Boltzmann plot method, a plot of ln(Iλ/gA)

versus E should yield a straight line graph of the form y = mx + c, where the 

gradient m is equal to -1/kT.  
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0

ln
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/g
A

)

Energy (cm-1)

Figure 4-18 Example of a typical Boltzmann plot derived from LIBS of silicon
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The slope of the line of best fit in Figure 4-18 is found here to be positive, which 

will lead to a negative value of temperature, which is of course nonsense.  Milan 

and Laserna report similar difficulties when applying the Boltzmann plot method 

to laser-induced silicon plasma diagnostics, their results indicating an erroneous 

rise in plasma temperature over the first two microseconds of plume evolution 

(Milan and Laserna 2001).  Every spectrum captured in this study yielded 

Boltzmann plots having a positive slope, indicating a flaw in the method rather 

than an isolated erroneous data-set.

4.3.9 Plasma Electron Temperature

As the two-line-ratio and Boltzmann plot methods of temperature determination

were found to be unsuitable for LIBS of silicon with this particular imaging 

apparatus, the line-to-continuum method (Section 2.6.3 Page 50) was 

investigated. This method was successfully applied to the neutral Si (I) 288.16 

nm emission line; the spectroscopic constants used are given in Table 4.7.

Table 4-7 Parameters used for plasma temperature determination by the line-to-continuum 

method for the Si (I) 288.16 nm emission line (Liu et al. 1999, CRC Press 1988)

λ (nm) A21 (108 s-1) g2 E2 (eV) Ei (eV) Qi (eV) ξ G Cr (sK)

Si (I) 288.16 1.9 3 5.028 8.151 6.159 1.4 1 2.005 x 10-5

In Table 4-7, λ represents the wavelength of the emission line, A21 the transition 

probability between two energy levels E1 and E2, g2 the statistical weight of the 

upper energy level, and E2 the energy of the upper level.   Ei is the ionisation 

potential of a neutral silicon atom, Qi is the partition function for a singly ionised 

silicon ion, and G is the free-free Gaunt factor, which is assumed to be unity (Liu 
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et al. 1999).  ξ is the free-bound continuum correction factor, and was calculated 

for Si vapour by Liu et al. as 1.4 (Liu et al. 1999).  

Figure 4-19 shows the plasma electron temperatures, Te, obtained by the line-to-

continuum ratio method at each pressure.  The values determined at atmospheric 

pressure are similar to those observed by Milan and Laserna (Milan and Laserna 

2001) and Liu et al. (Liu et al. 1999).    
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Figure 4-19 Electron excitation temperature versus delay as derived from the line-to-

continuum ratio method for the Si (I) 288.16 nm emission line

The plasma temperatures are seen to follow a second-order exponential decay at 

all pressures; the values of the coefficient of determination R2 for such fits are 

listed in Table 4-8, and indicate a very accurate fit at each pressure.  
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Table 4-8 Coefficients of determination, R2, for a second order exponential decay as fitted to 

the electron temperature data presented in Figure 4-21

Pressure (mbar) R2 Pressure (mbar) R2

1 × 103 0.99763 1 × 10-1 0.99577

1 × 102 0.99956 1 × 10-2 0.99832

1 × 101 0.99913 1 × 10-3 0.99899

1 × 100 0.99933 1 × 10-4 0.98738

1E-4 1E-3 0.01 0.1 1 10 100 1000
8000

9000

10000

11000

12000

13000

14000

15000
16000
17000

T e (K
)

Pressure (mbar)

 60ns
 110 ns
 160 ns
 210 ns
 260 ns
 310 ns
 360 ns
 410 ns
 610 ns
 810 ns
 1010 ns
 1210 ns
 1410 ns

Figure 4-20 Electron temperature versus pressure as derived from the line-to-continuum 

ratio method for the Si (I) 288.16 nm emission line

Figure 4-20 clearly shows that the electron temperatures calculated at ambient 

pressures of 1 × 102 and 1 × 10 1 mbar are greater than those observed at 

atmospheric pressure.  The maximum calculated electron temperature Te was 

21229 K, the minimum was 8794 K.
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4.3.10 Singly Ionised Species Temperature

The Saha-Eggert equation, Equation 2.26, was used to determine the Si (II) 

singly ionised species temperature.  In order to calculate the ionic species 

temperature using the Saha-Eggert equation, two selected silicon emission lines 

from successive ionisation states I and II were monitored; the spectroscopic 

constants for these lines are tabulated in Table 4-9.

The Si (I) 288.16 nm and Si(II) 413.09 nm emission lines were chosen for this 

purpose as they have known spectroscopic constants (CRC Press 1988, Milan 

and Laserna 2001), they are intense and relatively long lived, and their 

wavelengths may be monitored simultaneously in the same spectral capture 

window, using the 150 grooves mm-1 diffraction grating.  The calculated ionic 

species temperatures are plotted with respect to gate delay in Figure 4-21.

Table 4-9 Spectroscopic constants of Si (I) and Si (II) emission lines used in ionic 

temperature determination by the Saha-Eggert equation (Milan and Laserna 2001, CRC 

Press 1988)

Ionisation

State

Wavelength 

[λ (nm)]

Transition 

probability      

[A] (×108 s-1)

Upper state 

statistical 

weights [gk]

Upper state 

energy level 

[Ek (cm-1)]

Ionisation 

potential 

[V (eV)]

Si (I) 288.16 1.90 3 40991 8.152

Si (II) 413.09 1.42 8 103556 16.346
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Figure 4-21 Ionic species temperature versus delay using the Saha-Eggert equation

It may be seen from Figure 4-21 that the singly ionised species temperature 

decreases with time at all pressures.  This temperature drop was found to follow

a second-order exponential fit; the coefficients of determination for such fits are 

listed in Table 4-10, and indicate an accurate fit at each pressure.  

Table 4-10 Coefficient of determination R2 for second-order exponential fits applied to the 

data presented in Figure 4-21

Pressure (mbar) R2 Pressure (mbar) R2

1 × 103 0.96577 1 × 10-1 0.92019

1 × 102 0.99108 1 × 10-2 0.99300

1 × 101 0.98193 1 × 10-3 0.99420

1 × 100 0.96312 1 × 10-4 0.97236
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Figure 4-22 Ionic species temperature versus pressure using the Saha-Eggert equation

Figure 4-22 displays the effect of ambient pressure on the singly ionised plasma 

species temperature.  It can be seen that, for a given capture delay time, the ionic 

species temperature decreases with pressure; the maximum ionic species 

temperatures were observed at atmospheric pressure.  The maximum ionic 

species temperature Ti recorded was 22551 K, the minimum 13658 K.

LIBS plasmas are traditionally modelled as being in Local Thermal Equilibrium 

(LTE), wherein the plasma may be treated as having a single temperature, i.e. the 

free electrons, ions and neutral species comprising the plasma are at the same 

temperature.  Therefore, if the LIBS plasmas observed in this study exhibit LTE, 

then the calculated electron and ionic species temperatures should be identical.  

A comparison of the calculated electron and ionic species temperatures is 

presented in Figure 4-23.
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4.3.11Comparison of Electron and Ion Temperatures

Figure 4-23 Comparison of laser-induced silicon plasma electron and ion temperatures 

versus time
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From Figure 4-23 it is immediately apparent that at no point in the parameter 

space of this study are the electron and ionic species temperatures identical; the 

ionic species are observed to have a higher temperature throughout.  At each 

pressure and delay time considered here, the laser-induced silicon plasmas do not 

exhibit Local Thermal Equilibrium.

4.3.12 Determination of the Electron Impact Broadening 

Parameter

In order to calculate the plasma electron density using Equation 2.31, the electron 

impact broadening parameter w must be known (Milan and Laserna 2001, 

Thorne 1974).  The electron impact parameter is generally interpolated for the 

appropriate temperatures from the tables of Griem (Griem 1964); the Si (I) 

288.16 nm emission broadening parameter is not listed in Griem’s tables, so 

interpolation for wavelength must also be conducted.

Figure 4-24 plots Griem’s electron impact broadening parameter values as listed 

for the 297.0353 nm, 252.8509 nm, 245.2120 nm, and 220.7978 nm emission 

lines (Griem 1964).  The dotted lines on the figure represent linear fits of the 

form: cmxy  to the w values tabulated at temperatures of 2500, 5000, 

10000, 20000, 40000 and 80000 K.  The coefficients of determination for the 

straight line fits shown in Figure 4-24 are given in Table 4-11, and indicate a 

high level of accuracy; it is therefore reasonable to assume that, for a given 

plasma temperature, w may be interpolated for wavelength.  
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Figure 4-24 Electron impact broadening parameter versus temperature for Si (I) 220.80, 

245.21, 252.85, 297.04 nm emission lines

Table 4-11 Coefficients of determination derived from Figure 4-24

Temperature (K) y = mx + c R2

2500 y=7×10-6x -0.0147 0.9957

5000 y=8×10-6x -0.0170 0.9962

10000 y=1×10-5x -0.0214 0.9992

20000 y=1×10-5x -0.0291 0.9994

40000 y=2×10-5x -0.0395 0.9978

80000 y=2×10-5x -0.0487 0.9975

.

Assuming then a linear variation of w with wavelength, interpolation between 

Griem’s w values listed for the Si (I) 252.85 and 297.00 nm emission lines 

enabled a plot of w for the Si (I) 288.16 nm emission line to be constructed, as 

shown in Figure 4-25.  The curve representing the change in the broadening 
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parameter for the Si (I) 288.16 nm emission line with respect to plasma 

temperature was found to best fit a double-phase exponential association curve, 

the general form of which is described by Equation 4.2:




































2
2

1
10 exp1exp1

t
xA

t
xAyy (4.2)

The coefficient of determination for this fit, and the values derived for the 

variables in Equation 4.2, are listed in Table 4-12.
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Figure 4-25 Interpolation of the electron impact broadening parameter for the Si (I) 288.16 

nm emission line



LIBS Silicon Plasma Diagnostics

116

Table 4-12 Values for the exponential association fit to the 288.16 nm w versus temperature 

curve plotted in Figure 4-25

Term Value Error

Y0 0.00036 ± 0.00012

A1 0.0013 ± 7.0946E-6

t1 29494.5985 ± 528.48851

A2 0.00018 ± 0.00011

t2 1550.23537 ± 755.43651

R2 0.99999

The values listed in Table 4-12, in conjunction with Equation 4.2, allow the 

electron impact broadening parameter to be calculated for the Si (I) 288.16 nm 

emission line at any plasma temperature up to 80000K.  Using the minimum and 

maximum Te recorded here, w varied from 8.74 × 10-3 to 1.21 × 10-2 nm.

4.3.13 Plasma Electron Density

The electron density of the laser ablation plasma was determined from the Stark 

broadening of the 288.16 nm Si (I) emission line.  The contributions of resonance 

and Doppler line broadening were deemed insignificant under the conditions of 

this study.  Resonance broadening is negligible as the 288.16 nm Si (I) line is not 

associated with a resonance state.  The Doppler effect will cause a maximum 

broadening of the Si (I) 288.16 nm emission line, estimated using Equation 2.32 

(Page 56), as 0.0059 nm, assuming that the plasma temperature is the maximum 

measured in this study, ~ 2.3 × 104 K.
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The emission lines were corrected for the instrumental broadening profile prior 

to FWHM measurement; the instrumental broadening profile was found to be 

0.0178 nm, measured using several narrow emission lines from a cadmium 

hollow cathode lamp (Appendix 10.2).
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Figure 4-26 Plasma electron number density versus delay

The electron number densities deduced from the Stark broadening of the Si (I) 

288.16 nm emission line are plotted in Figure 4-26.  At all pressures the electron 

number density decreases with time, starting in each case from an initial value of 

the order 1019 cm-3.  

The electron number density behaviour appears to be separated into two ambient 

pressure dependent regimes.  For ambient pressures ≥ 1 × 101 mbar the electron 

number density decreases steadily from ~ 1019 to ~ 1018 cm-3 over 1400 ns.  For 
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ambient pressures < 1 × 101 mbar there is a sudden drop in electron number 

density from ~ 1019 to ~ 1017 cm-3 in the first 200 ns of plume evolution, 

followed by a much slower decrease over the remainder of the observation 

period.  

At each pressure the electron number density variation with time was found to 

best be described by a second-order exponential decay; the coefficients of 

determination for these fits are presented in Table 4-13.  The R2 values in Table 

4-13 indicate an accurate fit to the data at each pressure, but the accuracy of the 

fit appears to drop for ambient pressures of 1 × 101 mbar and above.

Table 4-13 Coefficients of determination, R2, for second-order exponential fits to the 

electron number density data presented in Figure 4-26

Pressure (mbar) R2 Pressure (mbar) R2

1 × 103 0.91546 1 × 10-1 0.99998

1 × 102 0.91369 1 × 10-2 0.99838

1 × 101 0.96249 1 × 10-3 0.99488

1 × 100 0.99996 1 × 10-4 0.99999

Figure 4-27 plots the variation in electron number density with respect to 

pressure.  The highest electron number densities are observed at atmospheric 

pressure, and drop with decreasing ambient pressure.  The step change in 

electron number density is evident, dropping by approximately an order of 

magnitude between ambient pressures of 10 and 1 mbar.  The maximum 

recorded electron number density was 5.53 × 1019 cm-3, the minimum 2.86 × 1016

cm-3.



LIBS Silicon Plasma Diagnostics

119

1E-4 1E-3 0.01 0.1 1 10 100 1000
1E16

1E17

1E18

1E19
N

e (
cm

-3
)

Pressure (mbar)

 60ns
 110 ns
 160 ns
 210 ns
 260 ns
 310 ns
 360 ns
 410 ns
 610 ns
 810 ns
 1010 ns
 1210 ns
 1410 ns

Figure 4-27 Plasma electron number density versus pressure

4.3.14 Local Thermal Equilibrium - Electron Number Density 

Considerations

For any given plasma to be considered to be in LTE the lower limit for the 

electron number density Ne must satisfy Equation 4.3 (Thorne 1974, Milan and 

Laserna 2001):

Ne  (cm-3) ≥ 1.6 × 1012 T 1/2 ΔE 3 (4.3)

where ΔE (eV) is the energy difference between the upper and lower states and T

(K) is the plasma temperature.  For the Si (I) 288.16 nm line transition, ΔE = 4.3 

eV.  Using the highest plasma temperature measured, T ~ 2.3 × 104 K yields a 

minimum electron density of Ne ≥ 1.929 × 1016 (cm-3). It can be seen that Ne is 

greater than the lower limit required for LTE; however Ne is only just greater 

than this lower limit and the assumption that LTE exists must be treated with 
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caution.  It should also be noted that the criterion outlined in Equation 4.2 is a 

necessary, but not the only requirement for LTE. 

4.3.15 Plasma Morphology

Figures 4-28 to 4-35 show time-resolved, non-dispersed images of the laser–

induced silicon plasmas from atmospheric pressure down to pa ~ 10-4 mbar.  The 

laser was operated in single shot mode with each shot on a clean area of the 

sample; each image is normalized to its maximum intensity. The direction of 

laser propagation is from the top of each image to the bottom, with the sample 

surface lying perpendicular to the laser beam i.e the Si sample is at the bottom of 

the picture with the plasma being generated vertically upwards.

In order to prevent ICCD spot damage from intense plasma emission, a ND 1.2 

neutral density filter was placed in front of the spectrometer input slit.  The 

integration time for each capture was 1 ns, and the intensifier gain was set to 200 

as in the spectroscopic measurements detailed in previous sections.  The plumes 

appear asymmetrical about the axis of the laser beam propagation due to 

irregularities in the beam profile.  It can be seen that in the early stages of plasma 

formation, ~ 110 ns, the plasmas generated at atmospheric pressure and at pa ~ 

10-4 mbar are comparable in terms of size and luminosity. This similarity is 

backed up by the spectroscopic measurements of Ne and Te. The plasma disperses 

much more rapidly under lower ambient pressure due to free plasma expansion 

on account of an increased mean free path of the confining ambient gas; this is 

again supported by the spectroscopic measurements of Ne and Te.
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Figure 4-28 Plasma morphology at atmospheric pressure versus time
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Figure 4-29 Plasma morphology at 1 x 102 mbar versus time
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Figure 4-30 Plasma morphology at 1 x 101 mbar versus time
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Figure 4-31 Plasma morphology at 1 x 100 mbar versus time
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Figure 4-32 Plasma morphology at 1 x 10-1 mbar versus time

110 150140 170 210 260 285 310

1 x 10-2 mbar

110 150140 170 210 260 285 310110 150140 170 210 260 285 310

1 x 10-2 mbar

Figure 4-33 Plasma morphology at 1 x 10-2 mbar versus time
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Figure 4-34 Plasma morphology at 1 x 10-3 mbar versus time
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Figure 4-35 Plasma morphology at 1 x 10-4 mbar versus time

At atmospheric pressure, 1 × 102 and 1 × 101 mbar there is little discernible 

difference in the shape, size, luminosity or lifetime of the laser induced silicon 

plasmas.  In Figure 4-31, at an ambient pressure of 1 × 100 mbar the plasma is 

seen to leave the sample surface as it expands, a trend continued at ambient 

pressures of 1 × 10-1 and 1 × 10-2 mbar, shown in Figures 4-33 and 4-34.  

At ambient pressures of 1 × 10-3 and below the plasma does not leave the sample 

surface as it expands, as shown in Figures 4-34 and 4-35.  Figures 4-28 through 

to 4-35 indicate that, below an ambient pressure of 1 × 101 mbar, further pressure 

decreases show an expected acceleration in the rate of plasma expansion.
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Figure 4-36 Measurement of plasma dimensions

To accurately compare the evolution of the laser-induced silicon plasmas at each 

pressure considered, a method of consistent plasma length measurement was 

devised.  Figure 4-36 shows the signal intensity profile extracted from a typical 

CCD readout during single shot LIBS of silicon; this example readout was 

captured at atmospheric pressure, using a delay of 200ns, with a gate width of 1 

ns, and the ICCD gain set to 200.  The data shown in Figure 4-36 shows the 

signal intensity recorded by a vertical column of ICCD pixels on an axis through 

the centre of the plasma image, and may therefore be used to determine the 

plasma length.  A signal intensity of 5 % of the maximum recorded for each 

given plasma was set to define the plasma boundary.



LIBS Silicon Plasma Diagnostics

125

The plasma length corresponding to ICCD pixel number was determined.  A 

micrometer movement sample stage was used to move the silicon sample up and 

down along the direction of plasma expansion, and the subsequent pixel number 

variations in image position versus micrometer reading noted.  It was found that 

1 pixel equates to ~0.17 mm of plasma length.  Using this conversion factor, and 

the measurement process detailed above, the plasma expansion versus time for 

each pressure is presented in Figure 4-37.
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Figure 4-37 Plume front position versus capture delay

Figure 4-37 is a plot of the plasma plume front height above the sample surface 

versus delay time.  Plume confinement is evident at pressures of 1 × 101 mbar 

and above, with the plasma remaining virtually the same length throughout the 
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observation period.  At ambient pressures of 1 × 100 and 1 × 10-1 mbar the 

plasma plume front propagates away from the sample surface, but the traces for 

these pressures indicate a deceleration of the plume front, and by inference a 

degree of plasma confinement.  At ambient pressures ≤ 1 × 10-2 mbar the plume 

front moves away from the sample surface with a constant velocity, indicating 

free plasma expansion and little plume confinement.  

4.4 Summary
In general, the emission line and plasma continuum intensities are observed to 

decrease more rapidly with pressure.  Figures 4-5 and 4-6 reveal that the 

coefficient of determination, R2, of a Lorentz curve fitted to the Si (I) 288.16 nm 

emission line increases as the plasma evolves.  High R2 values for delays > 200 

ns indicate a good fit, better than 99%, to the captured data, and by inference 

indicate negligible emission line self absorption.  At earlier times < 200 ns the 

broadband continuum emission dominates the signal; as such the emission line 

may not be clearly resolved leading to a poor fit.  In general there is less 

emission line self-absorption as the ambient pressure decreases. The plasma 

number density decreases with pressure and as such there are fewer non-emitting

species to absorb the optical emission.  

The neutral Si (I) 288.16 nm emission line peak intensity, displays a general 

decrease with decreasing pressure, with the maximum intensities recorded at 

ambient pressures of 1 × 102 and 1 × 101 mbar.   From Figures 4-29, 4-30 and 4-

37 we observe that at these ambient pressures there is sufficient plasma 

confinement to give a relatively high plasma density and therefore a high 
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proportion of emitting species contributing to the emission spectrum.  However, 

Figure 4-37 reveals that the reduced ambient pressure, in the range 1 × 102 to 1 × 

101 mbar, allows for a slight plasma expansion, which slightly reduces the 

plasma particle density; the rate of collisional de-excitations is therefore reduced, 

leading to an enhanced emission line intensity.

The temporal profile of the Si (II) 413.09 nm also displays a general decrease of 

intensity with pressure.  Again, maximum peak intensities are observed at 1 × 

102 and 1 × 101 mbar due to the reduction of collisional de-excitation processes.  

The Si (II) emission is observed to be shorter lived than that of the neutral 

species, this is due to free electrons recombining with ions in the early phases of 

plasma expansion.

The integrated area of an emission line may be taken as a measure of the overall 

plasma luminosity; the greater the area under the emission line, the higher the 

plasma luminosity.  The integrated area, A, of the Si (I) 288.16 nm emission line 

displays very complex behaviour, exhibiting different temporal characteristics 

according to two ambient pressure regimes.  For ambient pressures of 1 × 101

mbar and above, the area increases then subsequently decays with respect to 

plasma lifetime.  For ambient pressures of 1 × 100 and below, the integrated area 

of the Si (I) 288.16 nm decreases steadily with plasma lifetime.  Figures 4-5 and 

4-6 reveal that in the early stages of plasma evolution, at delay times < 200 ns,

the coefficient of determination R2 is relatively low, indicating a poor Lorentz fit 

to the captured data.  As such, the interpretation of parameters derived from the 

fit, such as A (the emission line area) should be viewed with caution. Figures 4-
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11 and 4-12 show that the maximum values for A are observed at ambient 

pressures of 1 × 102 and 1 × 101 mbar, indicating an increase in the overall 

plasma luminosity at these pressures

Figure 4-13 reveals that the plasma continuum emission decays steadily with 

time, and is sufficiently long lived that it may be resolved above the instrument 

background throughout the parameter space of this investigation.  The continuum 

emission intensity decay was found to best fit a second order exponential model; 

the R2 values for this fit are listed in Table 4-3, and at all ambient pressures are 

above 99% indicating an extremely accurate fit.  The general decrease of the 

continuum emission with decreasing pressure is ascribed to the lower number 

density of free electrons at these pressures to contribute to the continuum 

emission.  The decrease of continuum emission intensity with respect to time is 

due to electron-ion re-combinations reducing the free electron density.  The 

maximum continuum emission intensities are again recorded at ambient 

pressures of 1 × 102 and 1 × 101 mbar; the reduced level of collisional processes 

at these pressures leads to higher ion populations which lead to greater 

continuum emission levels.  

The results discussed above highlight a pressure region between 100 to 101 mbar 

where there is a distinct change in the plasma characteristics. This is again 

confirmed when considering the Full Width Half Maxima (FWHM) of the Si (I) 

emission line shown in Figure 4-15. Two distinct groups of data can be seen, 

one representing the plasmas that are confined to the substrate surface by the 

ambient gas pressure, the other representing plasmas that have detached from the 
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silicon substrate surface and are thus undergoing free expansion. In this second 

region, results reveal that the FWHM are narrowed, and it is postulated that this 

is due to a reduced electron density, and an associated reduction in the Stark 

broadening, due to the plasma expansion.

The Boltzmann plot and two line ratio methods of calculating the electron 

excitation temperature failed to supply any meaningful data. This is shown 

clearly in Figures 4-17 and 4-18 and was primarily due to the lack of suitable 

emission lines that were resolvable using LIBS setup. This is a well known

problem (Milan and Laserna 2001).

The evaluation of the electron temperature at atmospheric pressure, using the 

line-to-continuum ratio method, produced results that were in good agreement 

with the published data (Le Drogoff et al 2001, Milan and Laserna 2001, Liu et 

al. 1999, Shaikh et al. 2006).  Figure 4-19 reveals a second order exponential 

decay of temperature at each pressure with an R2 value in excess of 99%. It is 

shown that as the ambient pressure decreases the electron temperature and

electron number density decrease, which is to be expected. The maximum 

calculated electron temperatures were observed at ambient pressures of 1 × 102

and 1 × 101 mbar; the pressure region through which the plasma is confined to 

the substrate surface.

The calculated values of ionic species temperature were not as consistent as the 

results obtained for electron temperature. This could be due to the fact that ionic 

populations in the plasma plume are more susceptible to fluctuations of the laser 
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output. Figures 4-21 and 4-22 show that the ion temperature follows a second-

order exponential decay at all pressures. 

The existence of Local Thermal Equilibrium (LTE) within the transient laser-

induced plasmas has been the subject of debate between a number of researchers

over the past two years (personal communication). As previously stated in 

Chapter 2, many of the models used to describe these transient plasmas assume 

the existence of LTE, and it was therefore considered that the confirmation or 

rejection of this notion was of prime importance.  Much of the research

undertaken in this study was directed towards obtaining sufficient information to 

resolve this problem. For LTE to exist, the temperatures of the free electrons, the 

ionic and the neutral species must be identical, that is to say Te = Ti = Tatoms = 

Tmolecules (Cremers and Radziemski 2006). This is clearly not the case according 

to Figure 4-23. 

It has also been reported that LTE exists if the electron number density is 

sufficiently high to collisionally thermalise the plasma (Milan and Laserna 2001, 

Tognoni et al 2002, Liu et al 1999, Le Drogoff et al 2001). The results presented 

here reveal that throughout the parameter space of this study the measured 

electron number densities fulfil the above criterion; however, taken in isolation 

this condition for the existence of LTE is clearly lacking.   

Non-dispersed images of the plasma morphology are shown in Figures 4-28 to 4-

35, revealing interesting expansion dynamics that are related to the ambient 

pressure. At pressures of 1 × 101 mbar and above the plumes are comparable in 
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terms of their size, luminosity and lifetime, whereas at pressures below 1 × 101

mbar varying degrees of plasma expansion are observed and the plumes are 

observed to propagate away from the sample surface. Figure 4-37 is a plot of the 

plasma plume front height above the sample surface versus delay time.  Three 

pressure-specific behaviour regimes are evident:

1. at pressures of 1 × 101 mbar and above, the size of the plasma is,

to a first approximation, constant throughout the observation 

period  

2. at pressures of 1 × 100 and 1 × 10-1 mbar the plasma plume front 

propagates away from the sample surface and is seen to decelerate 

indicating a degree of plasma confinement

3. at ambient pressures ≤ 1 × 10-2 mbar the plume front rapidly 

moves away from the sample surface with a constant velocity, 

indicating free plasma expansion and reduced plume confinement.  

It is concluded that the spectroscopic measurements obtained throughout this 

work are dependent on the plasma morphology, which in turn is seen to depend 

on the ambient pressure. At the initial point of plasma formation, and during the 

first few nanoseconds of plasma lifetime, the ambient pressure plays little part in 

dictating the shape, size and properties of the plasma, as seen in Figures 4-28 to 

4-35 and confirmed by the spectroscopic measurements. As the plasma front 

subsequently expands into the ambient gas, the ambient pressure now begins to 

affect these properties, with differing plasma expansion dynamics observed at 

different ambient pressures.
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Figure 4-38 is a plot of mean free path of the ambient gas versus ambient gas 

pressure. The shaded area represents the pressure regime at which

discontinuities in the plasma characteristics are observed. By extrapolation it is 

seen that the mean free path relating to this pressure boundary possesses a value 

that is of the order of the plume dimensions. It is therefore concluded that the 

plasma expansion dynamics change at the point where the mean free path of the 

confining ambient gas approaches the dimensions of the plasma. This 

observation can now explain the three observed pressure-dependent plasma 

behaviour regions:

1. where the mean free path of the ambient gas is small compared to the 

plasma dimensions, the plasma is confined

2. where the mean free path is comparable to the plasma dimensions, a

‘transition region’ exists wherein there is a degree of plasma 

confinement, but the plasma is observed to propagate slowly away 

from the substrate surface

3. where the mean free path of the ambient gas is large compared to the 

plasma dimensions, free expansion of the plasma is observed.
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Figure 4-38 Mean free path versus ambient gas pressure
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Figure 4-39 compares the electron and ion temperatures determined over the 

lifetime of each plasma, produced under the range of ambient pressures reported. 

The dotted line represents the conditions where LTE can be assumed i.e. at 

which points Ti = Te.  It is clearly shown that none of the points on this graph lie 

on or close to this line, and therefore it is safe to conclude that LTE does not 

exist within laser-induced silicon plasmas.

A summary of the important plasma properties, as determined in this study, 

relating to the applicability of models based on LTE is given in Table 4-14.

Table 4-14 Summary of plasma properties

Plasma property Minimum Maximum

Electron temperature Te (K) 8794 21229

Ionic species temperature Ti (K) 13658 22551

Electron number density Ne (cm-3) 2.86 × 1016 5.53 × 1019

.
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5 Analysis of LIBS Experimental Set-up with Response 
Surface Analysis

5.1 Introduction
Chapter 4 revealed that the properties of laser-induced plasmas vary markedly 

with changes in ambient pressure.  Instrument parameters optimised to extract 

useful LIBS spectra at atmospheric pressure may not necessarily provide 

meaningful data at lower pressures.  This chapter describes the optimisation of 

the LIBS imaging apparatus in order to capture emission spectra of the highest

possible quality at atmospheric pressure and under vacuum conditions.    

Response Surface Methodology (RSM) was employed to optimise LIBS analysis 

of single crystal silicon at atmospheric pressure and under vacuum conditions 

(pressure ~10-6mbar).  Multivariate analysis software (StatGraphics 5.1) was 

used to design and analyse several multi-level, full factorial RSM experiments.  

A Quality Factor (QF) was conceived as the response parameter for the 

experiments, representing the quality of the LIBS spectrum captured for a given 

hardware configuration.  The QF enabled the hardware configuration to be 

adjusted so that a best compromise between resolution, signal intensity and 

signal noise could be achieved.  The effect on the QF of simultaneously adjusting 

spectrometer gain, gate delay, gate width, lens position and spectrometer slit-

width was investigated, and the conditions yielding the best QF determined.  A 

full parametric study of the LIBS hardware configuration was performed to 

determine the true response of the system; the results of this compare favourably 

with those yielded from the RSM investigation.
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5.2 Initial Comparison of Vacuum and Atmospheric Pressure
For a LIBS spectrum to yield useful information it must have sufficiently high 

resolution such that overlapping peaks may be resolved, and low background 

noise ensuring good sensitivity.  Many hardware parameters affect the properties 

of the spectra obtained: laser wavelength, power, frequency and fluence, 

spectrometer input slit-width, ICCD gate delay and integration time, gain, focal 

position relative to sample, ambient atmosphere and pressure etc.  Initial 

comparison between LIBS spectra of single crystal silicon captured at 

atmospheric pressure and at a pressure ~10-6 mbar indicates a remarkable 

difference in both resolution and intensity, as shown in Figure 5-1.

Figure 5-1 Comparison of LIBS spectra obtained from laser ablation of silicon at 

atmospheric pressure and under vacuum conditions.

If LIBS is conducted under vacuum conditions then the resolving power is 

greatly improved (Garcia et al. 2001) due to lack of pressure broadening effects. 

The peak intensity and the background continuum radiation are seen to diminish 
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due to plasma expansion (Harilal et al. 2003).  Hardware optimised to produce 

usable spectra at atmospheric pressure no longer produces optimal spectra at 

lower pressures; although resolution has improved, the peak intensity has 

diminished.  The usual method of optimising any experimental set up is to adjust 

one parameter at a time, keeping all others constant, until the optimum working 

conditions are found.  Adjusting one experimental parameter at a time is 

necessarily time consuming, and may not reveal all interactions between the 

parameters.  In order to fully describe the response and interactions of any 

complex system a multivariate parametric study must be conducted.

5.3 Response Surface Methodology
Response Surface Methodology (RSM) is a powerful statistical analysis 

technique which is well suited to modelling complex multivariate processes, in 

applications where a response is influenced by several variables and the objective 

is to optimise this response.  Box and Wilson first introduced the theory of RSM 

in 1951 (Box and Wilson 1951), and RSM is today the most commonly used 

method of process optimisation (Bas and Boyaci 2007).  Using RSM one may 

model and predict the effect of individual experimental parameters on a defined 

response output, as well as locating any interactions between the experimental 

parameters which otherwise may have been overlooked.  RSM has been 

employed extensively in the field of engineering and manufacture where many 

parameters are involved in a process.  Kwak applied RSM to the geometric error 

in surface grinding processes (Kwak 2005).  Choudhury and El-Baradie applied 

factorial experimental design and RSM when conducting a machinability 

assessment of Inconel (Choudhury and El-Baradie 1999).  Loh et al. used RSM 
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to optimise the finish in ball burnishing (Loh et al. 1990).  Krajnik et al. designed 

grinding factors based on RSM analysis (Krajnik et al. 2005).  RSM has been 

applied by Noordin et al. in describing the performance of coated carbide tools 

when turning steel (Noordin et al. 2004).  RSM has been employed to 

optimisation of CNC drilling operations (Onwubolu and Kumar 2006) and in 

modelling the performance of asphalt pavements (Chavez-Valencia et al. 2005).

RSM is now used widely in such diverse fields as microbiology (Zurera-Cosano 

et al. 2006, Kalathenos et al. 1995), pharmacology (Belloto et al. 1985), vehicle 

crash-testing (Forsberg and Nilsson 2006) and food chemistry (Liyana-Pathirana 

and Shahidi 2005).  RSM has been applied to the optimisation of laser welding 

(Olabi et al. 2006, Lee et al. 2006, Benyounis et al. 2005, Pan et al. 2005) and 

laser-cutting processes (Matthew et al. 1999), but never before to optimisation of 

LIBS hardware configuration.

In order to conduct any RSM analysis one must first design the experiment, 

identify the experimental parameters to adjust, and define the process response to 

be optimised.  Once the experiment has been conducted and the recorded data 

tabulated, RSM analysis software models the data and attempts to fit a linear or 

second-order polynomial to this data. 

5.3.1 Optimisation of the RSM Experiment

An un-optimised, multi-level full factorial experiment design requires that all 

possible combinations of the experimental parameters are considered. Increasing 
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the number of parameters and also the number of levels (the variance of each 

parameter) will increase the number of analyses required as:

(no. levels factor 1) × (no. levels factor 2) ×…(no. levels factor n) (5.1)

The software package used in this RSM study was StatGraphics 5.1, which is a 

highly specified multivariate statistical analysis package.  StatGraphics 5.1 

provides the capability to optimise a designed experiment.  Optimisation of an 

experimental design reduces the number of experimental runs required to model 

the response of a system, whilst retaining a comparable level of model accuracy.  

Algorithmic logic is used to estimate the minimum number of candidate runs 

required for the optimised design to adequately describe the system under 

investigation.  The data obtained from the candidate runs is analysed in the same 

manner as in a full experimental design.  The fewer candidate runs one conducts, 

the less accurately the optimised design models the response of the full design.  

D-optimality is a criterion calculated by the package and gives a measure of the 

variability of all the estimated parameters.

5.4 Experimental Set-up
The apparatus shown in Figure 5-2 was designed to be flexible and allow the 

LIBS analysis of solids, liquids and gases through a range of pressure regimes, 

from atmosphere down to <10-6 mbar.  The set-up includes a Nd:YAG laser 

(Continuum, Surelite), frequency doubled to produce an output at 532 nm, with a 

4-6 ns pulse length and a peak energy of 200 mJ.  The laser may be operated at 

repetition rates of up to 10 Hz, but for this investigation was limited to 1 Hz in 



RSM

140

order to reduce the gas load on the vacuum pump set. Laser radiation was 

focused onto the sample using a 300 mm plano-convex glass lens mounted in a 

micrometer stage allowing positional adjustment along the axis of the laser beam 

of 30 mm either side of the focal position.  

The sample was mounted in the vacuum chamber on an x-y stage such that each 

LIBS analysis was performed away from previous ablation sites. The laser was 

focused onto the material under test inside the vacuum chamber through a quartz 

window mounted in a CF carrier.  A Leybold TurboVac 50 turbomolecular pump 

backed by a Leybold TriVac rotary pump was used to evacuate the chamber to 

pressures <10-6mbar.  A molecular sieve foreline trap was employed in order to 

reduce pump oil contamination back-streaming into the chamber.  A schematic of 

this vacuum system is presented in Figure 5-3.

The main chamber is a stainless steel bell jar of approximate volume 21 litres, 

with an “L”-shaped elastomer gasket seal at the base.  A Leybold TriVAC rotary 

pump is connected to the chamber via a length of convoluted tubing in order to 

pump down the chamber to a rough vacuum (~10-3 mbar).  This roughing pump 

may be isolated from the chamber by the roughing valve to prevent back-

streaming when the turbo-molecular pump is in operation.  Once a suitable rough 

vacuum has been obtained, the turbo pump may be turned on, reducing the 

system to a base pressure of ~10-6 mbar.  The turbopump may be isolated from 

the chamber by a gate valve mounted above its inlet, allowing the pump to 

remain at full speed whilst the chamber is brought back to atmospheric pressure 

for sample changes.  
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Originally it was intended that the TriVAC roughing pump would also be used to 

back the turbo; however this dictated that the turbo would be momentarily un-

backed whilst the chamber open to atmospheric pressure.  This ordinarily would 

not pose a problem for a short period of time, but due to the large chamber 

volume, and subsequent lengthy pump-down time to reach a pressure suitable for 

the turbo to operate safely, this was decided against.  

It was deemed necessary to introduce a second TriVAC rotary pump to the rig 

specifically to back the turbo.  Using this pumping configuration the chamber 

may remain at atmospheric pressure indefinitely whilst the turbo remains at full 

speed operation, thus reducing pump-down time and the time taken for the turbo 

to spin-up to normal operation with each sample change.

Figure 5-2 Schematic diagram of the LIBS apparatus
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Optical emission from the plasma plume was collected through a two metre long

fibre-optic cable, manufactured by Roper Scientific, with a wavelength 

transmission range of 190 to 1100 nm. The fibre-optic cable was inserted into the 

vacuum chamber using a specially designed, elastomer sealed feed-through, as 

described in Section 5.4.1., and was coupled to the same imaging spectrometer, 

ICCD camera and programmable timing generator described in Section 4.2.

Figure 5-3 Schematic diagram of the ablation chamber vacuum apparatus

As before, the plasma imaging set-up allowed for temporal resolution of the 

plasma plumes, with the capacity to vary both the gate delay and integration 

times independently.  Roper Scientific’s WinSpec/32 spectrum capture and 

manipulation software enabled both capture of the dispersed plasma emission 

and identification of any prominent emission lines present. 
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Table 5-1 Spectroscopic constants of six selected neutral Si (I) emission lines used in the 

RSM study (CRC Press 1988)

Wavelength (nm) A (× 108 s-1) gk Ek (cm-1)

250.690 0.4666 5 39955

251.611 1.21 5 39955

251.920 0.456 3 39760

252.411 1.81 1 39683

252.851 0.77 3 39760

253.238 0.26 3 54871

In this RSM study, standard semiconductor grade [111] silicon wafers were 

analysed.  A single sample was used throughout this work and the optimisation 

process concerned only the silicon emission spectrum.  Six Si (I) lines in the 250 

- 253 nm wavelength range were monitored using the 2400 lines mm-1 grating; 

the spectroscopic constants for the emission lines analysed in this study are given 

in Table 5-1.    Each data set was the accumulation of ten individual spectra.  

5.4.1 Fibre-Optic Feed-through Design

In many vacuum applications light must be coupled through a vacuum envelope 

for purposes of viewing sample positioning, introducing laser light or analysing 

optical events occurring within a vacuum chamber etc. This is not always a 

straightforward affair as there are no commercially available feed-throughs 

capable of sealing a fibre-optic bundle that passes continuously through a

vacuum chamber wall. The most common method employs a pure silica core that 

is welded into a specific flange with the fibre optic elements being coupled to 

either end. This is therefore not a true feed-through as the fibre bundle is not 

continuous through the vacuum envelope. These feed-throughs are difficult to 
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obtain, are generally expensive, suffer transmission losses (typically of the order 

2 dB) and also limit the user to a specific wavelength range, as dictated by the 

optical properties of the construction materials.

Spectral analysis of the extremely low light levels produced by laser ablation 

events demands that the maximum possible flux is obtained with minimal 

transmission losses.   In order to investigate LIBS under vacuum conditions, a 

fibre-optic feed-through must be used that: enables flexible positioning of the 

fibre collection head to maximise collection efficiency, is continuous ensuring no 

coupling interface transmission losses, and is also vacuum tight.  After an 

extensive survey of commercially available feed-throughs it was apparent that 

there were none available that met the above criteria.  

Abraham and Cornell describe a Teflon feed-through using a 3.2 mm Swagelok 

tube fitting connector suitable for UHV applications, but this design is limited to 

single fibres with diameters of 120 - 160 m.  When they tried to scale this 

design to a 12.7 mm (½ inch) tube fitting connector they were less successful 

(Abraham and Cornell 1998).  Miller and Moshegov report the design and 

construction of an all-metal UHV optical fibre feed-through, found to be leak 

tight to 10-9cm3/min helium when repeatedly baked to 250°C (Miller and 

Moshegov 2001).  This feed-through design uses unmodified Swagelok tube 

fitting connectors and is again only suitable for single fibres (400 µm diameter 

plus aluminium jacket).  A machined aluminium plug replacing the forward 

ferrule of the compression fitting provides the vacuum seal.
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Weiss and Stoever (Weiss and Stoever 1985) describe an o-ring and epoxy sealed 

feed-through for optical fibre bundles.  Their design preserves fibre continuity, is 

deemed to be rugged enough for field use and is easy to construct, but is fairly 

destructive in that it requires a length of the fibre bundle cladding to be cut away.  

Testing of this design on a 10 mm diameter fibre bundle yielded a base pressure 

~ 10-4 mbar.  

As there were no suitable feed-throughs in existence, such a device was 

designed, constructed and tested.  The feed-through design was based on 

standard easily available 'tried and tested' components keeping in mind the 

design criteria as outlined above. The use of stock parts enabled the feed-through 

design to be easily tailored for a specific application.  The feed-through was 

constructed using Swagelok Ultra-Torr fittings as shown in Figure 5-4.  This 

simple and effective design used two 12.7 mm diameter unions, one 12.7 mm 

diameter convoluted tube of length 150 mm and a specially designed threaded 

aluminium plug (based on a standard fluid tube feed-through) which seals on the 

outer wall of the chamber with an elastomer o-ring and terminates in a 12.7 mm 

diameter nipple.  All components were ultrasonically degreased in solvent at 

room temperature prior to assembly.

An Ultra-Torr union connects the aluminium plug to a 150 mm length of 12.7 

mm diameter stainless steel convoluted tubing, and a second Ultra-Torr union 

terminates the convoluted tubing and seals around the end of the fibre-optic 

cable, shown expanded in Figure 5-5.  
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Figure 5-4 Schematic diagram of the fibre-optic feed-through, drawn to scale

The ends of the 12.7 mm convoluted tubing are reinforced with Ultra-Torr 12.7 

mm XOA adapter cuffs.  The fibres comprising the bundle are sealed in epoxy at 

the collection head, and the surface of the collection head potted in a protective 

epoxy coating; as such there is no gas permeation along the fibres or fibre 

cladding into the vacuum envelope.  The Ultra-Torr unions are designed to 

accept 12.7 mm diameter tubing, whereas the outside diameter of the fibre-optic 

bundle head measures 10mm.  In order to create a vacuum tight seal around the 

fibre-optic bundle head an o-ring of larger diameter than the stock Ultra-Torr o-

ring was inserted; shown in Figure 5-5.  

Use of convoluted tubing allows ease of manipulation of the fibre-optic and 

increases flexibility in accurately positioning the fibre-optic bundle to collect the 

maximum flux from laser-induced plasma plumes.  Replacing the sealing 

elastomer o-rings with Viton o-rings would enable a gentle baking out of the 

chamber (maximum 200ºC) to attain base pressures ~10-8 mbar.
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Figure 5-5 Interior view showing the collection end of the feed-through, drawn to scale

Figure 5-6 shows the constructed fibre-optic feed-through in position.  The feed-

through is secured through the base of the vacuum chamber and clamped in 

position; the collection end of the fibre-optic can be seen protruding through the 

clamp.  

Figure 5-6 Photograph of the feed-through and fibre-optic in-situ
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With the feed-through in place the pump-down time and ultimate base pressure 

of the vacuum chamber are unaltered.  A residual gas analyser connected to the 

chamber was used to helium leak check the feed-through; no leak was found.  An 

up-leak check of the vacuum chamber revealed no discernible change in leak rate 

with the introduction of the feed-through. The design of the feed-through proved 

to be extremely successful, enabling LIBS investigations at low pressures.  

5.4.2 Analysis Software

This study used experiments that were designed and analysed solely with 

StatGraphics 5.1, which is a highly specified multivariate analysis package.  

Using StatGraphics one may design and optimise an experiment, and fit the 

subsequently gathered data to a first or second-order polynomial model.  In order 

to simplify the analysis of any multivariate system, one must specify the 

response that is to be optimised.  The ultimate aim of this study was to identify 

the parameters that would produce the best possible compromise of peak signal 

to background noise ratio, related to the peak resolution.  In order to model these 

two factors as a single system response a Quality Factor (QF) was conceived and 

defined by Equation 5.2:

FWHMbackgrounddelta
signalnetQF 04.0

 (5.2)

where: net signal represents the maximum peak value minus the average 

background signal; delta background is the maximum background level minus 

the minimum background level (i.e. the spread/variance of the background 
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noise), FWHM is the full-width at half-maximum of the measured peak and 0.04 

is the minimum FWHM measurable by the instrument in nm.  These parameters 

are illustrated in Figure 5-7. 
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Figure 5-7 Spectral parameters relating to the definition of the Q-Factor

Under certain experimental conditions, i.e. very early gate delays, wide 

spectrometer input slit settings; the emission lines studied here were not 

individually resolvable due to peak broadening and their close wavelength 

proximity.  As such, a Lorentz fit could not be successfully applied to all of the 

captured spectra for the purposes of calculating the peak FWHM.  Instead, the 

FWHM were estimated by counting the number of CCD pixels each peak, or 

cluster of un-resolved neighbouring peaks, spanned at half maximum height.   

With each pixel equating to a wavelength resolution of 0.02 nm, the narrowest 

FWHM that the apparatus may resolve using this method is 0.04 nm, as stated in 

Equation 5.2.    
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Table 5-2 Factors and settings for RSM experiment

Factor Settings

gain 0 50 100 150

slit-width (µm) 20 70 120 -

lens position (mm) -15 0 +15 -

gate width (ns) 200 466.67 733.33 1000

gate delay (ns) 100 500 900 1300

ambient pressure 1 (atm) 0 (~10-6mbar) - -

The possible parameter settings chosen for this investigation, shown in Table 5-

2, represent the parameter space of the RSM model.  Initially a simple first-order 

screening experiment was conducted with a large parameter space in order to 

estimate an overall QF response.  With the QF response estimated over a broad 

parameter space, finer parameter settings were then pinpointed.  From initial 

screening experiments, the spectrometer gain, camera gate delay and gate width 

were deemed to have greatest impact on QF and as such set to four levels each 

for a more thorough investigation.  The spectrometer input slit-width was varied 

over three levels: 20, 70 and 120 µm.  Three positions of the lens, focusing the 

laser 15 mm in front of the sample (-15 mm), at the sample surface (0 mm) and 

15 mm beneath the surface of the sample (+ 15 mm) were selected to model the 

general trend.  It is well understood that the effect of varying lens position cannot 

be described by a simple linear or a second order function (Sattmann 1995) and 

therefore it is desirable to take measurements for a large number of lens 

positions. However; StatGraphics software has a limitation in the total number 

of variables that may be handled in any given experimental design, and it was 

therefore decided to take readings only for the three specified lens positions.
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StatGraphics 5.1 demands that all input parameters possess numerical values; as 

such atmospheric pressure was signified by 1, vacuum conditions by 0 (relating 

to ~10-6 mbar).  The finished un-optimised experiment design delivered a 

proposed 1152 experimental runs.  To reduce this impractical number, the 

experiment design was divided into two.  Splitting the design reduces the number 

of runs required, but necessarily limits the capacity to observe all interactions 

between all parameters. The parameters judged to have the greatest interactions 

were grouped together; one experimental design combined lens position, slit-

width and gain (36 runs), and the second experimental design combined gate 

delay, gate width and ambient pressure (32 runs).  The run order of both designs 

was randomised to reduce the effect of any lurking variables such as ambient 

temperature, humidity, laser power fluctuation etc.    Both designed experiments 

were performed twice to increase accuracy.  Initially net signal and FWHM were 

considered as separate responses before ultimately being combined into the QF 

to fully describe the response of the LIBS apparatus.

5.5 Results and Discussion

5.5.1 Estimated Response Surfaces- FWHM

Figures 5-8 and 5-9 show the estimated response surfaces generated for FWHM 

whilst varying spectrometer input slit-width, lens position and gain at 

atmospheric pressure.  Figure 5-8 shows the predicted effects of varying lens 

position and slit-width at a constant gain of 75; it can be seen that there is a 

maximum value of FWHM with the lens position focusing the laser at the sample 

surface, and that FWHM appears to increase linearly with slit-width.  
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Figure 5-8 Estimated response surface for FWHM varying slit-width and lens position at 

atmospheric pressure

Figure 5-9 Estimated response surface for FWHM varying slit-width and gain at 

atmospheric pressure

Figure 5-9 shows the effects of varying gain and slit-width at a constant lens 

position of 0 (focussed at the sample surface); it can be seen that the FWHM 

increases linearly with both gain and slit-width.  If the major concern regarding 

spectra capture is to minimise FWHM, thus improving resolution, then Figures 
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5-8 and 5-9 suggest that LIBS analysis should be conducted at low gain, with 

small slit-width and focusing the laser either in front of or beneath the surface of 

the sample.

5.5.2 Estimated Response Surfaces- Net Signal

Figure 5-10 Estimated response surface for net signal varying gain and slit-width at 

atmospheric pressure

Figure 5-11 Estimated response surface for net signal varying slit-width and lens position at 

atmospheric pressure
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Figures 5-10 and 5-11 display the estimated response surfaces generated for net 

signal whilst varying spectrometer input slit-width, lens position and gain at 

atmospheric pressure.

Figure 5-10 predicts the effects of varying lens position and slit-width at a 

constant gain of 75; it can be seen that 0 is the optimal lens position producing 

maximum net signal, and that net signal increases linearly with slit-width.  Figure 

5-11 shows the effects of varying gain and slit-width at a constant lens position 

of 0; net signal intensity again appears to increase linearly with slit-width.  

Net signal appears to vary as a quadratic term with gain.  This is not actually the 

case as the emission line intensity increases exponentially with gain. The 

erroneous shape of the estimated response surface is due to the fact that 

StatGraphics is only capable of fitting a first or second order polynomial to the 

data set.  To verify this exponential trend, net signal versus gain was plotted 

manually at slit-widths of 20, 70 and 120 µm, as shown in Figure 5-12. 

Each data point in Figure 5-12 is the average of three readings.  An exponential 

fit to each line has an R-squared value of 0.99; therefore the effect of increasing 

gain on net signal definitely follows an exponential trend, not a quadratic as 

implied by StatGraphics.  The erroneous shape of the estimated response surface 

generated in Figure 5-11 warns caution when analysing surface plots, although it 

does indicate the general trend of an increase of net signal with gain.  
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Figure 5-12 Plot to verify RSM model accuracy: measured peak intensity versus gain for 

spectrometer input slit widths of 20, 70 and 120 µm 

Figures 5-10 and 5-11 indicate that if the primary concern regarding spectrum 

capture is to maximise net signal, and therefore sensitivity, then LIBS analyses 

should be conducted with high gain, a large slit-width and the laser focused at the 

surface of the target material.

5.5.3 Estimated Response Surfaces- QF

The two separate responses of net signal and FWHM were combined into the 

single response of QF, as defined in Equation 5.2. Figures 5-13 and 5-14 show 

the estimated response surfaces generated for QF whilst varying spectrometer 

input slit-width, lens position and spectrometer gain at atmospheric pressure.  
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Figure 5-13 Estimated response surface for QF varying slit-width and gain at atmospheric 

pressure

Figure 5-14 Estimated response surface for QF varying slit-width and lens position at 

atmospheric pressure

Figure 5-13 shows the effect of varying slit-width and gain at a constant lens 

position of 0, indicating that there is an optimum slit-width at around 90 µm, and 

that QF increases linearly with gain.  Figure 5-14 shows the effect of varying slit-

width and lens position at a constant gain of 75, indicating again an optimum slit-
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width of 9 µm, and also that QF is optimised at the extremes of lens position, 

+15 mm and -15 mm.  According to the StatGraphics RSM model, if one desires 

to optimise the LIBS hardware to maximise QF at atmospheric pressure, then 

LIBS analyses should be conducted at high gain, with a slit-width of 90 µm, and 

by placing the lens at either of its extreme positions.

5.5.4 Estimated Response Surface- Optimised Experiment

To determine how accurately an optimised experimental design represents the 

full design, experiment 1 (combining slit-width, lens position and gain with QF 

as the output response) was optimised and performed again.  The original full 

design required 36 runs (72 with repeat), the optimised design was reduced to 12 

runs with a D-optimality of 48.13%.  

Figure 5-15 Response surface for optimised experiment QF varying slit-width and gain at 

atmospheric pressure



RSM

158

Figure 5-16 Response surface for optimised experiment QF varying slit-width and lens 

position at atmospheric pressure

The estimated response surfaces generated are shown in Figures 5-15 and 5-16, 

which may be compared with those generated from the full design in Figure 5-13 

and Figure 5-14.  It can be seen that although the optimised design estimated 

response surface does not match exactly that of the full design, the general trend 

of the QF response is remarkably similar.  It appears that optimising an 

experiment design yields great advantages in terms of the time and effort saved, 

whilst still maintaining an acceptable level of accuracy in the model.

5.5.5 Comparison of QF Responses

The optimisation of a full experiment design for LIBS at atmospheric pressure 

has been shown to provide an accurate model of the system; consequently 

experiment 2 was optimised to reduce the number of runs.  Further to this, the 

experiment was augmented to include a more thorough investigation of five slit-
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width settings.  The revised parameter space for experiment 2 is shown in Table 

5-3.

Table 5-3 Augmented parameter space for experiment 2.

Factor Setting

Slit-width (µm) 20.0 80.0 140.0 180.0 260.0

Lens position (mm) -15 0 +15 - -

Gate width (ns) 200 466.67 733.33 1000 -

Gate delay (ns) 100 500 900 1300 -

The augmented full design of experiment 2 required 188 (no repeat) runs and 

was subsequently optimised to 20 candidate runs with a D-optimality of 44.87%.  

Experiment 2 was performed at atmospheric pressure and also under vacuum 

conditions; the estimated response surfaces for QF are shown in Figures 5-17 and 

5-18 respectively.  

Figure 5-17 Estimated response surface for QF varying gate delay, gate width, lens position 

and slit-width at atmospheric pressure
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Figure 5-18 Estimated response surface for QF varying gate delay, gate width, lens position 

and slit-width under vacuum

Figures 5-17 and 5-18 reveal the difference in the response of QF for LIBS 

conducted at atmospheric pressure when compared to that obtained under 

vacuum conditions.  Figure 5-17 shows the estimated response surface for QF at 

atmospheric pressure whilst varying gate width, gate delay, slit-width and lens 

position.  It can be seen that QF increases linearly with gate width.  The 

estimated QF response varies as a quadratic term versus gate delay with a 

maximum value corresponding to a gate delay ~ 900 ns.  

Figure 5-18 presents the estimated QF response for vacuum conditions whilst 

varying gate width, gate delay, slit-width and lens position.  It can be seen that 

the estimated QF displays different behaviour from that presented in Figure 5-17.  

The QF varies as a quadratic term with respect to gate delay, with a maximum 

value at gate delay ~ 500 ns.  The estimated QF varies as a quadratic function of 

gate width, displaying a maximum value at gate width ~ 800 ns.
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Tables 5-4 and 5-5 show the lowest and highest values assigned to each 

parameter, under atmospheric pressure and vacuum conditions respectively, used 

to generate the estimated response surfaces given in Figures 5-17 and 5-18. The 

optimum values stated are those that StatGraphics predicts will maximise the QF 

value. When comparing the two sets of results it can be seen that the only 

parameter that has the same optimum setting is the lens position. All the other 

optimum parameter settings reveal a unique set of conditions for atmospheric 

pressure LIBS compared to those under vacuum for maximised QF.  Where the 

optimum value is equal to the high or low setting then the parameter space may 

not have been sufficiently large enough to locate the true optimum value.

Table 5-4 Optimised response: QF at atmospheric pressure

Factor Low High Optimum

Slit-width (µm) 20.0 260.0 260.0

Lens position (mm) -15.0 15.0 14.8

Gate delay (ns) 100.0 1300.0 952.9

Gate width (ns) 200.0 1000.0 1000.0

Optimum QF value = 53.7069

Table 5-5 Optimised response: QF under vacuum

Factor Low High Optimum

Slit-width (µm) 20.0 260.0 20.0

Lens position (mm) -15.0 15.0 15.0

Gate delay (ns) 100.0 1300.0 576.5

Gate width (ns) 200.0 1000.0 745.7

Optimum QF value = 262.32
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5.5.6 Summary of the RSM Study Results

Figure 5-19 shows the optimum parameter settings for maximising QF, and the 

maximum value for the QF, at atmospheric pressure and under vacuum 

conditions as indicated by StatGraphics.  The maximum QF value is seen to be 

much higher for LIBS conducted under vacuum conditions (262.32) than that 

obtained for atmospheric pressure LIBS (53.71).  Using the definition of QF as 

given in Equation 5.2, it is predicted that spectra with the highest sensitivity and 

resolution should be observed when performing LIBS under vacuum conditions 

and this has been verified experimentally.  
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Figure 5-19 Comparison of the optimum settings for vacuum and atmospheric pressure 

LIBS of silicon, as predicted by the RSM study

Pareto charts generated by StatGraphics were used to graphically summarise and 

display the relative importance of each parameter with respect to the overall QF 
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response at both atmospheric pressure and under vacuum conditions.  The Pareto 

charts show all the linear and second order effects of the parameters within the 

model and estimate the significance of each with respect to maximising the QF 

response.  A Pareto chart displays a frequency histogram with the length of each 

bar proportional to each estimated standardised effect.  The vertical line on the 

Pareto charts judges whether each effect is statistically significant within the 

generated response surface model; bars that extend beyond this line represent 

effects that are statistically significant at a 95% confidence level.

The results obtained under atmospheric conditions, shown in Figure 5-20, predict

that there are 4 significant parameters at a 95% confidence level: the linear gate 

delay; the linear gate width; a negative second order lens position and a linear 

lens position. These are the major terms in a polynomial fit to the data. The R-

Squared statistic indicates that this model as fitted explains 92.78% of the 

variability in QF.  

The results obtained under vacuum conditions, shown in Figure 5-21 predict that 

there are now only 2 significant parameters with a 95% confidence level: a 

negative second order gate delay and a negative linear slit-width.  The R-Squared 

statistic indicates that this model as fitted explains 81.23% of the variability in 

QF.  
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Figure 5-20 Pareto chart for QF response at atmospheric pressure
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Figure 5-21 Pareto chart for QF response under vacuum
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5.6 Manual Optimisation of the LIBS Hardware
Verification of the accuracy of the RSM model was required in order to validate 

the RSM technique.  LIBS spectra of silicon were captured at atmospheric 

pressure and under vacuum employing the hardware settings that the RSM model 

suggested should yield the optimum QF.  Ten spectra were analysed for QF, and 

from these an average QF value taken; these average measured values were

compared to those predicted by the RSM analysis, as listed in Table 5-6.

Table 5-6 Comparison of RSM -predicted optimal QF, and actual QF as measured at 

settings suggested by RSM analysis

Atmosphere Vacuum

Predicted QF from RSM study: 53.71 262.32

Measured QF at suggested RSM settings: 23.68 750.43

It is evident from Table 5-6 that the RSM analysis does not accurately predict the 

actual values for the QF responses of the system, although it does predict that the 

higher QF should be achieved under vacuum, which is indeed the case. To 

determine the true response of the LIBS apparatus a full parametric investigation 

of the hardware configuration was performed ‘manually’- that is, each individual 

hardware parameter was adjusted one at a time keeping all others constant.  

Although a laborious task, this manual investigation of the LIBS system was 

necessary to validate or refute the accuracy of the RSM model.  As in the RSM 

model, the QF response was monitored whilst independently varying capture 

delay, integration width, spectrometer input slit-width and focussing lens 

position.  The ICCD gain was set to the maximum used in the RSM study, 150, 

as higher QF values were observed at higher gain settings for both atmospheric 
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pressure and vacuum conditions.  Setting the ICCD gain to this constant value 

reduced the number of experimental runs required.  The parameter space of the 

investigation was expanded to be certain of encompassing the optimum values 

for each parameter, as shown in Table 5-7.

Table 5-7 Parameter space for the manual parametric investigation

Parameter Range

Gate delay 100 → 2900 ns

Gate width 100 → 2900 ns

Lens position -20 → + 28 mm

Slit-width 10 → 250 µm

Gain 150

5.7 Manual Optimisation of Gate Delay and Width 
Gate delay and gate width were deemed to have the greatest effect on QF and as 

such were investigated first.  Following an initial screening experiment, it was 

determined that the gate delay and width would each be swept through a range of 

100 – 2900 ns, in 200 ns increments.  The spectrometer input slit was set to 120 

µm, the lens position was set to +15 mm, and the ICCD gain to 150.  The 

repetition rate of the laser was 1 Hz as in the RSM investigation.  Each data set 

was again the accumulation of 10 individual spectra, and each point plotted on 

the following contour plots is the average of three data sets.  As in the RSM 

investigation ‘atmosphere’ shall refer to atmospheric pressure and ‘vacuum’ to 

an ambient pressure of ~ 10-6 mbar.  Each contour plot was normalised so as to 

contain 40 gradient intensity levels evenly spaced between the maximum and 

minimum values for that given plot.  To fully describe the response of the LIBS 

system QF, Net Signal, FWHM, Average Background and Delta Background (as 
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defined in Section 5.2.3) were all individually investigated and their 

contributions to the ultimate QF noted. 

5.7.1 Atmospheric Pressure: QF

500 1000 1500 2000 2500

500

1000

1500

2000

2500

Q
F 

(A
rb

. U
ni

ts
)

Delay (ns)

W
id

th
 (n

s)

0.6000

6.525

12.45

18.38

24.30

30.22

36.15

42.08

48.00

Figure 5-22 QF as a function of gate delay and width: atmospheric pressure

Figure 5-22 shows the variation in QF as measured manually at atmospheric 

pressure.  Even though each data point on the contour plot is the average of three 

data-sets, in effect an average of 30 individual spectra, the plot is clearly very 

noisy.  There is a large ‘plateau’ of delay versus width values that appear to yield 

comparable QF values approximately in the range of 20 to 30, with a maximum 

QF value of 47.92 observed at a delay of ~ 1300 ns and a width of ~ 900 ns.  For 

delay values shorter than 500 ns the QF is seen to diminish rapidly, due to the 
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dominance of the continuum radiation over line emission during the early stages 

of plume evolution.

5.7.2 Atmospheric Pressure: Net Signal
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Figure 5-23 Net signal as a function of gate delay and width: atmospheric pressure

Figure 5-23 is a contour plot of net signal intensity as a function of gate delay 

and width.  Due to the large range of net signal values recorded over the 

parameter space of this experiment, varying from ~100 to 30 000 counts, Figure 

5-23 is plotted with a logarithmic net signal scale. It is evident that the intensity 

of the silicon emission spectra is greatest at earlier delay times, as one would 

expect to be the case.  Net signal increases with longer gate widths due to the 

collection of more optical emission during the increased integration time.  At 
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delay times greater than ~1000 ns there is a stable plateau region where the net 

signal intensity is observed to remain more or less constant.

5.7.3 Atmospheric Pressure: FWHM
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Figure 5-24 FWHM as a function of gate delay and width: atmospheric pressure

Figure 5-24 displays the dependence of emission line FWHM on gate delay and 

width at atmospheric pressure.  The maximum FWHM is evident at delays less 

than 100 ns, because of the increased plasma continuum contribution to the 

emission spectra in the early phases of plasma expansion, and Stark pressure 

broadening of the silicon emission lines.  The FWHM diminishes with increasing 

delay time as the plasma continuum radiation is not integrated into these spectra, 

and electron-ion recombination events have diminished the electron density of 

the plasmas, thus reducing Stark line shape broadening.  
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5.7.4 Atmospheric Pressure: Average Background
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Figure 5-25 Average background level as a function of gate delay and width: atmospheric 

pressure

Figure 5-25 is a contour plot of the Average Background signals obtained when 

varying gate delay and width.  The background decreases rapidly in the first 500 

ns of plasma formation and expansion, falling to a fairly constant level from then 

onwards.  There is a slight increase in background with increasing gate width due 

to the longer integration time, with a subsequently greater contribution from the 

ICCD dark charge and stray ambient light leakage.  The prominent feature 

revealed by Figure 5-25 is the lack of change in background level with increasing 

delay beyond ~ 500 ns.  If one wishes to decrease the background to its minimum 

achievable threshold, it is necessary only to delay spectrum capture until later 

than ~ 500 ns, thus potentially retaining important spectral data regarding the 

earlier stages of the plume evolution. 
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5.7.5 Atmospheric Pressure: Delta Background
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Figure 5-26 Delta background as a function of gate delay and width: atmospheric pressure

Figure 5-26 shows the background variance response, Delta Background, as a 

function of gate delay and width.  There is a large Delta Background value at 

early delays of less than 100 ns due to the increased contribution from the plasma 

continuum emission.  As the plasma continuum emission level decreases with 

delay, so too does the Delta Background level.  The lowest Delta Background 

values are obtained for longer delay times and short integration times.  If one 

wishes primarily to reduce the background noise spread when conducting LIBS 

analyses under the conditions of this particular study, then Figure 5-26 indicates 

that spectrum capture should be delayed as late as possible after plasma 

formation.  
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5.7.6 Vacuum: QF
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Figure 5-27 QF as a function of gate delay and width: vacuum

Figure 5-27 illustrates the variance in QF versus gate delay and width under 

vacuum, and clearly shows a dramatically different response to the QF behaviour

recorded at atmospheric pressure as displayed in Figure 5-22.  In general the QF 

response is less noisy under vacuum conditions than at atmospheric pressure, and 

it is evident that there is a much smaller range of delay and width values where a 

high QF value may be obtained.  The maximum QF of 1238 is achieved with a 

gate delay of approximately 900 ns and a gate width of approximately 1300 ns.  

Outside of the small range of high QF values the response is very low, on 

account of the free plasma expansion under vacuum conditions and the 

correspondingly lower emission intensity in the latter stages of plume evolution 

under vacuum.
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5.7.7 Vacuum: Net Signal
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Figure 5-28 Net signal as a function of gate delay and width: vacuum

Figure 5-28 charts the behaviour of Net Signal intensity as a function of both 

gate width and delay.  The Net Signal response under vacuum displays a very 

different behaviour to that observed at atmospheric pressure in Figure 5-23.  

There is a clear region of gate versus delay values where the Net Signal intensity 

is maximised in the region of 5000 to 10000 counts; outside of this region the 

Net Signal intensity is very low, of the order of 500 - 1000 counts.  In order to 

maximise Net Signal intensity under vacuum conditions one should perform 

LIBS of silicon with a gate delay less than 1500 ns and a width between 500 and 

2000 ns.  
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5.7.8 Vacuum: FWHM
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Figure 5-29 Emission line FWHM as a function of gate delay and width: vacuum

Figure 5-29 shows the emission line FWHM response as a function of gate delay 

and width under vacuum.  It is quite clear that, unless delay and gate values less 

than 500 ns are employed, there is very little variation in FWHM under vacuum 

throughout the parameter space of this study.  

The rapid plasma expansion at an ambient pressure of ~ 10-6 mbar reduces the 

plasma electron density below the threshold at which the pressure broadening 

Stark effect is noticeable above the instrumental broadening profile in the silicon 

emission lines.  
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5.7.9 Vacuum: Average Background
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Figure 5-30 Average background level as a function of gate delay and width: vacuum

Figure 5-30 shows the response of the plasma Average Background level under 

vacuum as a function of gate delay and width The behaviour of Average 

Background under vacuum is similar to that displayed at atmospheric pressure, 

the intensity decaying rapidly after delay times greater than 500 ns.  The 

background appears to decrease with delays greater than approximately 2000 ns 

as the optical emission from the plasma has diminished before the ICCD has 

finished capture; as such comparatively little optical emission is further 

integrated into the emission signal with increased gate width.  There is in fact

evident a small increase in background level with increasing gate width, but this

is not apparent due to the scale of the contour plot.  If one desires to reduce the 

Average Background level, thus increasing signal to noise ratio and consequently 
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instrument sensitivity, then LIBS of silicon should be performed at gate delays of 

greater than approximately 500 ns under vacuum.

5.7.10 Vacuum: Delta Background
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Figure 5-31 Delta background as a function of gate delay and width: vacuum

Figure 5-31 shows the response of Delta Background versus gate delay and 

width.  The behaviour of Delta Background under vacuum is different from that 

exhibited at atmospheric pressure, as displayed in Figure 5-26.  The highest Delta 

Background level recorded under vacuum is 171, which is much lower than that 

recorded at atmospheric pressure, 3160.  The free expansion of the plasma under 

vacuum reduces the continuum emission contribution to the spectra, which in 

turn reduces the background signal variance.  Much ‘cleaner’ spectra in terms of 
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resolution and background noise are recorded under vacuum than at atmospheric 

pressure.

5.8 Manual Optimisation of Spectrometer Input Slit-width
With capture gate delay and width values broadly determined for maximum QF, 

the spectrometer input slit-width was swept from 10 to 250 µm.  The ICCD gain 

remained set to 150, the laser was again operated at a repetition rate of 1 Hz, and 

the lens position remained fixed at + 15 mm.  As previously, each data-set was

the accumulation of 10 spectra, and all results are the average of three data-sets.  

At atmospheric pressure the gate delay and width were arbitrarily set to those 

giving the optimum QF as suggested by the manual investigation; 1300 ns delay, 

and 900 ns width.  For vacuum conditions the delay and width were again set to 

those observed to produce the optimum QF; 900 ns delay, and 1300 ns width.

Figure 5-32 QF as a function of slit-width at atmospheric pressure and under vacuum
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Figure 5-32 depicts the QF response as a function of varying spectrometer input 

slit-width.  Both the vacuum and atmospheric pressure traces display complex 

behaviour, indicating that varying the slit-width simultaneously affects several 

parameters in the QF definition; as the slit-width is narrowed to minimise 

FWHM, this is to the detriment of the net signal intensity.  The maximum QF 

value here is observed for a slit-width of 200 μm at atmospheric pressure, and a 

slit-width of 10 μm under vacuum.  

5.9 Manual Optimisation of Lens Position
The laser focussing lens position was varied across the entire range permitted by 

the micrometer mounting, from -20 to +28 mm.  All other hardware parameters 

remained constant and were set to the values stated in the previous Section 5.8. 

The QF response to varying the lens position is illustrated in Figure 5-33.

Figure 5-33QF as a function of lens position at atmospheric pressure and under vacuum
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It can be seen from Figure 5-33 that the QF in both pressure regimes exhibits 

broadly similar behaviour with variations in lens position, with minima observed 

for both pressures at the extremes of the lens travel and at the zero position.  The 

maximum QF at atmospheric pressure, 54, is observed at a lens position of + 15 

mm.  The maximum QF under vacuum, 1229, is observed at a lens position of + 

10 mm.  Maximum QF values are achieved for both pressure regimes where the 

laser beam is focussed beneath the surface of the sample.  

Focussing the laser beam beneath the surface of the sample increases the 

effective spot size; if sufficient fluence is maintained with this enlarged spot to 

overcome the ablation threshold of silicon, then a greater amount of silicon will 

be ablated per laser shot.  This increased amount of ablated silicon leads to a 

corresponding increase in the intensity of the optical emission from the plasma, 

thereby increasing Net Signal level and hence QF.  Focussing beneath the sample 

surface reduces the risk of pre-ablation ionisation in the ambient atmosphere, 

which reduces the energy in the incoming beam. As an example, lens positions of 

+ 10 mm and – 10 mm produce equal laser spot sizes, but the fluence when 

focussing at + 10 mm shall be greater as no beam energy is lost to unintentional 

breakdown in the ambient atmosphere above the sample surface.

Minima in the QF plots are observed at the extremes of lens position as the spot 

size becomes so large that the laser fluence is reduced, leading to a drop in 

plasma optical emission.  The QF minimum observed for a lens position of zero 

corresponds to focussing the laser beam at the surface of the sample and hence 

equates to the smallest spot size.  The small spot size leads to a drop in the 
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volume of ablated material and hence to a drop in Net Signal intensity and 

consequently QF.  

5.10 Manual Optimisation: Comparison of Atmosphere vs. 

Vacuum QF Measurements

Table 5-8 presents the values of gate width, gate delay, focussing lens position 

and spectrometer input slit-width determined to give the maximum values of QF 

at atmospheric pressure and under vacuum, and the measured QF values yielded 

from those particular instrument settings.    It is immediately obvious from Table 

5-8 that the maximum attainable QF under vacuum is over 25 times higher than 

the maximum QF observed at atmospheric pressure.  If one desires to maximise 

QF, as defined in Equation 5.2, then LIBS of silicon should be performed under 

vacuum.

Table 5-8 Comparison of manually obtained optimum QF and instrument settings under 

atmosphere and vacuum 

Atmosphere Vacuum

1x10-6 mbar

Delay (ns) 1300 900

Width (ns) 900 1300

Lens Position (mm) 15 10

Slit-width (µm) 200 10

Optimum QF 47.92 1238.76

The data presented in Table 5-8 are reproduced graphically in Figure 5-34 for 

ease of comparison.
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Figure 5-34 Comparison of the maximum QF obtained at atmosphere and under vacuum, 

and the specific instrument parameter settings yielding these maximum QF values

Figure 5-8 clearly indicates that the settings of lens position, gate delay and gate 

width yielding the maximum QF value at atmospheric pressure and vacuum are 

similar.  The spectrometer input slit widths leading to the maximum QF values at 

atmospheric pressure and under vacuum are very different; 10 µm under vacuum 

and 200 µm at atmospheric pressure.  The impact of each instrument parameter 

on the measured QF values is discussed in the following section.

5.10.1 Impact of Each Hardware Parameter on the QF Response

Figure 5-35 illustrates the impact of each hardware parameter on the QF response 

at atmospheric pressure and under vacuum.  Due to the manner of this study, here 

slit-width and lens position are considered individually, with gate delay and 

width combined as a single instrument parameter.  The length of each bar in 
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Figure 5-35 represents the difference between the maximum and minimum QF 

values recorded whilst varying that particular hardware parameter.  
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Figure 5-35 Impact on QF of gate delay/width, lens position and slit-width at atmospheric 

pressure and under vacuum

Figure 5-35 indicates that variations of gate width/delay have the greatest impact 

on the QF of the LIBS spectra; more so under vacuum as the plasma emission 

decays more rapidly, leading to a shorter window of opportunity in which to 

capture useful, intense, well-resolved spectra. Under vacuum the slit-width has a 

greater bearing on the QF than at atmospheric pressure; at atmospheric pressure 

variations in the measured FWHM are due to Stark broadening of the emission 

lines, whereas under vacuum the instrumental broadening profile, i.e. the slit 

width, dominates.  The lens position is seen to have a greater impact on the 

ultimate QF value at atmospheric pressure rather than under vacuum; pre-
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ablation breakdown in the ambient atmosphere when focussing the laser above 

the sample surface is not an issue under vacuum.

5.11 Comparison of Manual Optimisation and RSM Studies:

Atmospheric Pressure

Table 5-9 shows the maximum optimum QF value measured during the manual 

hardware optimisation and that predicted by the RSM model, and the hardware 

parameter settings required to produce these maxima at atmospheric pressure.

Table 5-9 Comparison of Manual and RSM Optimisation: Atmospheric Pressure

Manual RSM

Delay (ns) 1300 952.953

Width (ns) 900 1000

Lens Position (mm) 15 14.8148

Slit-width (µm) 200 260

Optimum QF 47.92 53.7069

The data listed in Table 5-9 are reproduced graphically in Figure 5-36 for ease of 

comparison.  It is apparent from Figure 5-36 that the QF value predicted by the 

RSM model is very close to that determined from the manual optimisation of the 

hardware.  

The values of gate delay, gate width, lens position and spectrometer input slit-

width predicted by the RSM model to yield the optimum QF value at 

atmospheric pressure are all similar to those deduced from the manual hardware 

optimisation.
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Figure 5-36 Comparison of manual and RSM optimisation: atmospheric pressure.  Settings 

of slit width, lens position, gate delay and gate width yielding the greatest QF are shown.

5.12 Comparison of Manual Optimisation and RSM Studies:

Vacuum

Table 5-10 lists the RSM model predicted QF value and that determined from the 

manual parametric investigation, and the instrument parameter settings required 

to produce said QF values.  The data presented in Table 5-10 are reproduced 

graphically as Figure 5-37 for ease of comparison. 

Table 5-10 Comparison of Manual and RSM Optimisation: Vacuum

Manual RSM

Delay (ns) 900 576.513

Width (ns) 1300 745.712

Lens Position (mm) 10 15

Slit-width (µm) 10 120

Optimum QF 1238.76 262.32
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Figure 5-37 Comparison of manual and RSM optimisation: vacuum

It is immediately apparent that the RSM-predicted QF is almost a factor of five

lower than the measured value as determined from the manual parametric 

investigation.  The predicted and manually measured optimal instrument setting 

values differ much more under vacuum than those recorded at atmospheric 

pressure, as presented in Section 5.11.  The RSM model prediction of the 

optimum slit-width, in particular, is awry.  

It has previously been established that the StatGraphics software is only 

equipped to apply a combination of linear and second order polynomial fits to the 

data put into the RSM model, and any data following a different trend will be 

misrepresented.  It should also be recalled that the software optimisation of the 

RSM experimental design necessarily reduces the accuracy of any fit to the input 

data.  Also, each data-set inputted into the RSM model was the average of only 
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two sets of ten accumulated spectra, so errors in the RSM predictions may well 

be attributed to erroneous data points.    

5.13 Summary
A system was designed and constructed that permitted LIBS investigations of 

silicon samples at atmospheric pressure and under an ambient pressure of ~ 10-6

mbar.  Large differences in both the intensity and FWHM of emission lines from 

laser-induced silicon plasmas were observed with respect to ambient pressure, as 

indicated in Figure 5-1.  The Response Surface Methodology was applied to the 

optimisation of the instrument parameters in order to yield spectra of the highest 

potential usefulness at both atmospheric pressure and under vacuum.  A quality 

factor (QF) was conceived as the response for a multivariate parametric analysis 

of the instrument parameters conducting using the software package 

StatGraphics 5.1.  

Using the StatGraphics software a series of experiments was designed, optimised 

retaining a moderate level of design accuracy, and performed; and hence the 

response of the LIBS system predicted.  A manually performed parametric study 

of the LIBS apparatus settings was conducted to characterise the true response of 

the LIBS system and thus validate, or refute, the accuracy and applicability of the 

RSM technique in this instance.  

The RSM model suggested that spectra displaying higher QF should be observed 

under vacuum conditions.  Furthermore, as indicated by Figure 5-20, the RSM 

model predicted that there are four crucial instrument parameters governing the 
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QF behaviour at atmospheric pressure:  linear gate delay, gate width and lens 

position components, and a quadratic gate delay dependent term.  Conversely, 

the RSM model predicted that only two instrument parameters were critical in 

governing the QF response under vacuum: a linear slit-width term and a 

quadratic delay component.  

The Pareto charts displayed in Figures 5-20 and 5-21 indicated that the RSM 

model considered the spectrum capture delay to play an important role in 

governing the QF values at both atmospheric pressure and under vacuum.  

Indeed, this consideration seems valid as the characteristics of LIBS plasmas 

have been shown in Chapter 4 to vary markedly with respect to time.  The RSM 

model points to the fact that the laser-focussing lens-position has an important 

impact on the QF behaviour at atmospheric pressure, which was verified by the 

manually performed parametric study.  The RSM model also hinted at the 

heightened importance of the spectrometer input slit-width on the QF behaviour 

under vacuum; again this conclusion was corroborated by the manually 

performed parametric study.

The RSM study results compared favourably with those arising from the manual 

parametric study; the RSM predictions correlated more closely with the manually 

measured data at atmospheric pressure, as evident from Sections 5.11 and 5.12. 

It was predicted by the StatGraphics model that silicon LIBS spectra displaying 

the best possible compromise of resolution and sensitivity should be observed 

under vacuum conditions, which was been confirmed to be the case.  

Discrepancies between the RSM model and experimental observations are due to 
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the fact that StatGraphics is only capable of fitting first or second order 

polynomial models to the input data set.  As was shown in Figure 5-12, the input 

data need not necessarily follow either of these models, but will still be modelled 

as such.  By its nature, and limitations, RSM may never fully describe a complex 

system, but can offer a useful insight into the general trends and any interactions 

occurring; in this regard the Response Surface Methodology was proven to be a 

success in broadly predicting the behaviuor of the LIBS system.

We consider now the outcomes of the manually performed parametric study, 

which described the true response of the LIBS hardware arrangement.  The QF 

response at atmospheric pressure, as presented in Figure 5-22, featured a large 

range of gate delay and width values that yielded a broadly similar QF values in 

the range 20 -30.  By contrast, Figure 5-27 shows that a much higher optimum 

spectrum QF is observed under vacuum, but there is a much smaller range of 

gate delay and width values that yield an appreciable QF.  The rapid plasma 

expansion under vacuum leads to a smaller temporal window in which to capture 

plasma emission; the gate delay and width settings are thus more critical in 

providing useful LIBS spectra under vacuum.

It was seen in Figure 5-34 that the spectrometer input slit-width has a greater 

impact on the QF under vacuum than at atmospheric pressure.  Stark broadening 

of the emission lines is more prevalent at atmospheric pressure, as plasma 

confinement by the ambient atmosphere incurs higher plasma electron densities.  

At atmospheric pressure, Figure 5-24 indicates that varying gate delay may alter 

the FWHM by up to 3 nm.  Therefore, at atmospheric pressure, the dominant 
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contribution to emission line FWHM measurement is the width of the peaks 

themselves.  Under vacuum conditions, where little Stark broadening is evident, 

the dominant contribution to the emission line FWHM is the instrumental 

broadening profile, which depends on the spectrometer input slit-width.  

Considering Figure 5-29, the FWHM of the LIBS emission lines observed under 

vacuum is virtually constant throughout the majority of the parameter space. 

Comparing Figures 5-26 and 5-31 we observe that the LIBS spectrum 

background is very much lower under vacuum, in the range 26 -171 arbitrary 

units, than at atmospheric pressure where a range of 30 -3160 arbitrary units is 

recorded.  The LIBS background noise is due primarily to the plasma continuum 

emission, which is in turn dependent on the free-electron density of the plasma.  

Under vacuum conditions, pa ~ 10-6 mbar, the plasma expands freely due to lack 

of confinement by the ambient atmosphere; this reduces the electron density of 

the plasma which in turn decreases the emission spectrum background noise.

Figure 5-33 reveals that there is a complex relationship between laser focussing 

lens position and the observed QF of the emission spectra.  Varying the position 

of the focussing lens alters the spot size of the laser at the sample surface.  QF 

minima are observed under atmospheric pressure and under vacuum when 

focussing the laser at the sample surface and at either extreme of lens travel.  

When focussing at the sample surface the spot size is reduced, therefore a smaller 

volume of material is ablated; this leads to a drop in emission intensity to the 

detriment of the QF response.   At the extremes of lens travel the spot size at the 

sample surface has become so large that the effective laser fluence is reduced; 
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this again leads to a lesser volume of target material ablation and lower emission 

signal intensity.  Figure 5-33 also reveals that focussing the laser in front of the 

sample surface is detrimental to the observed QF response.  When focussing the 

laser above the target surface, breakdown in the ambient atmosphere is induced 

at the focal volume of the laser beam; this effectively reduces the laser energy 

available for sample ablation and reduces the plasma emission intensity.  The 

issue of pre-ablation breakdown in the ambient gas is a greater problem at higher 

ambient pressures, as corroborated by Figure 5-35.

It must be stressed that the parametric investigation conducted here was 

concerned solely with maximising the emission spectrum QF, as defined in 

Equation 5.2, with respect to six neutral silicon emission lines in the wavelength 

range 250 -254 nm.  It should also be stressed that the definition of QF was 

employed solely to permit the LIBS instrument’s complex behaviour to be 

modelled as a single response.  The QF definition stated in Equation 5.2 does not 

allow for LIBS spectrum optimisation in all cases; as it does not, for example, 

take account for the need to detect minor element emission lines in a complex 

sample matrix, or the desire to perform quantitative measurements. 

The instrument parameters determined herein to maximise QF are certainly not 

considered to be applicable across all LIBS investigations.  The behaviour of 

laser-induced plasmas is subject to variations in sample composition, laser 

wavelength and pulse duration, ambient gas composition and pressure etc.

(Tognoni et al. 2002).  Considering the LIBS apparatus described here, if a 

different wavelength range of the emission spectrum was monitored, or if singly 
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or doubly ionised silicon emission lines were considered instead of neutral lines, 

then the instrument parameters necessary to maximise QF will differ from those 

presented here.  

This is, perhaps, further evidence of one of the major shortcomings of the LIBS 

technique.  Aside from the plasma analysis problems arising from 

inappropriately applied local thermal equilibrium assumptions, and a lack of a 

thorough understanding of the physical processes governing laser-induced 

breakdown emission, there is a lack of standardisation across the LIBS 

community.  With virtually infinite scope for LIBS hardware variations, it is 

extremely difficult to perform direct comparisons between LIBS results captured 

by different systems.   Indeed, such is the complexity of the typical LIBS set-up 

that direct comparisons may ultimately be impossible; a LIBS system designed 

and optimised to perform properly under specific operating conditions may well 

produce meaningless data when applied to a different situation.  
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6 Mass Spectrometry

6.1 Introduction
Mass Spectrometry (MS) is an analytical tool employed across a multitude of 

disciplines; a comprehensive review covering each of the many varied MS 

techniques lies beyond the scope of this thesis. This section presents a review of 

the fundamental principles underlying the operation of the mass spectrometer, 

with a primary focus on the quadrupole mass analyser and the Residual Gas 

Analyser (RGA) as employed in this work.  

Section 6.2 introduces the concept of mass spectrometric analysis and ion 

separation according to mass to charge ratio.  The electron ionisation source is 

described and the operating conditions and maximum ambient pressure 

constraints of the MS are considered in terms of the ion free path.  The 

construction and operation of the quadrupole mass analyser are detailed, and the 

trajectories of ions accelerated through the quadrupole field considered.  Finally, 

a brief description of the RGA and its typical applications is given.  

Section 6.3 details the experimental set-up and the results obtained when 

monitoring laser ablation under vacuum, with the RGA mounted in the 

traditional chamber ‘sniffing’ configuration.  Section 6.4 details the design and 

construction of apparatus enabling the RGA to perform direct line-of-sight 

analyses of the laser-induced plasmas, and the results obtained from this 

hardware configuration.  A summary of the results of these investigations is 

given in Section 6.5.
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6.2 Principle of the Mass Spectrometer
The mass spectrometer separates ions according to their mass to charge ratio, 

m/z.  

Source Analyser Detector ComputerSource Analyser Detector Computer

Figure 6-1 Block diagram of a typical mass spectrometer

Figure 6-1 illustrates the main components of a typical mass spectrometer.  Upon 

introduction into the MS, gas-phase analyte ions are generated by the ion source, 

subsequently extracted via suitable ion optics, and then accelerated towards the 

mass analyser.  Mass separation may occur by exploiting the differences in the 

ion Time-of-Flight (ToF), or from the variation in trajectories of ions subject to 

electric and/or magnetic fields.  The mass resolved ions are detected and counted, 

producing a mass spectrum of the relative intensities of each m/z considered.  

Generally the charge state z of the ions produced and analysed in a mass 

spectrometer is 1, so the ion mass to charge ratio m/z may be considered as 

analogous to the ion mass in amu.  A computer is employed to synchronise and 

control the whole process, and to record and output the obtained data in a user-

friendly format.  

Scanning mass analysers, such as the quadrupole, transmit ions of different m/z

successively with respect to time (de Hoffmann and Stroobant 2003) and as such 

are poorly suited to transient events, such as laser ablation (Kuzuya et al. 1998).  

Some mass analysers allow for the simultaneous detection of all ions; the ToF 
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MS is particularly well suited to laser ablation analyses as it requires ions to be 

formed in pulsed ‘packets’ (de Hoffmann and Stroobant 2003).

6.2.1 The Electron Ionisation Source

Gaseous 
sample inlet

Ionisation space

Anode: 
electron 

discharge

Extracting lens

Focussing lens

Accelerating lens

To mass analyser

Electron 
trajectory

Cathodic
filament: 
electron 
emitter

Electron 
accelerating 
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Figure 6-2 Schematic diagram of a typical electron ionisation source

For mass spectrometric analysis, gas-phase ions of the analyte must be created 

by, for example, electron ionisation (EI):

  eMeM 2 (6.1)

The EI source produces ion beams of excellent stability and low energy spread 

(Farmer 1963), allowing for good repeatability and accuracy.  Most modern EI 

sources are simple devices based on those developed by Bleakney (Bleakney 

1929) and Nier (Nier 1939).  The EI source comprises of a heated filament, 
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usually fabricated from tungsten (Elliott 1963, O’Hanlon 2003) or thoriated 

iridium (Chambers 2005), which emits electrons that are accelerated across the 

source region to an anode.  As the electrons traverse the ionisation space they 

interact with the gaseous analyte molecules that have been injected via the source 

inlet.  Each electron may be treated as a wave, the wavelength λ of which is 

given by (de Hoffmann and Stroobant 2003):

mv
h

 (6.2)

where h is Planck’s constant, m is the electron mass (9.12 × 10-31 kg) and v its  

velocity.  When this wavelength approaches the bond lengths of the analyte 

molecules, complex energy transfer processes take place leading to electronic 

excitations and subsequently an electron is expelled from the analyte (de 

Hoffmann and Stroobant 2003).  

The ions created in the source are extracted, focussed and accelerated towards

the mass analyser by a series of ion optics plates.  The ion yield at a given 

filament electron energy varies from gas to gas.  Figure 6-3 shows typical curves 

for the number of ions produced versus electron energy for N2 and He.  The 

maximum ion yield for most gases relates to electron energies in the range of ~ 

50 to 90 eV; for this reason an electron energy of 70 eV is usually chosen for 

general analytical work (O’Hanlon 2003, Farmer 1963).  The EI source produces 

ion beams of excellent stability and low energy spread (Farmer 1963), allowing 

for good repeatability and accuracy.  At a given acceleration potential and at a 

constant temperature the number of ions q produced per time in a volume V is 
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linked to the source pressure pa by Equation 6.3 (de Hoffmann and Stroobant 

2003):

iVpq a (6.3)

where κ is a constant of proportionality and i is the electron current.  On average 

one ion is produced per every 1000 analyte molecules entering the ion source 

under normal operating conditions (de Hoffmann and Stroobant 2003).
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Figure 6-3 Number of ions produced by the EI source as a function of electron energy

6.2.2 Ion Free Path

Mass spectrometers must function under high vacuum to reduce collisions 

between analyte ions and other residual gas molecules within the instrument (de 
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Hoffmann and Stroobant 2003, O’Hanlon 2003).  Ions colliding with the 

instrument walls are neutralised, and hence these ions cannot be detected by the 

mass spectrometer.  Ion/molecule collisions may also lead to unwanted reactions

inside the MS, increasing the complexity of the resultant mass spectra.  

The mean free path L of ions within the mass spectrometer (at a temperature of 

300K) may be approximated (de Hoffmann and Stroobant 2003, O’Hanlon 2003) 

by:

ap
L

3106.6 
 (6.4)

where pa represents the pressure inside the instrument measured in mbar, and L is 

measured in cm.  In a mass spectrometer the mean free path should be of the 

order of 1 metre, leading to a maximum theoretical operating pressure of 6.6 × 

10-5 mbar.  Mass spectrometers equipped with an EI source must also be operated 

at high vacuum to protect the EI filament (O’Hanlon 2003). In practice mass 

spectrometers may be operated at slightly higher pressures; the MKS 

MicroVision Plus RGA, for example, will function adequately at a maximum 

pressure of ~ 1 × 10-4 mbar (MKS Instruments Inc. 2004).  
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6.2.3 The Quadrupole Mass Analyser
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Figure 6-4 Schematic diagram of quadrupole mass analyser

The quadrupole design was first described by Paul and Steinwegen in the 1950s 

(Dawson 1976).  Analyte ions are generated externally to the mass analyser, 

usually by electron ionisation.  The quadrupole mass filter separates ions 

according to their m/z ratios by exploiting the stabilities of ion trajectories in 

oscillating electric fields (Reuben et al. 1996).     The quadrupole analyser is 

comprised of four perfectly parallel rods having a circular, or preferably 

hyperbolic, cross-section (de Hoffmann and Stroobant 2003).    The rods are 

arranged symmetrically and all lie a distance r0 from the central point of the 

arrangement; the rod separation is therefore 2r0.  
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Ions entering the mass analyser are subject to an electric field generated by the 

application of a combined radio frequency (RF) and direct potential to the four 

rods. The ions will follow either a stable or unstable trajectory according to their 

m/z and the rod potential.  In Figure 6-4 an example stable ion trajectory is 

represented by the wavy blue arrow, two unstable trajectories by the red and 

green arrows.  Ions following stable trajectories will successfully traverse the 

mass analyser; ions following unstable trajectories will collide with the 

quadrupole rods and are neutralised.

Identical positive and negative potentials Φ0 are applied to opposite pairs of rods: 

 tVU cos0  and   tVU cos0  (6.5)

where ω is the angular frequency = 2πf, with f the frequency of the RF signal.  U

is the magnitude of the direct potential and V is the zero-to-peak amplitude of the 

RF voltage.  Typically U may vary from 500 to 2000 V and V from 0 to 3000 V 

(de Hoffmann and Stroobant 2003).  
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6.2.4 Ion Trajectories through the Quadrupole Mass Filter

xz plane

yz plane

xz plane

yz plane

Stable along both x and y:

Stable along y, unstable along x:

Figure 6-5 Example ion trajectories in quadrupole mass analyser; ion motion from left to 

right

The trajectory of a given ion entering the quadrupole mass analyser in the z

direction oscillates in the x and y directions, and is determined by the m/z ratio of 

the ion and the potentials applied to the rods.  For each m/z value there exists a 

set of rod potentials at which the ion trajectory will be stable, allowing the ion in 

question to traverse the mass analyser and subsequently be detected; ions of any 

other m/z values follow unstable trajectories and will collide with the quadrupole 

rods.   Figure 6-5 shows examples of such ion trajectories.  In the upper half of 

the diagram are shown the x-z and y-z components of an ion following a stable 

trajectory, successfully traversing the mass analyser and going on to the detector.  

The lower half of Figure 6-5 represents the x and y motion components of an ion 
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having a stable y-z plane trajectory, but an unstable x-z trajectory; this ion crashes 

into one of the rods and is neutralised.  

The ions are accelerated through a constant potential in the z direction by ion 

optics at the interface of the ion source and the quadrupole, and as such may be 

considered as maintaining a constant velocity along the z axis of the analyser.  

The forces arising from the rod potentials +Φ and –Ф accelerate the ions in the x

and y directions; assuming a uniform quadrupole electric field these forces are 

described by (de Hofmann and Stroobant 2003):

x
ze

dt
xdmFx 


 2

2

, 
y

ze
dt

ydmFy 


 2

2

(6.6)

where m is the ion mass, z is the ionisation/charge state, e is the electron charge 

and Ф is a function of Ф0:

       
    

2
0

22

2
0

22
0

.
cos

r
tVUyx

r
yx

yx





 (6.7)

Rearranging Equations 6.6 and 6.7, and considering here only the case for the x-

component of the ion motion we obtain:

  







 



 2
0

22

2

2 cos
r

tVUyx
x

ze
dt

xdm  (6.8)

Performing the partial derivative in Equation 6.8 we yield:
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 
2

0
2

2 cos2
r

tVUxze
dt

xdm 
 (6.9)

Rearranging Equation 6.9 we obtain the equation of motion for the ion in the x

direction:

  0cos2
2

0
2

2

 xtVU
mr

ze
dt

xd
 (6.10)

Similarly the equation of ion motion in the y direction may be derived:

  0cos2
2

0
2

2

 ytVU
mr

ze
dt

yd
 (6.11)

An ion’s trajectory is considered stable if the ion never touches the quadrupole 

rods i.e. the values of x and y never reach r0 (de Hoffmann and Stroobant 2003).  

In order to deduce the values of x and y, Equations 6.10 and 6.11 must be 

integrated.  The Mathieu Equation was developed by the physicist Mathieu in 

1866 to describe the motion of waves in membranes (de Hoffmann and Stroobant 

2003), and is given (Reuben et al. 1996):

  02cos22

2

 uqa
d

ud
uu 


(6.12)

where the suffix u may represent either x or y.
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Comparing Equation 6.12 with Equations 6.10 and 6.11, and recalling that the 

potential along y has the opposite polarity to that along x, the equations of ion 

motion in the quadrupole field may be expressed in the form of the Mathieu 

equation (de Hoffmann and Stroobant 2003, Reuben et al. 1996), using the 

following substitutions:

2
t

  (6.13)

2
0

2

8
rm

zeUaaa yxu 
 (6.14)

2
0

2

4
rm

zeVqqq yxu 
 (6.15)

The nature of the Mathieu equation is well understood and is covered in more 

detail elsewhere (Dawson 1976); only the nature of the solutions is discussed 

here, and it is sufficient merely to recognise that the equation relates the x and y 

co-ordinates of an ion with time.

For a given quadrupole arrangement r0 is fixed and ω is maintained constant; U

and V are variables (de Hoffmann and Stroobant 2003).  The x and y co-ordinates 

of a given ion depend on the values of U and V; if these values are such that x

and y never reach r0 then the ion trajectory is stable.  For an ion of a given mass, 

the values of U and V that promote a stable ion trajectory may be illustrated on 

an au,qu diagram, as shown in Figure 6-6.  The shaded portions of Figure 6-6 

represent areas of ion trajectory stability; the upper portion of the illustration 

represents values of au and qu giving trajectories stable along x, the lower portion 
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those giving rise to stable trajectory along y.  Where the x and y stability zones 

overlap (the regions labelled A, B, C and D), the ion trajectory is stable along 

both x and y and the ion successfully traverses the quadrupole to the detector.
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Figure 6-6 Ion stability regions: an au,qu diagram for a given mass

It can clearly be seen from Figure 6-6 that the largest area of x and y stability 

overlap is that labelled A; this region is shown expanded inset in Figure 6-6.  The 

upper part of the area A, for positive au, is shaded, and is that generally exploited

in mass spectrometry.  If we recall the relationships given in Equations 6.14 and 

6.15 namely: 

2
0

2

8
rm

zeUau 
   and 2

0
2

4
rm

zeVqu 

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then we may deduce that (de Hoffmann and Stroobant):

e
r

z
maU u 8

2
0

2
 (6.16)

e
r

z
mqV u 4

2
0

2
 (6.17)

The last term in both Equations 6.16 and 6.17 is a constant as the quadrupole 

mass filter operates at a fixed ω, and r0 is also constant for a given pole-piece 

arrangement.  From these two equations it is evident that altering the m/z value to 

monitor ions of sequential masses will result in a proportional multiplication of 

au and qu; therefore the size of the upper half of the stability region labelled A in 

Figure 6-6 will change from mass to mass (de Hoffmann and Stroobant 2003, 

Reuben et al. 1996).   

U

V

m1

m2

m3U

V

m1

m2

m3

Figure 6-7 Stability regions of U and V for ions of masses m1 < m2 < m3

Figure 6-7 represents in a U, V diagram the areas of the upper portion of the 

region A for three different masses, m1 < m2 < m3.  The stability regions of U and 
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V values for each of the masses are represented by the dotted lines.  The solid 

line drawn over Figure 6-7 represents a scan of constant U/V which allows for 

the successive detection of different masses.  Masses may be unambiguously 

resolved only if the line of constant U/V intercepts a single stability region at a 

given time; the greater the gradient of this line, the better the instrument mass 

resolution.   

6.2.5 Ion Detection

Having created and mass filtered the analyte ions, some method of detection and 

counting is required.  The transmitted ion current may be measured directly using 

a Faraday cup, or using a more sophisticated means involving multiplication of 

the ion current (Chambers 2005).  The principle of the Faraday cup is shown in 

Figure 6-8.

S
F

Electrometer

M+

S
F

Electrometer

S
F

Electrometer

M+

Figure 6-8 The Faraday Cup

The positively charged ions, M+, exiting the mass filter enter the cup shaped 

electrode, labelled F, and neutralise on its surface, giving rise to an equal electron 

current in the circuit which is measured by the electrometer.  A suppressor plate, 

labelled S, repels back into the cup any secondary electrons created from the 

initial ion impact (Chambers 2005).  The ion currents measurable using the 
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Faraday cup are relatively high; the minimum ion current measurable above 

noise levels is approximately 10-14 A, which corresponds to a minimum 

detectable partial pressure of approximately 10-9 mbar (Chamber 2005).  Greater 

sensitivity may be provided with the use of an electron multiplier, the principle 

of which is illustrated in Figure 6-9.

M+ e-M+M+ e-

Figure 6-9 The Electron Multiplier

The electron multiplier is typically constructed from a curved glass channel 

coated with a dynode material that features a high secondary electron emission 

yield.  An ion entering the multiplier channel is incident on the interior surface, 

liberating secondary electrons.  An accelerating potential, generally 1-2 kV 

(Chambers 2005) is applied across the dynode, accelerating the secondary 

electrons from the entrance towards the exit.  

The secondary electrons then themselves impact the multiplier walls, thus 

liberating further secondary electrons, and so on.  The cascading secondary 

electrons exit the electron multiplier and the resulting current is measured with 

an electrometer.  The gain of such an electron multiplier may reach 107 (de 
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Hoffmann and Stroobant 2003) but is typically of the order of 106 (Chambers 

2005, O’Hanlon 2003); the minimum detectable partial pressure using an 

electron multiplier is of the order 10-14 mbar (Chambers 2005).

  

6.2.6 Instrument Resolution

m m+δmm m+δm

Figure 6-10 The Concept of mass spectrum peak resolution

The resolution of a mass spectrometer is a measure of its ability to discriminate 

between two adjacent masses m and m+δm; the smaller the mass difference an

instrument may discern, the better its resolution.  The concept of mass spectrum 

peak resolution is illustrated in Figure 6-10.  The dotted line represents the 

fraction of peak height at which the two peaks of masses m and m+δm may be

clearly resolved.  

The American Vacuum Society recommends that two adjacent peaks may only 

be considered as being clearly resolved when this value is no greater than 5% of 

the height of the weaker peak (Chambers 2005).  If δm represents the smallest 
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mass difference for which two peaks m and m+δm can be resolved, then the 

resolution of the instrument R is defined by (de Hoffmann and Stroobant 2003):

m
mR


 (6.18)

6.2.7 The Residual Gas Analyser

The Residual Gas Analyser (RGA) is a simple mass spectrometric device, 

typically consisting of a quadrupole mass filter coupled with an electron 

ionisation source and a Faraday cup and/or an electron multiplier detector.  The 

RGA is employed primarily to monitor the gaseous composition within 

evacuated vacuum vessels; the so-called residual gases.  Changes in gas 

composition may be recorded with respect to time, to allow for accurate process 

control.  

The RGA generally operates at unit mass resolution; that is to say it may only 

resolve integer m/z values (Chambers 2005, O’Hanlon 2003).  As the RGA is 

limited to integer m/z resolution it cannot discriminate between residual gases of 

similar mass; for example the RGA will sense both N2 (28.0061 amu) and CO2

(27.9949 amu) as an integer mass value of 28 amu.  The RGA quadrupole mass 

filter performs rapid scans of m/z values from 1 to typically 100, although 

commercially available RGA devices may extend this mass range up to m/z= 300 

(MKS Instruments Inc. 2004).  The RGA does not provide the mass range or 

precision of traditional mass spectrometers found in analytical laboratories, but is 

relatively inexpensive and easier to operate and deploy in comparison.  
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Regardless of its precision shortfalls, the versatility, ease of operation and 

relatively low cost of the RGA have seen it employed extensively in research and 

industrial applications.  Herbert employed several RGAs to monitor the beam 

line of the Daresbury Synchrotron Light Source (Herbert 1996).  RGAs may be 

found as online process monitoring tools (Dixon 1997), and are commonly

employed as vacuum system leak detection instruments (MKS Instruments Inc. 

2004).

6.3 LAMS Employing the Traditional RGA Configuration
For routine leak detection or background gas analysis the RGA is generally 

mounted on a port directly adjacent to the chamber (O’Hanlon 2003).  This 

section details the experimental work and the results obtained when monitoring 

laser ablation events with the RGA mounted in this traditional configuration:

adjacent to the vacuum chamber and not in a direct line-of-sight with the laser-

induced plasma plumes.  Neutral and ionic species generated during the laser 

ablation of silicon, copper and Fecralloy (Fe 72.8%, Cr 22%, Al 5%, Zr trace, Y 

trace) were monitored with the RGA, the effect of laser repetition rate on the 

resultant mass spectra was quantified, and preliminary materials compositional 

analyses are reported. 

6.3.1 Experimental set up

A set of apparatus was designed and constructed to facilitate simultaneous LIBS 

and LAMS plasma diagnostics.  The MS analyses were performed using a 

commercially available RGA- the MicroVision Plus supplied by MKS Spectra, 

which has a mass range of 300 amu and unit mass resolution.  The MicroVision 
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plus employs a quadrupole mass filter coupled to an EI ion source and a 

combined Faraday cup/electron multiplier ion detection system.  The use of this 

RGA enforced a constraint on the maximum ambient pressure for these 

investigations; the maximum operating pressure of the RGA is 1 × 10-4 mbar 

(MKS Instruments Inc. 2004).  The apparatus shown schematically in Figure 6-

11 allows for the simultaneous LIBS and LAMS investigation of solid or gaseous 

analytes.  

Figure 6-11 Schematic diagram of the combined LIBS / MS apparatus

The chamber, pumping set, gauges, laser, sample stage and optical emission 

spectroscopy apparatus are identical to those described in Section 5.4.  The laser 

acts as both an excitation source for LIBS and as a sampling method to volatilise 

the analyte into the gaseous phase for introduction into the RGA.  For most of the 

LIBS/LAMS experiments described here the laser was operated at a repetition 
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rate of 1Hz unless otherwise specified.  In order to maximise the amount of 

ablated material entering the gas phase the samples were positioned at the focal 

point of the focussing lens; this improves the sensitivity of any RGA 

measurements.  As previously discussed, the x-y stage was used to position the 

samples such that each analysis was performed on a fresh sample surface.

Figure 6-12 Schematic diagram of the ablation chamber vacuum pump-set

Figure 6-12 illustrates the vacuum chamber, pump-set and measurement 

apparatus with the RGA installed adjacent to the chamber.    The RGA was 

mounted vertically from the base of the vacuum chamber and hence was not in 

direct line-of-sight of the laser ablation plume; therefore the RGA does not 

sample the plume directly, but rather analyses the residual gases present in the 
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chamber and monitors their respective partial pressures.  The RGA was 

controlled using MKS Instruments’ Process Eye Professional v5.22.0 software 

and the data obtained manipulated using MKS Instruments’ Recall v5.22.0 

software.  

Figure 6-13 The MKS Microvision RGA ion source assembly†

The RGA’s integral electron ionisation ion source ordinarily ionises neutral gas 

species for subsequent mass analysis.  The MicroVision EI ion source features a 

repeller plate that accelerates the analyte ions towards the mass filter region, 

shown expanded in Figure 6-13.  Ionic species generated in the laser-induced 

plasmas cannot be monitored by the RGA using the standard source 

configuration, as the repeller plate repels any ions generated externally to the ion 

source.  Removal of the EI source repeller plate enables ionic species generated 

externally to the source to enter the mass filter for analysis; in this way the RGA 

                                                

† Taken from the MicroVision+ RGA manual, Hickson J., MKS Instruments Inc., 2005, page 41.
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may be configured to monitor either neutral or ionic plasma plume constituents at 

any given time.

When recording over large mass ranges the scan time of the RGA is long (10.52 

seconds for a 300 amu scan) compared with the transient laser ablation event. To 

increase the scan frequency only masses known to be of interest were monitored.  

Initial background mass spectra were obtained before laser ablation of the sample 

was carried out.  It was assumed that the sample materials used were 

homogeneous and that no compositional change with depth due to laser drilling 

occurred.  All mass spectra were captured using a gain of 20000 on the Faraday 

cup detector and the electron multiplier active, providing a minimum detectable 

partial pressure of 2.7 x 10-11mbar (MKS Instruments Inc 2004).

Preliminary LAMS studies of silicon were performed to determine whether the 

RGA could detect an increase in the residual chamber gas partial pressures.  The 

vacuum pump-set was used to reduce the chamber pressure below the maximum 

operating pressure of the RGA, attaining a chamber base pressure of ~ 10-6 mbar; 

all experiments were conducted at this base pressure.  The RGA was 

programmed to scan repeatedly through a range of m/z ratios from 1 to 300 amu; 

an increase in the partial pressures of the gaseous species inside the chamber was 

observed as the laser was fired.  It is inferred that this increased gas load was due 

to the ablation of the target material, and thus may be analysed to determine the 

composition of the sample.  Initial LIBS/LAMS investigations were conducted in 

order to determine whether the RGA was able to accurately discern the isotopic 

ratio of copper and validate the use of the system.  
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The optimum repetition rate for the laser was found by performing LAMS of 

copper at various laser pulse frequencies, 1, 2, 5 and 10 Hz.  Simultaneous 

LIBS/LAMS analysis of Fecralloy (Fe 72.8%, Cr 22%, Al 5%, Zr trace, Y trace) 

was conducted to determine whether either technique can be employed to detect 

trace amounts of minor elements in a major element matrix.  The RGA EI 

filament was degassed prior to each set of readings.

6.3.2 Results: LAMS of Silicon
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Figure 6-14 Bar chart mass scans taken before and immediately after laser ablation of 

silicon

Figure 6-14 is a bar chart mass scan illustrating the change in partial pressure of 

the chamber residual gases during laser ablation of silicon; the grey bars 
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represent the partial pressures before ablation, the white bars represent the partial 

pressures recorded immediately after laser ablation.  The RGA is operated in its 

conventional mode, employing the EI source to monitor neutral residual gas 

species.  The bar chart mass scan before laser ablation indicates that the residual 

gases are those one might expect at an ambient chamber pressure of 10-6 mbar. 

Peaks at 16 (O), 17 (OH) and 18 (H2O) amu are typical of water contamination, 

28 (N2), 32 (O2) and 44 amu (CO2) are indicative of residual air, and the peaks at 

41, 43, 55 and 57 amu are characteristic fragments of mechanical vacuum pump 

oil contamination (O’Hanlon 2003). 

Considering the mass scan after laser ablation, it is clearly evident that there is a 

large contribution to the partial pressures from the pump oil contamination.  The 

large peak at 2 amu is due to the dissociation of hydrogen from the hydrocarbon 

pump oil molecules.  The other partial pressure increases are due primarily to 

pump oil fragments.  Saturated straight chain hydrocarbons are characterised by 

groups of fragment peaks at centres of 14 amu apart coinciding with the number 

of carbon atoms in the chain fragment (O’Hanlon 2003).  The fragment group for 

C1 spans 12 to 16 amu; C, CH, CH2, CH3, CH4.  Higher carbon group fragments 

display similar ranges: C2 24-30 amu, C3 36-44 amu, C4 48-58 amu and so on.  

As the RGA only has unit mass resolution it is difficult to ascertain whether an 

increase in m/z of 28 is due to the ablated silicon (28.0855 amu) or the pump oil 

fragment C2H4 (28.0538 amu).  A molecular sieve foreline trap is employed in 

order to reduce pump oil contamination, but this is shown to be ineffective in this 

case, showing the importance of using dry pumps on such systems.
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The pump oil contamination was detected when monitoring the neutral residual 

gas species; it was hoped that if the ionic species from the plasma were generated 

then this problem may be overcome.  Also copper has isotopic peaks at 63 and 65 

amu which were found to have a low pump oil contribution.

6.3.3 Simultaneous LIBS and LAMS of Copper

In an attempt to overcome the problem of pump oil contamination corrupting the 

partial pressure scans, it was decided to analyse a sample of a specific mass that 

did not display significant partial pressure increase during the laser ablation of 

silicon as described in the previous section.  Copper was chosen as a suitable, 

vacuum compatible, readily available sample, having isotopes of masses 63 and 

65 amu; from Figure 6-14 it can be seen that there is negligible pump oil 

contribution to these masses, so any change in their partial pressures may be 

ascribed to an increased copper vapour gas load from laser ablation of the 

sample.

Prior to the MS analysis of neutral and ionic species, a screening experiment 

using LIBS was performed to ascertain whether the laser-ablation of copper 

produced any copper ions under the conditions of this study.  The chamber was 

evacuated to ~10-6 mbar and a LIBS spectrum of the copper sample captured, 

shown in Figure 6-15.  The figure is the software accumulation of ten individual 

spectra, and was captured using the 2400 grooves mm-1 grating, using a gate 

delay of 600 ns, a gate width of 800 ns, an ICCD gain of 150 and a laser 

repetition rate of 1 Hz.  
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Figure 6-15 LIBS spectrum of copper, wavelength range 218-224 nm

The captured spectrum is given in black, and the predicted neutral (blue) and 

singly ionised (red) copper emission line wavelengths are overlaid for peak 

identification (CRC Press 1988).  From Figure 6-15 it is seen that there coexist 

both neutral and ionic species in the copper plasma plume; having established the 

presence of both neutral and ionic copper species, the laser-induced plasmas 

were subsequently subject to MS analyses.

Figure 6-16 shows the partial pressure traces for selected m/z with respect to time 

(scan number), observed during laser ablation of copper, and employing the 

RGA EI source to monitor neutral species.    Partial pressures of 32 amu (top 

trace, red), 16 amu (middle trace, blue) and 63 amu (bottom trace, green) were 

monitored whilst firing the laser at different repetition rates of 1, 2, and 5 Hz 

(from left to right).  
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Figure 6-16 Partial pressure trace of m/z = 16, 32, 65 during laser ablation of copper

The laser could not be operated at its maximum repetition rate of 10 Hz using 

this particular experimental set-up as the gas load from ablated material at this 

frequency is too great for the turbo pump (pumping speed 55 ls-1) to maintain the 

chamber pressure below the maximum operating pressure of the RGA (1 × 10-4

mbar).  The horizontal dashed lines across the m/z = 16 and 63 traces represent 

the limits of detectable signal (LODS) for the given masses at their respective 

pressures.  A detectable signal is defined as one being greater than 3 times the 

standard deviation of the background signal when the laser is not firing (Yueh et 

al. 2000), i.e.:  

3 xLODS (6.19)



Mass Spectrometry

220

where x is the mean background level and σ is the standard deviation of the 

background signal.  Any signal lower than this LODS cannot be clearly resolved 

from the background noise.  The background steadily rises after each run of laser 

shots due to the increased amount of gas phase ablated material in the chamber. 

The LODS was recalculated before each change in laser repetition rate to account 

for the variance in background level.

In Figure 6-16 the lower trace, mass 63 amu, represents the major naturally 

abundant copper isotope; the minor isotope mass 65 amu was also monitored but 

due to overlap is omitted from Figure 6-16 for clarity.  The middle trace, mass 16 

amu, may represent either atomic oxygen or a mechanical pump oil fragment 

CH4 within the resolution of the RGA.  The top trace, mass 32 amu, molecular 

oxygen was monitored to confirm the origin of the 16 amu peak.  It can be seen 

that the 32 amu trend remains at a constant average level while the 16 amu trend 

increases during the ablation process; therefore the contribution to m/z = 16 from 

atomic oxygen is negligible which provides further confirmation that pump oil 

contamination was present within the chamber. 

It can be seen that increasing the repetition rate of the laser is detrimental to the 

m/z = 63 signal obtained.  The mean detected partial pressure drops and the 

relative standard deviation of the signal increases, as shown in Figure 6-17.
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Figure 6-17 Mean detected partial pressure and relative standard deviation versus laser 

repetition rate

The 63 amu trace (Figure 6-16) is barely resolvable above the defined limit of 

detection with the laser pulsing at 5 Hz.  Operating the laser at higher pulse 

frequencies effectively lowers the sensitivity of the RGA.  The rise in 

background signal on the 16 and 63 amu traces is due to the increased amount of 

each respective residual gas within the chamber as a result of the laser ablation 

process.  

The partial pressure of mass 16 features a ‘saw tooth’ profile which becomes 

more evident with increased laser pulse frequency. It is believed that this is due 

to a lack of synchronisation between the short laser pulse and the RGA mass scan 

(in this case 0.87 s at a minimum detectable partial pressure of 2.0 x 10-11 mbar).   

A suitable timing and delay generator would solve this mismatch and should 

produce a steady partial pressure trace (Kuzuya et al. 1998).  
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Figure 6-18 Partial pressure of m/z = 63, 65 during laser ablation of copper- analysis of 

neutral species

Figure 6-18 shows how the 63 and 65 amu partial pressures vary with scan 

number, with the laser operating at a repetition rate of 1 Hz, and an RGA scan 

time of 0.70 s.  In contrast, Figure 6-19 shows the analysis of ions present within 

the vacuum chamber, obtained with the RGA ionisation source and ion repeller 

plate removed, and the maximum potential of 110 V applied to the ion 

accelerator plate.  Figure 6-19 clearly shows the short-lived nature of these ions, 

and reveals that the analysis of the ablated ions presents a greater problem in 

terms of synchronising the laser pulse with the RGA mass scan than when 

analysing neutrals.

At a pressure of <10-6 mbar the gas molecules and ions present in the chamber 

are in the molecular flow regime, which implies that there are no interactions 
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between the neutrals and ions, ions and ions etc. It should be noted that ion optics 

were not used to focus the ablated ions into the RGA, and therefore any ions 

entering the RGA do so in a random fashion.  As the RGA was not positioned in 

direct line-of-sight of the ablated sample, the number of ions entering the RGA is 

small compared to the number of ions colliding with the chamber walls and 

subsequently neutralised.  This short-lived nature of the ionic species leads to the 

lower sensitivity of the instrument when configured to monitor ions. 

Figure 6-19 Partial pressure of m/z = 63, 65 during laser ablation of copper- analysis of 

ionic species

Figure 6-20 compares the natural abundance of the two isotopes of copper (de 

Hoffmann and Stroobant 2003) to the relative percentage of mass 63 amu and 

mass 65 amu observed when analysing either the neutral or ionic species 

produced by laser ablation of copper.  
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Figure 6-20 Comparison of the measured neutral and ionic species signals to the natural 

abundance of Cu 63 and Cu 65 isotopes

Two different methods were employed to determine  the relative abundance of 63 

amu and 65 amu species within the vacuum chamber; measuring the average 

partial pressure signal of each mass during laser firing, or maximum peak signal 

for each mass during laser firing. These two methods were applied to the analysis 

of neutral and ionic species.  It can be seen that the average ion signal provides 

the closest correlation to the natural abundance of the two copper isotopes. A 

proposed reason for this mismatch in the neutral signals may be that pump oil 

fragments provide extra contributions to the partial pressures recorded for 63 and 

65 amu.  As the RGA quadrupole has unit mass resolution it is extremely 

difficult to ascertain the true nature of the species contributing to the partial 

pressure scans of 63 and 65 amu with the current experimental configuration. 
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6.4 RGA Operated in Line-of-Sight of the Plasmas
In order to monitor the laser ablation events directly, an apparatus was designed 

and constructed that would allow the RGA to be positioned in line-of-sight of the 

laser-induced plasmas.  Using this sampling geometry it was hoped that the 

effective sensitivity of the system would be improved, by sampling a greater 

proportion of plasma species rather than any contaminant residual gases present 

in the chamber.  This apparatus is described in Section 6.4.1., and the results 

obtained are presented in Section 6.4.2.

6.4.1 Experimental Set up

The line-of-sight MS plasma analysis apparatus is illustrated schematically in 

Figure 6-21, and features the same Nd:YAG laser, MKS Spectra RGA, vacuum 

pump-set and measurement system and vacuum chamber as described previously 

in Section 4.2.  The RGA was mounted adjacent to the vacuum chamber in a 

stainless steel housing pumped by a separate vacuum pump-set as shown in 

Figures 6-22 and 6-23.  The RGA housing was attached to the main chamber by 

an adaptor flange that featured a 20 µm orifice plate, thus restricting the angle of 

acceptance for particles entering the RGA.  The RGA housing may be evacuated

to a base pressure of ~ 10-7 mbar using a Leybold Turbovac 50 turbomolecular 

pump backed by a Leybold TriVAC dual stage rotary pump.  
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Figure 6-21 Schematic diagram of line-of-sight LAMS instrument

Rough vacuum pressures within the RGA housing were measured with a Varian 

TC0531 thermal convection gauge operated by a Varian SenTorr gauge 

controller; this gauge was mounted at the exhaust of the turbomolecular pump so 

that it may also monitor the pump backing pressure.  Chamber pressures ~10-3

and below were measured using a Varian CC525 cold cathode gauge, again 

operated using the Varian SenTorr controller.  

A molecular sieve foreline trap was integrated into the pump-set to reduce 

mechanical pump oil contamination in the RGA housing.  The RGA housing 

may be isolated from the main ablation chamber by means of a quarter-turn 

Swagelok plug valve, so that the ablation chamber may be vented to atmosphere 

for sample changing whilst the RGA housing remains under high vacuum, thus 

reducing pump down time.
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Figure 6-22 Schematic diagram of the line-of-sight LAMS instrument vacuum pump-set

Figure 6-23 Representation of the ablation chamber and RGA housing coupling
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Laser pulses were focussed onto the sample surface through a 50 mm diameter, 

150 mm focal length glass lens, producing a laser spot size of ~ 400 µm.  Laser 

radiation was admitted to the ablation chamber through a glass window mounted 

in a CF70 carrier, and the optical plasma emissions were collected through a 

quartz window mounted similarly.  The samples were mounted on a rotating 

stage enabling each ablation event to be conducted on a fresh area of sample; ten 

‘cleaning shots’ were performed before each data acquisition in order to remove 

any surface contamination present.

6.4.2 Results: LAMS of Silicon

Figure 6-24 Bar chart scan before and during laser ablation of Silicon
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An initial background scan of the residual gases present in the ablation chamber 

and analyser housing was performed, and is presented shown in Figure 6-24 as 

the grey bars.  The main ablation chamber was maintained at a pressure ~ 10-6

mbar, with the RGA housing maintained at a pressure ~ 10-7 mbar.  As before, 

the RGA filament was de-gassed prior to data acquisition.

It is evident from Figure 6-24, there is far less vacuum pump oil contamination 

when using the differential pumping arrangement and separate analyser housing.  

Comparing the background scan in Figure 6-24 to that shown in Figure 6-14 it is 

striking that the m/z values of 55 and 57, indicative of pump oil contamination 

(O’Hanlon 2003) are absent; the RGA is much less sensitive to chamber 

contamination in this configuration.  

Laser ablation of a silicon sample was performed and the bar-chart scan taken 

during this process is presented as the white bars in Figure 6-24.  Due to the 

differential pumping arrangement, it was possible to operate the laser at its 

maximum repetition rate of 10 Hz without the gas load due to sample ablation 

causing the chamber pressure to rise above the safety threshold of the RGA; all 

data presented here were performed with a laser repetition rate of 10 Hz. When 

comparing Figure 6-24 to Figure 6-14 it is apparent there is much less 

contribution to the mass scan from pump oil fragments.

Figure 6-25 presents a trend mode RGA scan performed whilst monitoring 

several m/z values for neutral species, immediately before, during and after laser 

ablation of a silicon sample.  
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Figure 6-25 Trend mode bar-chart scan of selected neutral species before, during and after 

laser ablation of silicon

Mass 12, attributed to carbon, was monitored to determine whether 

contamination form cracked hydrocarbon pump oil fragments would be 

observed.  Masses 14 (atomic nitrogen), 16 (atomic oxygen) and 32 (molecular 

oxygen), and 18 (water) were monitored to ascertain whether there was any 

contribution to the RGA signal from the most common chamber residual gases 

(O’Hanlon 2003).  

Mass 28, that of silicon, was monitored during ablation of the silicon sample and 

was seen to increase throughout the duration of the laser cycle then return to its 

background level immediately the laser ceased firing; there was a negligible 

increase in the partial pressures of the other masses recorded.  



Mass Spectrometry

231

Figure 6-26 Trend mode scan of ionic species having m/z of 12 and 28 during laser ablation 

of silicon

Figure 6-26 presents the RGA trend mode scan data captured during laser 

ablation of a silicon sample, with the RGA configured to monitor ionic species.  

Only two masses were monitored here to reduce the RGA scan time and to 

improve the synchronisation between the RGA scan and the laser pulse. Mass 

28, representing silicon, was monitored alongside mass 12, attributed to carbon, 

to ascertain whether pump oil contamination was evident when employing the 

RGA to monitor ionic species during laser ablation of silicon.  The intensity of 

the silicon 28 peak is seen to vary with scan number; this is again due to a lack of 

synchronisation between the laser pulse and the RGA mass scan.  There is no 

discernible variation in the intensity of the m/z = 12 trace, indicating that very 

few ionic pump oil fragments were able to enter the analyser housing and corrupt 
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the RGA spectrum.  Unfortunately, due to time constraints, no further progress 

could be pursued on this potentially fruitful avenue of research.

6.5 Summary
Plasma plumes resulting from Nd:YAG laser ablation of copper and silicon were 

analysed using Laser-Induced Breakdown Spectroscopy (LIBS) and Laser 

Ablation Mass Spectrometry (LAMS).  A commercially available Residual Gas 

Analyser (RGA) was employed to perform mass spectrometric analysis of the 

neutral and ionic species created during the laser ablation process. The RGA was 

mounted in the traditional sampling configuration, adjacent to the ablation 

chamber.  Investigations of the laser repetition rate have shown that increasing 

the frequency of the laser pulse rate was detrimental to the mass spectra 

produced; the average detectable partial pressure dropped and the relative 

standard deviation of the signal increased.  The RGA was shown to be 

susceptible to corruption of partial pressure measurement due to pump oil 

contamination when monitoring neutral gaseous species generated by the 

ablation event.  Lack of synchronisation between the transient laser pulse and the 

RGA mass scan resulted in unstable partial pressure readings when analysing

both neutral and ionic species.   

The RGA was found to be too sensitive to chamber contamination when applied 

to the analysis of neutral species.  Pump oil molecules present within the 

chamber were ionised by the RGA ion source along with the ablated analyte 

neutrals. These high molecular weight long chain hydrocarbons have complex 

cracking patterns that can contribute a significant increase in the partial pressure 
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signals recorded for a large range of masses. In the case of the two peaks that 

were monitored during the copper study (63 and 65 amu), it is now believed that 

the inclusion of C5H3
+ and C5H5

+ pump oil fragments has led to erroneous results 

when using the RGA with its associated hot filament ion source.  Even though a 

fore-line oil filter was incorporated in the system it is known that oil molecules 

can still backstream into the vacuum chamber. These molecules tend to adsorb 

on to all the internal chamber surfaces; at a pressure of 10-6 mbar, there are 

approximately 106 molecules adsorbed on the walls of the system for each 

molecule in the gas phase (de Segovia 1996).  During the ablation process, the 

expanding plume promotes electron/ion-stimulated desorption of oil 

contamination from interior chamber surfaces, and it is these molecules that are 

subsequently ionised and then analysed by the RGA.  

When performing direct line-of-sight mass spectrometric analyses of the laser-

induced plasmas, the RGA was found to be less susceptible to measurement 

corruption by chamber contaminants.  Using the line-of-sight RGA sampling 

configuration, analysis of the neutral and ionic constituents of laser-induced 

silicon plasmas revealed a much lower contribution to the mass spectra from 

cracked hydrocarbon pump oil fragments. The use of the 20 µm inlet orifice 

restricts angle of acceptance for particles entering the RGA to a ‘corridor’ lying 

along the line-of-sight from the plasma to the RGA inlet.  As such, it is more 

likely that particles ejected from the expanding laser-induced plasma plumes, 

rather than residual gas pump oil contaminants, will be recorded by the RGA; 

this leads to the cleaner RGA spectrum.  However, the issue of synchronisation 

between the RGA mass scan and the laser pulse remained, evident in the variable 
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partial pressure measurements of both ionic and neutral species; the short-lived 

nature of the ionic species lead to a lower sensitivity of the instrument when 

configured to monitor ions.  Development of ion optics to extract the ionic 

species from the plasma plumes and accelerate them towards the RGA may 

improve instrument sensitivity and reduce the signal background noise.

6.6 Conclusion
The potential for using a commercially available RGA for plasma analysis has 

been proven.  The limitations imposed by the relatively slow scan speed of the 

quadrupole mass spectrometer could potentially be overcome by using a Time of 

Flight mass spectrometer, which is particularly suited to laser-ablation mass 

spectrometry as it requires ions to be produced in pulsed packets (de Hoffmann 

and Stroobant 2003). The synchronisation of the RGA mass scan to the transient 

laser pulse has to be addressed if quadrupole LAMS is to be a used as an 

accurate, reproducible analytical technique (Kuzuya et al. 1998).
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7 General Conclusions and Further Work

The goal of this work was to develop a set of apparatus to permit a thorough 

investigation of the behaviour and properties of laser-induced plasmas, by a 

combination of optical emission spectroscopy and mass spectrometric methods

and to ascertain the validity of the premise that LTE exists within these transient 

plasmas.  In this respect, the project was a success.  However, deeper 

investigation of the laser-induced plasmas has presented as many questions as it 

has provided satisfactory answers.   If nothing else, the work presented in 

Chapter 4 has cast the shadow of doubt on the commonly held assumption that 

laser-induced plasmas exhibit LTE.  Laser ablation silicon plasmas have been 

shown to satisfy the minimum electron number density requirement for LTE, but 

differing measurements of  electron temperature and ionic species temperature 

show that the plasma may not be characterised by a single temperature; it is most 

definitely not in thermal equilibrium.

LIBS is a developing technology and is growing in popularity amongst research 

and industrial communities. The acceptance of LIBS as an accurate materials 

analysis technique relies on the development of a thorough understanding and 

knowledge of the complex processes governing transient plasma formation and 

evolution.  There is a fundamental lack of understanding regarding the LIBS 

plasma, manifest in the fact that a wholly inappropriate plasma model has 

traditionally been applied to the analysis of these plasmas.  
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Mass Spectrometric (MS) and optical emission spectroscopy diagnostics of 

Nd:YAG (532 nm) laser-induced plasmas were performed.  A set of apparatus 

were designed, constructed and tested, that permitted analysis of the laser-

induced plasmas through a range of ambient pressure regimes.  This apparatus 

facilitated simultaneous LIBS and MS analysis of the laser-induced plasmas 

through a range of pressure regimes from atmospheric pressure down to  1 × 10-4

mbar.  A rigorous optical emission spectroscopy study of single crystal silicon 

plasmas was performed, combining dispersed spectroscopic measurements with 

fast-gated photography to characterise the expansion dynamics of the plasmas. 

Plasma plumes were characterised in terms of electron excitation temperature Te, 

ionisation temperature Ti, and electron density Ne with respect to time at each 

pressure considered.  The Boltzmann plot and 2-line-ratio methods of plasma 

temperature determination were found to breakdown, giving clearly erroneous 

results; the lack of suitable emission lines resolvable within the range of the 

imaging apparatus, and uncertainties in the transition probability data, are 

believed to cause this problem (Milan and Laserna 2001).  

Electron excitation temperatures were obtained from the line to continuum ratio 

of the Si (I) 288.16 nm line, which yielded temperatures in the range 8000 –

22000 K.  Ionic species temperatures were determined from an iterative solution 

of the Saha-Eggert equation yielding temperatures in the range 13000 – 23000 K.  

Electron number densities were determined from the Stark broadening of the Si 

(I) 288.16 nm emission line; number densities in the range of 2.9 × 1016 to 5.5 × 

1019 cm-3 were observed.  These values of electron temperature and number 
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density are similar to those determined in previous studies (Milan and Laserna 

2001, Liu et al. 1999, Le Drogoff et al. 2001, Shaikh et al. 2006).

Work carried out under various ambient pressures consistently produced results 

that indicated three pressure regimes in which the characteristic behaviour of the 

plasma expansion dynamics and spectroscopic measurements were markedly 

different.  These results have been linked to the changes in the mean free path of 

the ambient gas with changing pressure.  It has been concluded that the plasma 

properties are dependent on the plasma morphology, which is in turn dictated by 

the level of plasma confinement by the ambient gas.  The transition region 

between ambient pressures causing plume confinement or allowing free 

expansion is characterised by a mean free path that is comparable to the size of 

the laser-induced plasmas.

The Response Surface Methodology (RSM) was applied to the optimisation of 

the LIBS hardware.  A RSM study of the LIBS hardware setup was performed 

and compared with a full, parametric investigation of the apparatus.  The RSM 

results compared favourably with those derived from the manually performed 

parametric investigation.  Small discrepancies between the RSM model and the 

manually collated data are due to the limitations of the RSM analysis software; 

only first or second order polynomial relationships may be fitted to the collected 

data.  With this limitation in mind, the RSM analysis was shown to be a useful 

tool when applied to modelling the general response of a complex, multivariate 

system.
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Mass spectrometric results indicated that a commercially available Residual Gas 

Analyser (RGA) has the potential to be used as a plasma diagnostic tool.  The 

RGA was found to be less susceptible to measurement corruption from chamber 

contamination when sited in a direct line of sight of the laser-induced plasmas.  

The accuracy and reproducibility of the RGA partial pressure measurements are 

limited by the lack of synchronisation between the RGA mass scan and the laser 

pulse.

The results presented in this work will have implications for the LIBS 

community in general.  This is the first, rigorously performed, analysed and 

documented study that comprehensively refutes the existence of LTE in transient 

laser-induced plasmas.  The need for a model to explain the behaviour of such 

plasmas is critical if LIBS is to be accepted as an accurate, reproducible, 

quantitative analysis technique.

The work presented here shall underpin future research that will enable the 

development of a model that accurately describes non-LTE transient plasmas.

7.1 Further Work
Perhaps the most obvious starting point for future research is the development of 

a new model to describe transient, non-LTE plasmas; this is not a trivial task and 

will require a huge effort, not only from experimental physicists but theoreticians

too.
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Such is the almost infinite scope for variety in the LIBS set-up; there are a great 

many investigations that may be pursued with the present LIBS hardware 

configuration. As a direct continuation of the work presented here, the author 

wishes to investigate:

 the relationship between laser fluence and the fractional ionisation of the 

laser-induced plasmas

 changes in the laser ablation and breakdown thresholds versus ambient 

pressure

 the behaviour of plasmas induced from other single and multi-elemental

samples, and the effects of different ambient gas compositions

 spatially resolved plasma diagnostics using the ICCD region of interest 

to zoom in on different areas of plume; this would enable any spatial 

variations in electron number density and temperature, and ion 

temperature, to be mapped 

 variations in the amount of material ablated from the sample, and 

subsequently re-deposited, with respect to ambient pressure

Considering mass spectrometric plasma diagnostics using the Residual Gas 

Analyser (RGA), there are several avenues of further research that the author 

wishes to pursue:

 synchronisation of the RGA mass with laser pulse is essential to 

producing consistent, reproducible partial pressure measurements

 development of an ion optics system to extract ions from the laser-

induced plasmas and inject them into the RGA mass analyser should 

help to improve instrument sensitivity
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 investigation the effect of varying the laser fluence on the neutral to 

ionic ratio of plasma constituent species

 if possible use dry mechanical pumps to reduce pump oil contamination

 perform MS plasma diagnostics using a time-of-flight analyser; this type 

of mass spectrometer is more suited to the pulsed nature of ion 

formation encountered in laser-ablation plasmas than the quadrupole 

based RGA

 the current hardware configuration may be augmented with an 

electrostatic energy filter to analyse the ion energetics of the plasma 

(Torrisi et al. 2008), and a capacitance plate to directly perform real-

time electron number density measurements (Bredice et al. 2007).
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9 Appendices

9.1 ICCD Region of Interest

Figure 9-1 Non-dispersed image of spectrometer input slit

Figure 9-1 shows a non-dispersed image of the spectrometer input slit, captured 

in shutter mode, with gate width 10 µs, gain 200, 1 accumulation.  A cadmium 

hollow cathode lamp imaged onto spectrometer input slit, and 2400 grooves mm-

1 diffraction grating positioned so as to allow the zero order to propagate through 

to the ICCD.  It can be seen that the input slit image is smaller then the height of 

the 1024 × 256 CCD array.  Any pixels not illuminated by the slit will add noise 

to the spectra when binned together, so the region of interest is used to ignore 

these pixels.  Strips < 50 and > 200 are disregarded.

Table 9-1 Region of Interest (ROI)

CCD ROI

x dimension (pixel) 1 - 1024 150 – 860

y dimension (strip) 1 - 256 50 - 200
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Figure 9-2 Example silicon LIBS spectrum illustrating edges of intensifier

The intensifier does not cover the full width of the CCD array; Figure 9-2 shows 

an example spectrum of single crystal silicon illustrating this.  The spectrum was 

captured with a gain of 200, gate width 100 ns, gate delay 100 ns, 10 

accumulations and at an ambient pressure of ~ 1 × 10-6 mbar.  The emission lines 

are in the 247 to 256 nm range, but here the x axis of the figure is labelled in 

units of CCD pixel.  

The edges of the intensifier are clearly evident, with the captured emission signal 

dropping in intensity dramatically to either edge of the CCD array.  As the un-

intensified portions of the CCD will add to background noise, the ROI is used to 

ignore them.  The settings for the x/y ROI are given in Table 9-1, and are shown 

compared to the physical dimensions of the CCD array.  
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9.2 Determination of LIBS Instrument Broadening Profile

Figure 9-3 Spectra captured for evaluation of instrumental profile

For accurate emission line FWHM measurements, the contribution to the line 

width from the instrument needs to be determined and subsequently subtracted 

from the emission spectra.  A cadmium hollow cathode lamp was placed at the 

location of plume generation, and was imaged onto the entrance slit of the 

spectrometer, just as a typical laser-induced plasma would be.  

Using the 2400 grooves mm-1 grating positioned so as to allow capture of the 

508.582 nm Cadmium (I) emission line, 100 spectra were taken with a gate width 

of 100 µs, ICCD gain of 200 and 10 software accumulations (shown in Figure 9-

3).  MicroCal Origin 7.0 was used to fit a Lorentzian curve to each captured 

spectrum, yielding the FWHM of the emission line and thus the instrumental 

broadening profile.  The average FWHM of 100 such fitted curves, and hence the 

instrumental broadening profile of the LIBS instrument, was found to be 

0.017795 nm.
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9.3 Determination of LIBS Instrument Background Level

Figure 9-4 LIBS instrument average background level

In order to accurately determine the continuum emission intensity of a given 

LIBS spectrum it is necessary to first subtract form the spectrum the background 

level of the LIBS instrument.  This background level is due primarily to 

accumulated ICCD dark charge and stray ambient illumination entering the 

spectrometer.  100 spectra were captured using the laser as the capture trigger, 

but with a beam block in the laser path such that no ablation plume was formed.  

The spectra were captured with a spectrometer input slit-width of 10 µm, ICCD 

gain of 200, gate width of 50 ns, a gate delay of 500 ns and a laser repetition rate 

of 10 Hz; all settings exactly as if spectroscopic measurements were being taken, 

but not allowing any light into the ICCD.  The average of the 100 spectra is 

shown in Figure 9-4, which serves as the instrument background that was 

subtracted from all spectroscopic measurements.
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9.4 Determination of Te: Iterative Program Listing
Dim I As Integer
Dim el As Double
Dim ec As Double
Dim Te As Double
Dim Cr As Double
Dim A21 As Double
Dim g As Integer
Dim Ui As Double
Dim lambda As Double
Dim Ei As Double
Dim E2 As Double
Dim zeta As Double
Dim k As Double
Dim c As Double
Dim x As Double

Private Sub Calculate_Click()
    
    el = Val(elText.Text)
    ec = Val(ecText.Text)
    Cr = 2.005 * 10 ^ 5
    A21 = 1.9 * 10 ^ 8
    g = 3
    lambda = 288.16 * 10 ^ -9
    Ui = 6.159
    Ei = 8.151
    E2 = 5.028
    k = 5.0286 * 10 ^ -5
    zeta = 1.4
    c = 2.99 * 10 ^ 8
    h = 4.135667 * 10 ^ -15
    x = 1000

   Open "C:\Documents and Settings \JOHN \Desktop 
\Iteration_Lorentz.txt"  For Output As #1

    
   For i = 1 To 100 Step 1
       x = ((-ec * Cr * A21 * g * lambda * lambda * k *     

Math.Log(x)) * x ^ (-(((Ei - E2) / k) * ((lambda * k) / (h * 
c))))) / (Ei * Ui * ((zeta / x) - zeta + 1))

        
       Te = -(h * c) / (lambda * k * Math.Log(x))
            Print #1, x
       Next
    Close #1
       
    TeText.Text = Str$(Te)
        
End Sub

To determine the electron temperature of any given plasma using the line-to-

continuum ration method, Equation 2.20 must be solved.  As there is no easy 

analytical solution to this equation (Liu et al. 1999), it must be solved through a 

series of iterations.  The program listing shown on the previous page was written 
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in Visual Basic Professional 6 to solve Equation 2.20 by successive iteration.  

The program allows the user to enter values for the line and continuum emission 

coefficients for the 288.16 nm Si (I) emission line, which are then used with a 

starting ‘guess’ of plasma temperature to determine the actual plasma 

temperature.  The program opens a .txt file and stores each successive iteration 

result for up to 100 steps.  

Figure 9-5Converging Temperature from Iterative Program

Figure 9-5 shows the iterative process converging to give a Te value of 20049.77 

K.  The series converges to the final value after approximately 5 iteration steps, 

regardless of the value of the starting guess.
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