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Abstract

Computerised Manufacturing Planning and Control, (MPC), systems are used by many
manufacturing organisations and there has been a significant amount of research into the
implementation and use of these systems. It is apparent that these systems, once
implemented, require continuous development to meet changing business requirements.
What is not well understood is the optimal approach for this development process. This
thesis presents the findings of a collaborative industrial research project that addresses
this issue. The collaborative partner was Ferodo Ltd., Chapel-en-le-Frith, a leading
automotive friction product manufacturer. The project was conducted under the Total

Technology scheme.

A review of the development of MPC systems is presented. This review considers three
approaches to MPC; Manufacturing Resource Planning, (MRPII), Just in Time, (JIT)
and Optimised Production Technology, (OPT). It is shown that whilst there is diversity
between these approaches and their application in industry, there is convergence between
their data structure requirements. The work presented in this thesis is based around the
MRPII package used within Ferodo. The research concentrated on defining

methodologies for structured systems development, with two main themes:-

1. The development of a multi-stage methodology to assist in the appropriate choice
of systems development technique for creation of an effective manufacturing

database.

2. Following on from the above, the thesis identifies the need for structured,
hierarchical documentation to accompany a manufacturing database. A
methodology for creation of this documentation is presented which is based on a
pre-defined, top level, template. The methodology uses modelling techniques and
defines four levels of documentation to help system developers derive
comprehensive documentation from this template. Intranet technology is

proposed as a mechanism for providing general access to this documentation.

Proposals for further work are presented which include additional testing of the systems

development methodology and creation of templates for different industrial scenarios.
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Chapter 1. Introduction to the Project

1.1 Introduction

This chapter introduces the thesis by detailing the background to the research project. It
will start by explaining why the project was commissioned and will describe the Total
Technology PhD scheme, (section 1.2). The chapter will continue by introducing the
collaborating company and the software used, (sections 1.3 and 1.4). It will then set the
scene for the research, by showing the origins and objectives of the project, (sections 1.5
and 1.6). The chapter will continue by introducing the research framework, will detail
the research methodology adopted, (sections 1.7 and 1.8) and will end by explaining the

organisation of the remainder of the project, (section 1.9).

The PhD project was conducted with a collaborating company, Ferodo Ltd., based
predominantly on-site at their plant in Derbyshire. Following the implementation of a
Manufacturing Planning and Control, (MPC), system in 1994 management were aware
that keeping up to date with business practices required structured systems development.
To help address this requirement members of the original implementation team were
asked to work on continuous development, in particular by being involved in monthly

business improvement committee meetings.

Senior management at Ferodo also entered into a three year partnership with the
University of Salford to support a Total Technology PhD Researcher investigating how a
company might improve their MPC systems once implemented. This was to be done by
developing the existing systems within Ferodo in line with business requirements. The
development work was to form the basis of research into the use and development of

MPC systems conducted by the PhD Researcher at the University of Salford.
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1.2 Background to the Total Technology PhD Scheme

In the 1970’s it was recognised that many researchers with a desire to achieve a PhD also

wanted a senior professional position within industry. Unfortunately industry was

finding that a typical PhD graduate had been streamlined towards research and not

towards senior professional positions. A more rounded individual, with experience of

day to day problems and issues found in the workplace was required, (Wood and

Leonard 1978). It was shown that these researchers needed two things from their

particular PhD Course:

. Firstly, they needed a practical, broad, industry-based subject to study. This
concept is not unusual as many research topics are closely allied to industry;

. Secondly, they needed work experience so as not to find that the three years in

academia only helped their employment opportunities within that environment.

As a result of industry voicing these concerns the Total Technology scheme was
introduced at UMIST in 1977. This was in keeping with the views of Professor Sir

Hugh Ford who originally defined the teridtal Technology (Conway 1993).

Depending upon the research topic a Total Technology researcher can spend varying
amounts of time working on-site at a senior level with a company. For example, some
purely laboratory-based research may take place largely at a University and factory-based

research will be biased towards working within a company.

Research projects are backed up by attendance at appropriate supporting lectures and

seminars including the UMIST Graduate Support Programme, ‘GRASP’.
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The research is always designed to benefit the company and at the same time, to generate
original results. Thus the research must not only meet the traditional PhD requirements

for originality but also must be sufficiently broad based to encompass a range of areas,

for example:

. Sales;

. Marketing;
. Production;
. Logistics;

. Finance.

Total Technology is in essence the study of a total problem rather than of a single
focused one. The successful researcher graduates with a PhD but has also been exposec
to the discipline of working at a senior level in industry. The Total Technology
programme, therefore, is specifically designed to enable successful researchers to achieve

a senior industrial position at an early stage of their career.

Despite the work being done to promote the Total Technology scheme there is still
general misunderstanding of the differences between the scheme and traditional doctoral
research. This is an on-going problem that is being addressed by the introduction of
other collaborative Doctoral schemes including the four year Engineering Doctorate

approach, (Conway 1993).
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1.3 Background to Ferodo Ltd., Chapel-en-le-Frith Site

Ferodo Ltd., Chapel-en-le-Frith, recently part of the Federal Mogul Corporation, was
part of the T&N Plc group of companies, which in 1996 had a published turnover of
£1956 Mllion, (T&N Annual Report and Accounts996). The company was split into 7
product groups: Bearings; Sealing Products; Composites and Camshafts; Construction
Materials and Engineering; Discontinued Operations; Friction Products and Piston
Products. Ferodo Ltd. was part of the T&N Friction Products Group, (it is now part of
the Federal Mogul General Products Group). The T&N Friction Products Group, in

1996, had a turnover of £329illidn.

The Chapel-en-le-Frith site, (from now on referred to as Ferodo), is responsible for the
manufacture of Disc Brake Pads and Drum Brake Linings for both the Original
Equipment, (OE) and Aftermarket sectors throughout Europe. The Friction Products
Group is responsible for the formulation of the mix that constitutes the friction material
used in the manufacture of the Disc Brake Pads and the Drum Brake Linings. The
vehicles supplied range from Motorcycles, through Domestic Cars, Commercial Vehicles

and Trains.

In 1994 Ferodo was broken down into five autonomous product divisions, split on

market lines, to cope with this product mix, (Petty and Harrison 1995):

. OE, (Research and Manufacture);
. Aftermarket Manufacture;

. Railways;

. Aftermarket Distribution;

. Central Services.
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The OE division is a high volume large batch size manufacturer. The Aftermarket
division is a medium volume small batch size manufacturer. The Railways division is a
low volume small batch size manufacturer. Whilst these divisions are autonomous they
are a single legal entity. The Aftermarket distribution division does not manufacture, it
buys from the other divisions and runs a large warehousing operation. Unlike the other
divisions it reports independently. Central Services is not a trading entity but provides

support to the other divisions.

This is represented in Figure 1 below, (Harrigbral 1995), with the links between the
divisions illustrated. Note that the company operates by inter-divisional trading, for
example the OE division sells product to the Aftermarket Manufacture division.

Figure 1: Ferodo Divisional Structure
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In 1994 Ferodo decided to implement an MPC system and chose a Manufacturing
Resource Planning, (MRPII), package, which is in keeping with the actions of many
manufacturing companies, (Denton and Hodgson 1997). One result of choosing the
divisional structure illustrated in Figure 1 was tleaich division could independently

implement their own systems.
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By doing this Ferodo acted as the pilot site for the Friction Products Group. The
package chosen for the implementation was MFG/PRO supplied by Minerva Industrial
Systems plc, (see section 1.4). MFG/PRO is being implemented across the Friction
Products Group. The companies in the Friction Products Group contain a mix of the
above divisions. As a result of developing divisional MRPIlI models first in Ferodo these

implementations have been made easier as the models can be copied.

Within the OE Division the implementation of MFG/PRO resulted in a comprehensive
restructuring of the original information systems. The original system is illustrated in
Figure 2 below, (Harrisoet al 1995). It can be seen that the system was split into a
variety of individual, standalone systems, linked manually, with a few electronic links
between the key systems. These systems were designed and implemented separately,
leading to poor integration and therefore, duplicated effort, (Harelsah1995).

Figure 2: Original Ferodo OE Division Information System
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As a result of implementing MFG/PRO the information systems were rationalised
considerably. The result was to have a core system serving a number of sub-systems.
The sub-systems were all selected as they were relatively independent and as such they
did not need to be linked to the core system. The structure of the new system is
reflected in Figure 3 below, adapted from Harrispal, (1995).
Figure 3: New Ferodo OE Division Information System
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This system offers more control for the business allowing direct links between many of
the Business Control systems. Whilst this approach yields significantly better
performance, the process of systems integration was not undertaken formally or
systematically, (Harrisoet al 1995). The concept and use of sub-systems was not

clearly defined in the published material at the time.
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1.4 The MRPII Software Package used — MEG/PRO

In keeping with many other MPC Packages, for example SAP and J.D.Edwards,
MFG/PRO is an integrated MRPII system that consists of a number of fully interactive

modules to assist with control of many parts of the business.

Reading the software brochures and Web-Site information, (Minerva Industrial Systems
Web-Site, SAP Web-Sitg these packages have many impressive features, including:

» Supply chain management;

» Shop floor data capture;

» Sales, purchasing and distribution order processing;

» Financial management;

* Integrated manufacturing.

These packages support a range of company types, (Waoetrahh996). For example
Minerva has case-studies for a number of installations: Courtaulds Chemicals; Kitchen
Range Foods; Varity Perkins and Hubbard Group Services, (Minerva Industrial Systems

Web-Site).

The systems are based on large relational databases, written using modern fourth
generation languages. For example MFG/PRO was developed using a language called
Progress. A fourth generation language can be defined as a modern programming

language that appears similar to human language, (Web&iia

! Due to the increasing use of the Internet it has become increasingly common for authors to use the
Internet as a publishing medium. The author accepts that work published on the Internet is not
necessarily refereed before publication and that references to documents, so called Internet references,
may not always be available, (unlike journals in a library). It has become evident to the author,
however, that some Internet references are necessary for the flow of this thesis and as a result some are
cited. Every attempt has been made to reduce the frequency of Internet references.
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1.5 Statement of the Area of Concern

Significant effort has been focussed on the implementation of Manufacturing Planning
and Control systems. This has helped systems implementers determine the best way to
go about an implementation — for example the ‘Proven Path’ methodology for
implementing MRPIlI systems first proposed in the 1970’s, (the Proven Path

implementation methodology is detailed in section 2.3).

Established theory does not, however, fuly explain how to develop an existing
implementation. Chapter 2 will show that there has been work done on how to use
Linear Goal Programming to determine which of a number of potential development
projects should be done so as to maximise the potential return whilst minimising the risk.
Chapter 2 will also show case studies of development activities. The development
options available to a systems development team have not been so well defined, neither
has the best practice to be adopted when selecting an option. As a result of identifying
the potential gains to be made in this area, the post implementation development of MPC

systems was defined at the start of the PhD research as the area of concern.

PhD research is necessarily a fluid endeavour. During the course of the work defined in
Chapter 3 the author determined that the newly developed systems needed to be properly
documented and investigated literature about the documentation of MPC systems. The
results of this investigation are presented in Chapter 2. It was noticed that the literature
available did not specifically relate to the documentation of MPC systems and as a result
this was also adopted as an area of concern. This second area of concern is an extension
of the original area of concern and as such is covered by the aims and objectives

developed to investigate the original area of concern, (see section 1.6).
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1.6 Obijectives of the Research

Due to the research being industrially based the research objectives must combine an
element of contribution to the collaborating company as well as working towards
satisfactory research output. To this end the original aims of the project were formally

defined as below:

To review the existing information systems within Ferodo;

To review the nature of change of these information systems;

To devise a strategy for development of a company wide information system;

To implement the strategy within the limits of time available;

To therefore devise a methodology for the development of business systems.

The hypothesis that was formed was as follows:
* It is possible to define a methodology for the structured, post implementation,

development of MPC systems.

In order to achieve the aims and prove or disprove the hypothesis the following detailed

objectives were set:

A detailed understanding of MPC systems was to be gained, from literature review

and case-study visits;

* A detailed understanding of the Ferodo MPC systems was to be gained;

» The Ferodo MPC systems were to be developed to increase their effectivity;

* The understanding of MPC systems development gained during the Ferodo
development was to be used to devise a methodology for MPC systems development;

* The methodology was to be tested using appropriate techniques in order to help verify

that the methodology had utility.
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1.7 Research Framework

There are two types of research framework that could be applied to a research project,
(Saunder®t al 2000):
* Theoretical Framework;

» Conceptual Framework.

A theoretical framework is usually determined at the start of a research project and
consists of a researcher utilising existing theory when conducting the research. For this
approach to be successful the theory must exist in advance, allowing the researcher to
test and expand the existing theory. The main drawback of this approach is that
establishing a theoretical framework prior to conducting research could potentially put
boundaries on the research. The researcher may have difficulty conducting research if
the participants in a research project have views that deviate excessively from the
theoretical boundaries. In addition the boundaries may themselves bring the research to

an artificial end as they may limit the expansion of the research, (Saehdé&2900).

As an alternative a researcher may decide not to establish a theoretical framework at the
start of a research project but to start to conduct research and collect data. The
researcher can then analyse the data collected and determine how the research should
proceed based upon the findings. This approach to research, establishing a conceptual
framework, has the following characteristics, (Saundeed 2000):

* The approach is inductive in nature;

» Data collection determines the research path;

* The research does not start with a theoretical framework;

» Aclear research purpose needs to be identified to steer the research.
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The research objectives detailed in section 1.6 required the researcher to be an active
participant in a systems development activity and to formulate the research output as a
result of this interaction. As a result of this requirement a conceptual framework

approach was adopted.

As explained in section 1.5 the research was to be undertaken into the post
implementation development of MPC systems. Authors such as Thomas Wallace,
(Wallace 1990) and Oliver Wight, (Wight 1984), demonstrated how to successfully
implement these systems. Harriseh al, (1995), present a case study of a post
implementation development project. Reynolds et al, (1997), present a methodology,
using Linear Goal Programming, that helps a systems developer decide which
development projects would offer the greatest return with the lowest risk. Following on
from the work presented by these authors the aim of this research was to formalise the
systems development process. The work was to be conducted in a manufacturing
company using an MRPII system and the research findings would be restricted to this

subset of company. The research was conducted as below.

Using knowledge gained during the literature review presented in Chapter 2 the author
conducted a number of systems development projects within the case study company.
Once these projects were completed the author was able to reflect upon these projects

and develop a methodology for systems development.

The work on systems development led in turn to identification of the need for structured

documentation. This was investigated and a development project undertaken. As a

result of the development project the systems development methodology was enhanced.
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1.8 Research Methodology

There are three main approaches to research, (Saetd@2)00):
» Experimentation,ghysical or theoretical interaction with a subjgct
* Survey, 6oliciting opinion regarding a subjegt

» Case Study,réviewing the work of others in real-life situations

The experimentation approach can be further broken down as follows:

» Conceptual Studytlieoretical analysis of a subj@rt

* Mathematical Modelling,gttempt to prove or disprove a theory mathematigally
» Laboratory Experimentcontrolled experimentation in a laboratory environment
* Field Experiment,éxperimentation in a real-life environmgnt

» Action Research participation in a real-life situation, reflecting on the findings

The author was registered on a Total Technology PhD which was to be based on-site
within a collaborating company. The research required the author to gain an
understanding of the approaches that could be used to develop an MPC system and
determine a methodology to structure and control the application of these approaches.
For this reason only the following research methodologies could be applied:

e Survey;

» Case Study;

* Field Experiment;

e Action Research.

The research objectives required the author to review the results of development projects

within the collaborating company and, therefore, surveys could not be used.
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Field Experimentation requires the researcher to repeat experiments to verify results.

Industrial projects cannot be repeated and as a result this methodology was also rejected.

As the project was based in an Industrial environment and addressed issues relevant to

industry, it was clear that the Action Research methodology should be considered.

Action Research has been around since the 1950’s. One of the earlier authors to define
the concept of Action Research was Blum, (1955). Blum described Action Research as
having two stages, a diagnostic stage where a situation is reviewed in order to develop

theories and a practice stage where the theories are put to the test.

Work on Action Research has been developing at the University of Lancaster, from

where there have been a number of published works. Several of the better known works
on Action Research were published by Professor Peter Checkland, (Checkland 1981,
1991, Checkland and Scholes 1990, Checkland and Holwell 1998), though there are

other authors writing in the field, (Baskerville and Wood-Hadg$96, Wilson 1990).

The Action Research cycle proposed by Blum has been developed since the 1970’s to
include up to five stages, (Baskerville and Wood-Hafg$96). The new stages allow

for results to be developed from testing the theory initially developed and the theory

either proved or developed into a new theory. This new theory then re-enters the Action

Research cycle if the situation permits.

The Action Research Cycle is shown in Figure 4 below, adapted from Checkland and

Holwell, (1998).
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Figure 4: The Action Research Cycle
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The Action Researcher, therefore, interacts with a company, creating and testing theories

by undertaking projects in the company, (Baskerville and Wood-Hag%$).

Baskerville and Wood-Harper1996), present a number of criticisms that have been
levelled at the Action Research methodology:

1. It is difficult for researchers to remain impartial when researching within a company;
2. There can be a lack of scientific discipline when working with companies;

3. Action Research projects occur in unigue situations, which are usually unrepeatable.

An alternative approach to consider is Case Study Research, (Eisenhartd 1989). In this

approach the researcher distances themselves from the problem and develops their

theories by monitoring the work of others.

Page 15 of 318



This approach addresses the main criticism of the Action Research methodology,
(difficulty in remaining impartial) but does have drawbacks itself. One criticism is also
the strength of the approach, the researcher is an observer of the situation. Research

output is still generated but the researcher may not develop general skKills.

Another criticism of Case Study research is that it would appear to be difficult, as an

observer, to gain a detailed understanding of the operation of the problem situation.

Researchers are also often teacherifls shust be learned before they can be passed on

and Case Study research would not appear to support this.

As described in section 1.2 the Total Technology Scheme is an attempt to generate
research output by being directly involved in solving problems faced by industry. The

purpose of this is to provide a practical and general education to a researcher.

The Total Technology Scheme as applied to industry based research would, therefore,
appear not just to lend itself to the Action Research cycle but to actually require
application of the Action Research cycle in order to furnish the researcher with both a
practical and an academic education. Drawbacks of the scheme are addressed by directly
involving University and Industrial staff in a collaborative project and assisting

objectivity by providing objective assistance to the researcher.

Action research was selected as the research methodology. The author was to be

directly involved in systems development activity, in order to gain a detailed

understanding of the problem situation before developing and testing research output.
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1.9 Organisation of the Remainder of the Study

The thesis is organised into 5 main chapters. Following on from this chapter, Chapter 2
will outline some of the MPC philosophies in current use, providing greater detail on

Manufacturing Resource Planning, as this is the technique used by the collaborating
company. Chapter 2 will also outline the development of computer technology before
describing some Systems Analysis and Design methodologies. Chapter 2 will end by

discussing the findings of an investigation into documentation techniques and protocols.

Chapter 3 will then explain the development of quality systems within the collaborating
company and propose a methodology for structured MPC systems development. It will
continue by showing that documentation is of concern to manufacturing companies and
will explain the development of a documentation system for the collaborating company.
The methodology will be expanded to include the systematic control and maintenance of

MPC system documentation.

Chapter 4 will then present the results of applications of the methodology and structured

interviews carried out to help validate the methodologies presented in Chapter 3.

Chapter 5 will finally discuss the work presented and will draw conclusions, before

suggesting further work.

There are two main themes to the work contained within this thesis:
» Structured Development of MPC Systems;

e Structured Documentation of MPC Systems.
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Excluding Chapter 4 each of the above chapters is broken down into systems
development and systems documentation sections. In all cases the systems development
discussion precedes the systems documentation discussion. The structure and flow of

the thesis is illustrated by Figure 5 below.

Figure 5: Structure and Flow of Thesis
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In addition to developing and documenting the quality systems, work was done
supporting many other systems within the business and implementing standard modules
within the planning and control function of the business. Consulting and case study work
was also done with some other manufacturing companies. The companies visited use a
range of planning and control methodologies and all but one are either companies within
the same group as the collaborating company or raw material suppliers to the

collaborating company. Section 3.1 describes the companies visited or worked with.

The project plan for this research was developed to allow extra time to undertake this

work which provided a general understanding of business operation. This is in keeping

with the aims of Total Technology, (see section 1.2).
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Chapter 2. Manufacturing Planning and Control Systems

2.1 Introduction

Chapter 1 detailed the origins and background of the research. The chapter showed that
the research would follow a conceptual framework as the experimentation and literature
search findings would be used to guide the research to a satisfactory conclusion. This

chapter will start to provide this framework by providing a detailed literature review.

Chapter 2 will start by introducing some early Manufacturing Planning and Control,
(MPC), systems, (section 2.2), and will then discuss the development of Manufacturing
Resource Planning, one of the main MPC systems in use today, (section 2.3). Following
this there will be a discussion of some of the problems found when using these systems
and solutions that have been suggested, (sections 2.4 and 2.5). There are some
alternatives to this approach, however, such as Just in Time and Optimised Production

Technology and these approaches will also be detailed, (sections 2.6 and 2.7).

The chapter will then introduce some early developments in Information Technology,
(sections 2.8 and 2.9), before detailing some Systems Analysis and Design techniques,
(section 2.10) and some modelling techniques, (section 2.11). It will continue by looking
at some database design, (section 2.12) and the problems faced and solutions found
when integrating systems development solutions into MRPII databases, (sections 2.13
and 2.14). The chapter will then detail some current MPC developments, (section 2.15).
It will continue by looking at the development of controlled documentation, (section
2.16) and the extension of paper-based documentation into electronic documentation,
with associated problems, (section 2.17). The chapter will end by explaining the

background of the Ferodo OE Business MPC systems, (section 2.18).
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2.2 Early Manufacturing Planning and Control Systems

A Manufacturing Planning and Control, (MPC), System can be defined as a system that
‘Provides information to efficiently manage the flow of materials, effectively utilise
people and equipment, co-ordinate internal activities with those of suppliers, and

communicate with customers about market requiremefMslimannet al 1997).

These systems, therefore assist businesses to control their businesses and manage the

complex task of co-ordinating supply with demand Witlited resources.

Work was developing on the systematic control of manufacturing organisations at the
start of this century, notably F.W. Taylor developed the concept of scientific
management using analytical techniques applied to the organisation of work, (George
1968). In the 1930’s these techniques were being applied to inventory management and
techniques such as re-order point and the Economic Order Quantity formula, (a

technique for determining an optimised production batch size), were developed.

These developments can be considered to be early examples of MPC techniques. An
early incarnation of re-order point theory was the two bin stock control system. The two
bin system of stock control was a crude attempt to control the ordering of raw materials
into stores. Two receptacles, (bins), wealledf with raw materials. The bins were then
used one at a time. When one bin was emptied it acted as a trigger to the purchasing
staff to order more material. Bin sizes were calculated so that with average use of

inventory the new supply would arrive just before the second bin was emptied.
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This technique relied upon using a series of receptacles to co-ordinate material supply.
An alternative approach that was developed was the re-order point, (ROP), theory,
(Vollmann et al 1997). ROP theory suggests that using the standard raw material

purchasing time and average stock usage figures it is possible to determine the minimum

stock level at which new material should be ordered. This is shown in Figure 6 below.

Figure 6: Re-Order Point Theory
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Figure 6 shows a situation where it takes three weeks to order and receive supply of the
purchased material. Plotting a graph of normal usage against time it is possible to
determine that 100 units are used in 8 weeks. In order not to run out of stock an order
needs to be placed at the start of week 6. From the graph it can be deduced that at the
start of week 6 the stock will be 38 units and thus the ROP for this particular material is
38. That is to say, when the stock reaches 38 an order needs to be placed for more

material so that it arrives before stock runs out.
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The strength of ROP is the simplicity of its application. There is a major weakness in
that the ROP is calculated from historical consumption and takes no account of future
consumption, either from forecast or actual customer demand. If the average usage was
to increase then material would be ordered too late. This is illustrated in Figure 7 below
where the stock is fully consumed sooner than expected and the raw material deliveries
are over a week late. For this reason, an allowance, (Safety Stock), is generally applied

to compensate for uncertainty in demand.

Figure 7: Effect of Increased Demand on Re-Order Point Theory
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Approaches were needed that take account of future demand, either forecast or actual.
During the second world war data analysis was being performed using a new technique —
Operations Research, (George 1968). These techniques were applicable in
manufacturing as concepts such as queuing and optimisation theory were being

developed.
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In addition to stock control requirements there have also been significant changes in
strategy in manufacturing companies in Britain since the 1970’s. During this time

companies have been forced to look at mechanisms for improving product quality, costs
and delivery performance. Conway, (1993), identifies a number of changes in the market

that necessitate this strategy change:

Competitive costs;

» Shorter lead-times;

* Reliability and quality;

* Increased flexibility;

* Increased product range;

* Innovation in process and product technology;

* Interesting jobs for staff.

To assist with facing these requirements companies have been forced to look at advanced
MPC techniques which were developed from the Operations Research work carried out.
There are any number of techniques that could be used by a company, or developed
internally, to help with planning and controlling manufacturing activity. There are,

however, a smaller number of well established techniques available.

This chapter will evaluate three approaches, MRPII, Just in Time, (JIT) and Optimised
Production Technology, (OPT). The techniques will be analysed, perceived flaws
discussed and solutions presented. This chapter will end by showing how development

of the MRPII technique led to the work presented in this thesis.
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2.3 Manufacturing Resource Planning, (MRPII)

Before any exploration of MRPII can begin it is important to first to define Material
Requirements Planning, (MRP) and its development into MRPII. There is a lot of
confusion about the difference between these terms, for example Kamenetzky, (1985),
defines MRPII as Closed-Loop MRP which Wight, (1984), defines as a level below
MRPII and Fox, (1983c), defines MRP as Manufacturing Resource Planning which is

commonly understood to be MRPII.

Wight was one of the first authors to write about MRP and its development into MRPII
so this thesis will use his definitions of MRP, Closed-Loop MRP and MRPII. The MRP
cycle is represented in Figure 8 below, adapted from Orlicky, (1975).

Figure 8: MRP Logic
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MRP is a push type manufacturing system. When an order is taken from a customer, or
forecasted demand is input to the system, the system, either manually or computationally, will
examine the item requested and determine whether it needs to be manufactured or bought in.
The system then reviews stocks and scheduled receipts of the item to see if demand can be
satisfied from current and future stock. If demand cannot be met in this way, the system will

make sure that there are enough items bought or made in time for demand.

This is done by examining the Bill of Materials, (essentially the recipe for a product), to

determine the components that make up the item. The system then reviews each of these
components in turn and determines if there are stocks or whether they have to be made or
purchased. The system explodes through the Bill of Materials until the basic components are

defined.

At this point, the launch date for components, (either manufactured or purchased), is
determined by using the lead-time. A lead-time is the time taken for a particular process or
event to happen. The system will subtract this lead-time from the customer due date and
make the new date the component launch date. If the component needs to be purchased, the
supplier lead-time needs to be subtracted from the component due date to determine when

the order should be released to the supplier.

The system then releases Work Orders, (authorising manufacturing) and Purchase Orders,

(authorising delivery), for components, giving enough time to process the orders through

each stage in their manufacturing process, either on-site or at the supplier's premises.
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Figure 9 below illustrates this procedure for a simplified Disc Brake Pad operation where a
pad is made of a plate and some mix and the mix is made from a chemical. In this
example 0.2 units of mix are used for every 1 plate and 1 unit of mix is made from 1 unit
of chemical. It can be seen that there is a 2 week lead-time for the manufacture of both a
disc brake pad and mix, a 2 week lead time for the purchase of plates and a 3 week lead-time
for the purchase of chemicals. The Bill of Materials and item characteristics are shown in
Figure 10 below. This example assumes no stocks, batch sizes equal to demand, no
scrap and no scheduled receipts of components.

Figure 9: MRP Calculation for a Disk Brake Pad Product Structure

Week| 1 2 3 4 5 6 7 8
Demand for Pad 500
Requirements for Plates 500
Post purchase order for Plates 500
Requirements for Mix 100
Requirements for Chemical 100
Post purchase order for Chemical 100

Figure 10: Sample Disc Brake Pad Bill of Materials

Disc Brake Pad
Manufacturirg Lead-Time = 2 Weeks

| |
Mix (0.2 Units) Plate (1 Unit)
Manufacturirg Lead-Time = 2 Weeks Purchasig Lead-Time = 2 Weeks

Chemical (1 Unit)
Purchasig Lead-Time = 3 Weeks

In this example there is a customer order for 500 pads in week 8. Subtracting the pad
manufacturing lead-time it can be seen that the Work Order for the pad must be released to
the factory in week 6. In order for there to be sufficient plates and mix ready in week 6 to
make the pads the Purchase Order for the plates must be sent out in week 4 and the Work
Order for mixing the mix given to the factory in week 5. Working back from this it can be

seen that the Purchase Order for the chemicals must be sent out in week 2.
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The cumulative lead-time, allowing for this factory to procure raw materials and manufacture
a pad is, therefore, 6 weeks. If a quicker delivery is required then stocks must be held or

some or all of the component lead-times compressed.

This example was of an extremely simple Bill of Materials. In some manufacturing situations
the Bill of Materials can have thousands of components, where some are shared between

different items.

In summary, in the MRP logic the following steps are taken:
Collect gross requirements for product;

Nett off stocks and scheduled receipts;

Apply lot sizes and safety stocks;

Offset for lead-times;

Explode down to components and start again.

Before computers were used to perform this cycle it was undertaken manually. Typically it
took between six and thirteen weeks to do a complete MRP run depending on the company

size, (Wight 1984).

Using modern computing equipment and MRPII packages it is now possible to perform an
MRP run overnight and the true benefits of the system in terms of up to date information can
be exploited. For example, the MRP run in the Ferodo OE division takes less than an hour
which allows it to be performed on a daily basis, (the MRP run is done during the night so as

not to disrupt access to the system).
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Also, with developments in computer technology it is possible to set controls on MRP, such
as minimum stock levels, order quantities and safety stocks. Safety stocks of finished items
can help a company deal with poor due date performance by holding stocks on site as a

‘buffer’ against uncertainty, (Orlicky 1975).

There are a number of lot sizing rules and algorithms to help calculate the ‘ideal’ order

guantities, (Swann 1986), many of which can be used within MRP, for example:

» Fixed Order Quantity;

» Economic Order Quantity, (EOQ);
* Lot for Lot;

» Period Order Quantity;

» Set : Run Ratio;

» Least Total Cost and Part Period Balancing.

One of the drawbacks of the MRP cycle is that once the Works and Purchase Orders have
been released, (given to the factory or sent to the supplier), there is no control over them and
no method for monitoring their progress. For this reason Closed-Loop MRP was developed,

(Vollmannet al 1997).

Closed-Loop MRP added a number of stages to the MRP logic so that it was possible to

monitor the progress of sales orders until sales requirements are satisfied, (Wight 1984).

Figure 11 below shows the Closed-Loop MRP cycle, (Wight 1984).
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Figure 11: Closed-Loop MRP
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MRPII was then developed to address more drawbacks by adding finance and
accounting options, Business Planning and Rough Cut Capacity Planning to Closed-

Loop MRP, (Wallace 1990).

Figure 12 below shows the MRPII cycle which is the same as Closed-Loop MRP apart

from the addition of Business Planning at the top of the diagram and Rough Cut

Capacity Planning, (adapted from Wight 1984).
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Figure 12: MRPII
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Wight, (1984), summarised three benefits of an integrated MRPII system:

1. The financial and operating systems are the same so that the accounts are a reflection
of actual operation;

2. The system can perform ‘what-if analyses. Rough Cut Capacity Planning, (a tool to
help with doing this), will be explained in section 2.5;

3. Everyone in the company uses the same system and can see the effect of their work.
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Each stage shown in Figure 12 above represents an operation in the business with

feedback between each stage. The main stages are detailed below, (Wallace 1990):

Business Planning

This is the establishment of the top level, strategic, aims and goals of the business. These
aims define the direction of the business and are expressed financially. The Chief

Executive and senior staff are responsible for the Business Plan.

Sales and Operations Planning

This is the weekly or monthly process of planning the rate of factory output in terms of
broad product families to meet short term goals. The sales and operations plan is

developed to meet the requirements of the Business Plan.

Master Production Scheduling

This is the daily process of converting Sales Orders into top level Work Orders for the
items sold by the Factory. The schedule must cover the total, or ‘cumulative’, lead-time
for the factory to allow the MRP run to calculate achievable Purchase and Work Orders.

In effect this de-couples supply and demand.

Material Requirements Planning

This is the process of exploding the top level Work Orders into Work and Purchase

Orders for the manufactured and purchased components as explained in detail above.
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Capacity Requirements Planning

This is the stage whereby an attempt is made to link Work Orders with true
manufacturing capacity. The system aggregates the total work content of each Work
Order by machine or operation as defined in the routing and will predict how much

capacity will be needed and when.

Shop Floor Control

This involves monitoring the actual work output of the Factory and the status of all
Work Orders in the system by logging the status of each Work Order as its position in

the factory changes.

Purchasing

This is the process whereby material requirements for manufacturing are met by
negotiating purchase contracts using forecasts and actual demand as a guide to predict

future consumption.

Due to the complexity of MRPII, systems are usually applied in the form of integrated
databases of the type shown in section 1.4. Originally an MRPII database would have
been written specially for an application, either on contract or in-house. More modern
thinking, however, is that software should be bought in as a package rather than
developed in house for the following reasons, (Cerveny and Scott 1989, Cashmore and

Lyall 1991):

There are a wide range of different packages available on the market;

It is quicker and cheaper to buy software as a package;

Purchased software will have been tested in the field so will be more reliable;

The software will have been developed by skilled analysts and programmers.
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Many authors have publicly acknowledged the significance of the MRPII database.
Schonberger, (1984) and Kamenetzky, (1985), both state that one of the biggest
contributions of the MRPII philosophy is the structured manufacturing database. Figure
13 below, adapted from Hussain and Hussain, (1995), shows a very simplified MRPII
database structure.

Figure 13: The MRPII Database Structure
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Figure 13 above shows six typical sections or ‘modules’ within an MRPII package:
1. Bill of Materials, the product structung

2. Master Production Scheduleh¢ sequence of work for manufacture and purchase
3. Customer Order Entryt{e mechanism for entering and reflecting demand

4. Inventory Accounting,gtock reporting and reconciling for financial measyire

5. Procurement,gurchasing and contract negotiations

6. Shopfloor Control, feedback on the progress of work through the rojting
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These modules are themselves split into ten datafiles containing either static or dynamic
data as below:

1. Product Structurea(Bill of Materials or recipe for manufacturing detailed by ijem
2. Item Master, 4 list of all items and components used, or worked on, in the fgctory
3. Materials Supply/Demanda (breakdown, by part, of current inventiry

4. Customers Mastera(list of customejps

5. Order Master,{ list of orders on the factory, split by custoiner

6. Work in Progress, & detailed list of all incomplete Work Orders in the factpry

7. Work Completions, d detailed list of all complete Work Ordgrs

8. Work Centre Master g(list of the work centres and processing times by)jtem

9. Suppliers Master &(list of suppliery

10 Materials Source &(list of the supplier for each material and contract dejails

Because the MRPII database structure consists of a number of interlinking modules,
rather than one extremely large datafile, it is possible for the same structure to be used in
a variety of companies. It is not necessary for these companies to all use the software in

the same way, as there are many ways each module can be used, (Orlicky 1975).

As a result of the complex nature of MRPII packages several authors have written about
techniques for their successful implementation, either all at once — ‘Big Bang’, or in a
number of stages, ‘Phased’. The best known implementation technique is the ‘Proven
Path’, originally developed by Darryl Landvater in the 1970’s, (Wallace 1990), which a
survey by Wilsonet al (1994), suggests is regarded by practitioners as the best
technique. Wallace claims that anyone following the ‘Proven Patlewguaranteed a

successful implementation.
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To assist with defining exactly what constitutes a successful implementation, Wallace,
(1990), describes a classification system with class A being the best and class D being the

worst. The different classes of MRPII users can be defined generally as below:

Class D;
A class D implementation could be considered to be a failure to successfully implement

and operate an MRPII package with none of the improvements shown in class C below.

Class C;
A class C company will show a reduction in inventories and will have a better ability to
process engineering changes. The business would still operate as it used to but will show

a very good return on investment.

Class B;

A class B company, in addition to the reduction in inventories and ability to process
engineering changes from class C, will also have a dramatic improvement in the ability to
deliver on time, will have minimised component shortages in the factory and will have

reduced the need to work unplanned overtime.

Class A.
In addition to all measures from the class B criteria a class A company will manage the
business successfully from a business plan down to the factory floor and component

suppliers. These MRPII systems can be used to run what-if analyses.
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The above criteria are by no means complete; there is a list of 35 questions posed by the
Oliver Wight company before the classification is made and the answers are graded based
on the number of questions to which a company gives the answer ‘no’ as below,

(Wallace 1990):

0-3 questions answered negative - class A,
4-7 questions answered negative - class B;
8-10 questions answered negative - class C;
11-14 questions answered negative - class D.

The results of a survey into MRPII users showed that only half of all MRPII users were
happy with newly installed systems, (Wilsehal 1994). In the same paper the authors
state that only 9% of companies surveyed would actually classify themselves as ‘class A’
but that these companies showed a 200% return on investment. This figure is made
more significant by the fact that the average spending on implementing MRPII packages

varies little across classes A to D, (Wilsetral 1994).

A number of authors have claimed that a successful MRPII implementation need not use
all the MRPII modules, system requirements depend on the situation being addressed,
(Petty and Harrison 1995, Angt al 1994). This would appear to conflict with the
ABCD classification system which asks questions such as, (Wallace 1990):

» Does the company employ a forecasting system?

* |s there a capacity planning system?

An implementer without the need for forecasting or capacity planning may find that they

are not considered a class A company, yet may have a good system.
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Orlicky, (1975), defines three functions that an MRPII package should cover once
successfully implemented and sub-divides these functions. This list does appear
simplistic but would appear to provide a basis for addressing some of the operational
issues that will beaiced when implementing a system:
1 Inventory;

1.1  Order the right part;

1.2 Order the correct quantity;

1.3 Order at the right time.
2 Priorities;

2.1  Order with the correct due date;

2.2  Keep the due date valid.
3 Capacity.

3.1  Provide a complete load to the factory;

3.2 Provide a valid, manageable load to the factory;

3.3  Provide factory personnel with sufficient forward visibility.

In addition to operational issues, Wight defined 6 principles and philosophy changes that
management should instil in a company when implementing MRPII, (Wight 1984):
1. Define the objectives of the system;

2. Assign accountalily for each part of the system;

w

. Develop understanding of the system through education and training;

IS

. Provide the correct tools for staff to perform their jobs;

o1

. Measure performance so that it encourages staff to work towards the objectives;

6. Provide incentives to increase performance towards the objectives.
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Wight also defines the role of the Chief Executive in an MRPII implementation and the
subsequent use of the package. When the package is being implemented, the role of the
Chief Executive is to appoint a project team, to support them and to arbitrate but not to
interfere. Once the package is in place the Chief Executive should assume rdisponsib

for:

» The sales and operations plan;

» The production planning policy;

* Installing teamwork initiatives.

Key points when implementing packages have been forwarded by a number of authors.
The most prominent piece of advice is to implement in stages either top down or in a
modular fashion, (Petty and Harrison 1995, Al 1994, Carrie and Banerjee 1984).
Even the ‘Proven Path’ supports this method, allowing the financial modules to be
implemented last, effectively creating a Closed-Loop MRP system before an MRPII

system, (Wilsoret al 1994).

This section has explained the operation of the MRPII system, which has proved to be an

extremely popular system in the western world. This success has been attributed by

Segerstedt, (1996), to the following attributes of an MRPII system:

* MRP considers future demand when calculating material requirements where as
traditional approaches look at historical demand;

» MRP allows for components to be changed for an item and eddllculate future
material requirements. This cannot be inferred from historical demand patterns;

* MRP allows for definition of a forecast based on historical demand and market

intelligence rather than simply mirroring current customer demand.
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There are, however, some problems with the MRP philosophy. Section 2.4 will look at

some of the problems found and some solutions proposed.

2.4 Problems with MRPII Systems

At the start of section 2.3 the apparent confusion over the terminology of MRPII was
illustrated. Dwyer, 1995), shows that despite the definitions of the system, many users
are confused over the actual workings of MRP, Closed-Loop MRP and MRPII. There is
only one solution to both these issues; education and training for all staff. ‘&tilshn
(1994), state that 80% of users need training before starting to use a system, (called
‘going live’). It is apparent from experience of these systems, though, that no
implementer should be satisfied with anything less than 100% of users educated before

going live as skills are needed to address ‘teething problems’.

In the early days of MRPII implementation, implementers were simply computerising the
existing system, (Bodington 1995). This is in keeping with the data processing era
proposed as the first of three computing eras in section 2.9. As a result of this the

systems were likely to yield no benefits and to be considered failures, (Bodington 1995).

A further problem when using an MRPII system is that unless the data stored in an

MRPII package is accurate and is kept accurate, or if it cannot be correctly extracted and

displayed, it is useless, (Bodington 1995, Dwyer 1995).
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An examination of methods available to ensure data accuracy must start before the
implementation. Section 2.3 showed that commitment to an implementation is needed
from senior management and that education is required for all staff, (a theme that
continued into this section). These points illustrate that responsibility faactheacy

and therefore, the usefulness of an MRPII system rests with the users and not just with
the implementation team. Dwyer, (1995), quotes an MRPII software supplier as saying
that less of a system'’s success is the result of the software chosen than can be directly
attributed to the people using and implementing the software. This illustrates that the
choice of software may not necessarily be a crucial step in the implementation of an
MRPII package. It is difficult to understand how this conclusion may have been

reached.

Once a package is chosen and education provided it is time to implement the system.
Section 2.3 showed that the most popular implementation method used was the Proven
Path. Statistics have shown that many implementations fail, including Proven Path
implementations, (Angt al 1994, Blood 1992), in these cases failure means not fully

achieving the aims and objectives of the implementation.

Published literature helps to derive a solution to this problem. At the start of Chapter 1
the policy of structured continuous improvement within Ferodo was explained. A
number of authors have stated that this is vital, (Dwyer 1995, Petty and Harrison 1995)
and that even a successful implementation requires continuous support to maintain valid
operation, (Dwyer 1995). Statistics from Wilsenal, (1994), support this by showing

that the classification of companies undertaking continuous improvement increases with

time until an eventual class A classification is reached.
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To help avoid a failed implementation it may be necessary to consider not implementing
an entire MRPII package, or to implement in stages by addressing modules individually,

as shown in section 2.3.

Once a package is implemented it is important to measure performance properly. In this
case performance is not just of the package but also of the users. Neely, (1997), argues
that in order to control the business effectively it is vital that performance measures be
developed that actually reflect true performance against the strategic plans. It is
important that performance measures are used to encourage staff to work towards

strategic targets, such as schedule adherence. This was mentioned in section 2.3.

So far all the problems found with an MRPII package have been related to the use of the
package and not with the package itself. Though significant effort can be put into
addressing these problems there are some problems that some companies experience that

are a function of the basic philosophy of MRPII.

Porter and Little, (1996), Kamenetzky, (1985) and Swann, (1986), discuss several
problems as a result of the assumptions of the MRPII philosophy:

* MRP plans are based on infinite capacity calculations;

* MRP assumes static batch sizes;

* MRP assumes standard lead-times;

 MRP assumes standard queue sizes;

 MRP assumes a fixed routing.

It is necessary to investigate these assumptions in more detail:
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Infinite Capacity.

When MRP performs its calculations it derives Work Order requirements from the
Master Production Schedule. What MRP does not consider is whether or not there is
sufficient capacity in the factory to process the Work Orders. There are several
techniques, from the simple to the sophisticated, available to address this problem. As a
result of the breadth of this area a full analysis is undertaken in Section 2.5.

Static Batch Sizes

An MRP system cannot calculate transfer batches. Transfer batches allow some of a
batch to be taken to the next stage in the process before the entire batch is complete to
speed up the flow of materials through the factory.

Standard Lead-Times

An MRP package cannot alter the lead-times to reflect a true prioritisation sequence
through a factory. This could result in components being launched into a factory to an
incorrect order start date if the process is changing or if the Work Order in question is
being rushed through the factory and skipping some of the queuing time.

Standard Queue Sizes

Traditionally a queue of work sits in front of each machine waiting its turn for
processing. This work is called the Work in Process, (WIP). One way to speed up order
progress through a factory is to change the queue size which will reduce the lead-time.
MRP cannot do this automatically, as lead-times, (and therefore, queue sizes), are fixed.
Fixed Routing

Whenever an item is configured in an MRPII package a routing is identified. This is a
list of the work centres that will be used to make the item in question. MRP cannot
automatically consider using another routing if there is another machine standing idle that

could process the Work Order and help reduce the lead-time.
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Swann, (1986), comments on these drawbacks and examines solutions. The mechanism
he suggests is nothing more than human control. Swann’s solutions involve monitoring
and planning carefully so that overloads do not happen in the factory and manually
manipulating queues and batch sizes to allow for urgent Work Orders. This solution
corroborates the work of Dwyer, (1995), as presented in section 2.3, which showed that
a system’'s success was about the people and the way they use it. The overriding
message is that the users must think of an MRPII system as more than a piece of
software but rather as a tool that requires human interaction. As a result, MRPII cannot

act as a substitute for management.

There are, however, two technologies available that address the above issues, (these
solutions are reviewed in section 2.5 and section 2.7, respectively):
» Finite Capacity Scheduling, (FCS);

» Optimised Production Technology, (which is in fact a specialised form of FCS).

It is also apparent that implementers sometimes forget that when implementing MRPII
there are several other tools available for use. Dwyer, (1995) and Golhar and Stamm,
(1991), argue that the concepts of Just in Time, (an alternative to MRPII), can be applied
in conjunction with MRPII. These authors suggest that the implementation of MRPII

systems is not simply the installation of a package but the analysis and systematic

improvement of the manufacturing organisation.

The concepts of Just in Time and their use with MRPII will be covered in section 2.6

after a review of capacity planning techniques.
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2.5 Capacity Planning

As explained in section 2.4 above, the capacity constraints of the factory may need to be
taken into account when using an MRPII system if machitfisation is high. This is
because situations may occur where the Work Orders generated exceed available

capacity.

There are five established techniques for addressing this problem considering infinite and
finite capacity in the factory. These techniques are detailed as shown below:

1. Derive a Master Production Schedule;

2. As 1 but using Rough Cut Capacity Planning, (RCCP), to help the planner;

3. Use Capacity Requirements Planning;

4. Implement a Finite Capacity Scheduling package;

5. Implement an Optimised Production Technology package.

In keeping with the previous theory of encouraging user control of the system, rather
than systems solutions, items 1-3 are procedures that a planner can follow. Item four is a

complex packaged solution that is best applied to solve complex planning problems.

Item five warrants inclusion on this list due to its adoption of the ‘Theory of Constraints’

technique for addressing capacity overloads. It is, however, a commercially available
package in its own right, containing its own integrated database and as such is better
thought of as a replacement for MRPII rather than as an extension of an existing
installation. This package therefore, qualifies as a Manufacturing Planning and Control

technique and shall be covered in section 2.7.
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This section will address items 1-4 of the list of capacity planning techniques in turn and
will explain their use and limitations. None of the techniques, however, can predict post
planning problems such as random machine breakdowns, absenteeism and sickness.
These techniques can only help to identify and reschedule overloads and capacity
problems that will occur due to excess demand on a factory or component shortages,

(Watson 1996).

2.5.1 Master Production Scheduling

When planning production, planners can accept customer demand as indicated and attempt to
launch Work Orders into the factory to exactly mirror this demand, in the same way as the
MRP logic. In factories with limited capacity, if the actual capacities of machines in the
factory are not taken into consideration at the production planning stage then a large queue of
work will initially build up behind the slowest moving machines, (the capacity constraints) and
then queues will develop behind all machines. Ultimately, customer orders will become
overdue. In this case the production worker, when faced with an overloaded machine, will
select the next job to do based on personal, undefined criteria which will probably not reflect
the desired production schedule or any priority that the sales staff may desire to attach to jobs.
This can result in expediting, where crude priority schemes mark out important jobs in the

factory. Typically this will cause a complete loss in the integrity of the planning system.

In the paragraph above the production sequence was dictated by customer orders and the
production worker. It may be that this sequence is satisfactory and can be used as a Master
Production Schedule, (MPS). A Master Production Schedule is simply defined as °

statement of what is going to be produc@dtfight 1984).
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In the event of constant customer demand, then deriving a Master Production Schedule from
this demand will create aacceptable schedule, (assuming that the demand is below factory
capacity). If customer demand is not constant then the loading on the factory will fluctuate

with customer demand. This could cause overloads on some occasions.

To cater with this type of situation the production planner must de-couple demand from the
Master Production Schedule and create a ‘smoothed’” demand pattern by moving overloads
into underloaded periods, (Wight 1984). Figure 14 below gives an example of Master
Production Scheduling.

Figure 14: Master Production Scheduling
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Figure 14 shows two scenarios, the first one is a schedule that reflects customer demand. It
can be seen that the demand is not smooth, it actually seems to follow a 4/5 week pattern
which could be linked to a monthly order cycle. In this diagram it can be seen that in weeks
5, 9 and 10 there is more demand on the factory than capacity. In these weeks there will be
overdue customer orders if extra capacity is not found or overtime worked at sufficient levels

to cover the overload, (if the factory is not already working 24 hours).

The second diagram shows what would happen to the loading pattern if a production planner
produced an ideal Master Production Schedule. The planner in this case has taken the
overload from weeks 5, 9 and 10 and spread it evenly throughout the other weeks and has
allowed a bit of excess capacity each week as a safety measure. Ideally, this would be
accomplished by manufacturing some of the overload early so that customer orders could be
satisfied on time. It is also possible, however, that orders will have to be pushed backwards,

‘planning to be late’. In this case the customer must be told that the order will be late.

The Master Production Schedule derived in this way provides a good first check on total
loading on the factory. This may not be sufficient, however, as there are no guarantees
that this loading will be evenly split amongst the machines in the factory. This can be

illustrated by the table shown in Figure 15 below.

Figure 15: Table of Machine Capacity against Load

Capacity | Loading
Machine 1 20 20
Machine 2 20 20
Machine 3 20 40
Machine 4 20 10
Machine 5 20 10
Total load on Factory 100 100
Total Possible Production for Factory 100 80
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The table in Figure 15 above shows the potential drawbacks of a Master Production
Schedule derived from an overview of the factory. The quoted capacity of all five

machines that manufacture different items is 20 units a week giving a total capacity of
100 units a week. The total load on the factory is 100 units. In this case a Master
Production Schedule derived from factory loading would indicate that the factory is

within capacity. Closer inspection, however, shows that Machine 3 is overloaded by 20
units. In this scenario the factory can only make 80 units giving a maximum possible
efficiency of 80%. It must be noted at this point that if production staff are measured on

a factory output basis, it is impossible to achieve more than 80% productivity.

The solution in this case is to consider detailed machine loading when planning the
factory and creating the Master Production Schedule. This is possible for the simple
factory shown above. In an environment where there are many more machines and
operations, however, the process is too complex to be done manually so there must be a
compromise. This is done using Rough Cut Capacity Planning and Capacity

Requirements Planning.

2.5.2 Rough Cut Capacity Planning

Rough Cut Capacity Planning is a technique available to the production planner that uses
simplifying assumptions to calculate load on the factory. Once an overall factory schedule is
produced, as described in section 2.5.1 above, then the same process is followed for the
capacity constraints. The assumption being made is that if the capacity constraints are loaded
within their capacity all the machines in the factory will be loaded within their capacity, (Fox

1983c, Wortmaret al 1996).
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If the planner discovers that there will be an overload at a Capacity Constraint the original
Master Production Schedule must be manipulated until a better schedule is derived. Once the
planner has derived a schedule that they accept to be good enough, they replace the
original Master Production Schedule with the new one and run the MRP calculation.

The next stage is Capacity Requirements Planning.

2.5.3 Capacity Requirements Planning

Using Master Production Scheduling and MRP in concert, appropriate production orders
are generated. These orders can then be examined at a detailed level to derive capacity
data for all workcentres in the factory, rather than just the capacity constraints. Due to
the variety of routes that any factory may use, it is possible to find overloading on a
particular machine. Using Capacity Requirements Planning it is possible for factory
management to target the machine in question and address the problem, either in terms
of overtime or extra capacity. Only in rare cases can Capacity Requirements Planning be
used as part of the iterative Master Production Schedule creation process as it generally
takes longer to run Capacity Requirements Planning than to run the MRP calculation,

(Wight 1984).

Using Rough Cut Capacity Planning and Capacity Requirements Planning the Master
Production Schedule will be as realistic and practical as possible but magcassarily be

the optimal production schedule making the best use of each individual machine.
Unfortunately there are limits on the number of possible schedules that a human operator can
produce and analyse. As the name, ‘Rough Cut Capacity Planning’, suggests, this type of
planning is an approximating technique and as such, is inaccurate. It cannot cope, therefore,

if the load on the plant is very close to capacity.
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With a large number of parts, undergoing a whole range of operations, it can be seen that
there can be many combinations of operations that may not be considered. For this reason,
computer packages are now available to perform the above capacity scheduling process

considering many more alternative schedules, optimising individual machines.

2.5.4 Finite Capacity Scheduling

Many of the several commercially available Finite Capacity Scheduling, (FCS), packages are
designed to be used in conjunction with an MRPII package to help derive a workable MPS,
(Roy and Meikle 1995). It is these packages that this section is referring to when using the
term FCS. These computer packages are designed to be used as a tool by a planner and wher
fed with accurate data,ilnxconsider many different schedules in order to select the most
appropriate one. The significant difference is that FCS packages will actually consider
capacity at all machines when performing a schedule run and not just at capacity constraints.

The requirements for these packages are, (Swann 1986):

Accurate Bills of Materials;

» Accurate Master Production Schedules;

» Accurate inventory detalils;

» Personnel disciplined to follow the system;
» Shop Floor data capture;

» Powerful computer systems.

The package willigygest a preferred schedule, based on user input criteria and the planner

will decide whether to use this when loading the factory. If not, then another schedule will be

run.
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It is important not to let an FCS package manipulate the Master Production Schedule without
the supervision of a planner because no system can ever be programmed with the experience
of customer priorities and with the market intelligence that a good planner will have, (Watson

1996).

There are two levels at which an FCS package can be used, at the top level factory planning

level, or at a bottom level operational level. Figure 16 shows a factory layout with a central

Master Production Schedule driving work in four cells.

Figure 16: Hierarchical Factory Organisation Structure

MPS

CELL CELL CELL CELL

Once a Master Production Schedule has been developed, the FCS program can be applied.
Once an optimum schedule is reached MRP could be run to produce Work Orders for each
cell. A feedback loop could be put in from the cells back to the Master Production Schedule
level of the hierarchy, to give information about actual production. This could be

accomplished using the Shop Floor Data Capture functions of an MRPII package.
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Alternatively, the FCS package could operate at the cell level, attempting to meet the MRP
schedule derived from the Rough Cut Capacity Schedule described in section 2.5.2. This
does depend upon the Master Production Schedule being reasonably correct. Planning in this
way can be defined as providing local planning intelligence in the cells. There is a problem in
this case, when there is a shared resource between a group of cells. It is evident that, in the
event of a shared resource, the capacity schedule must be run at the MRPII level of the

hierarchy.

The conclusion made from this is that care must be taken when implementing an FCS
package to carefully analyse the potential usage of the system so that integrity is maintained

between the levels of the hierarchy.

An FCS package works using the same assumptions as a human planner. It assumes fixed
process batch sizes, transfer batch sizes equal to the process batch size and average queu
times, as discussed in section 2.4 above and computer systems cannot allocate overtime or
bring in extra capacity, (Burgoine 1988). Kenworthy, (1994), makes the interesting point

that an FCS package does not have to be better than the best human planner, only better

than the average overworked planner.

Iltem 5 on the original list of capacity planning systems, Optimised Production
Technology, does try to account for some of the drawbacks of an orthodox Finite
Capacity Scheduling package. Section 2.7 will cover this after an investigation of the

Just in Time MPC technique in section 2.6.
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2.6 Justin Time

Any attempt made at defining the origins of the Just in Time technique must start with
the work of Dr W. Edwards Deming. Deming worked for the Allied Supreme Command
after the Second World War assisting with statistical control of the Japanese census.
During his time with the Supreme Command, he socialised with members of the Japanese
Union of Scientists and Engineers. In 1950, members of this union were reviewing a
book on Statistical Quality Control published in 1931 by a statistician called Shewhart
and decided to try to adopt the principles. They realised that Deming had worked with
Shewhart during the war and asked him to advise them on quality control methods,

(Walton 1994).

Deming set out around Japan delivering a series of seminars on quality control. Within
four years of starting his lectures Japanese goods were actually in demand in the world
market rather than simply being sold to the captive Japanese market. This was partly due
to the success that had been achieved in radically increasing the quality of Japanese
product. As a result of this success Deming built up a reputation with Japanese
management. Deming used his success to start to teach the ‘Deming Method’ to

Japanese managers, (Walton 1994, Cox 1990).

The message that Deming delivered was, (Cox 1990):

To place an emphasis on experimentation;

To emphasise training in statistical control methods;

To emphasise that quality is not inspected into a product, it is engineered in;

To have a corporate attitude of searching for constant quality improvement.
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Dr Deming taught about the Deming ‘Cycle’ or ‘Wheel’, (also called the Plan-Do-
Check-Action, Cycle). In this cycle, Deming conveyed the message that the entire
business needs to pull together to work towards continuous improvement by constant
interaction between design, production, sales and research. The Deming Cycle is shown
in Figure 17 below, (Imai 1986).

Figure 17: The Deming Cycle

Research Production

-~

Building from the work of Deming, the Toyota Production System was developed,

(Monden 1983). The Toyota Production System consists of several systems and

methods, (Monden 1983):

» Kanban Systems to maintain JIT production;

* Production smoothing methods to adapt to demand changes;

» Standardisation of operations to attain line balancing;

» Shortening of the set-up time to reduce the production lead-time;

» Better machine layout and multi function workers for a flexible workforce concept;

* Improvement activities by small groups and a suggestion system to reduce the
workforce and increase the workers morale;

» Visual control systems to achieve the automation concept;

* ‘Functional Management’ systems to promote company wide quality control.
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At this point it becomes clear that once again there is confusion over the terminology in
use. A number of authors have written in the field of JIT systems and they describe a
‘JIT systerhto be a system comprising many of the elements that Monden defines as
‘The Toyota Production SysteniDear 1988, Cashmore and Lyall 1991, Golhar and

Stamm 1991 and Clinton and Hsu 1997).

JIT and the Toyota Production System, (this thesis will consider both as the ‘Just in
Time’ technique), are based on the following core philosophies, (Dear 1988):
» Develop a company wide habit of improvement;

* Develop a company wide philosophy of elimination of waste.

Just in Time is a philosophy which cannot be embodied in a software package that can

simply be purchased and switched on. Everyone in the company has to work together to

continuously improve the business and eliminate waste. Considering these in turn:

Continuous Improvement:

The philosophy of continuous improvement, (in Japanese, ‘Kaizen’), is that all processes
and systems can be improved. The philosophy also states that once all apparent

improvements have been made then a new viewpoint needs to be taken, (Imai 1986).

Elimination of Waste.

Anything that wastes time, money or materials is considered to be a wasteful practice.
The philosophy of elimination of waste means that all wasteful practices need to be

targeted and improved, (Dear 1988).
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Examples of ways in which the JIT philosophies have inspired developments in working
practice will be reviewed as below, (Dd£88):

» Kanban control of manufacturing to reduce inventory;

» Just in Time delivery;

* Reduced lead-times;

* Reduced set-up times;

* Optimised plant configuration.

Kanban Control of Manufacturing, (Fox 1983a);

Each machine or operation in a factory converts some material or components into one
or more other components. The components manufactured on one machine could be the
starting components of another machine or operation. Therefore, it is possible to identify
and define each type of component used at each machine. The basic concept is that no
new component may be manufactured by a machine if the next machine in the routing is not
ready for it. If the last machine in the routing finishes a component by processing some
material from a small stock in front of it then the penultimate machine in the line gets

authority to manufacture one component in order to replace the used material.

At a detailed level, there are several techniques for implementing Kanban. All of these
techniques are ‘pull’ systems, where inventory moves as a result of the issue of material
from the finished goods store. They all share the same basic control philosophy, that
activity at a workcentre is triggered by the status of queues of work in front of
downstream workcentres. Determination of priority is an inherent part of the
manufacturing system. This is in contrast to ‘push’ systems. In the case of push systems
priorities are determined by separate systems, such as MRP, where inventory moves as a
result of components being issued into the factory, (Vollnea@mh1997).
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Figure 18 below shows three Kanban control techniques. In the example used the Kanbans
contain four units of inventory and one unit has been taken from behind Machine 3 from
Kanban K4 to satisfy demand, (Browateal 1996).

Figure 18: Kanban Control Techniques

A. Kanban Squares
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A. Kanban Squares.

In this technique the Kanban takes the form of squares drawn on the ground in between
machines in a line. With the gap in Kanban K4 the machinist at M/C 3 has authority to
manufacture and withdraws inventory from Kanban K3 to manufacture material for Kanban
K4. By doing this authority for manufacturing has been given to the machinist at M/C 2.

This cycle continues until all Kanbans in the system are full.

B. 1 Card Kanban.

In this case the Kanban sits, as stock controlled by cards, directly behind each machine.
Production is controlled by a push system, such as MRPIl and material is pulled from
Kanbans to facilitate production. For example M/C 3 will not fill thecepin Kanban K4

until authority is given. Once it is given M/C 3 will withdraw, (pull), material from Kanban

K3.
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C. 2 Card Kanban.

In the final case there are two sets of Kanban controlled inventory, in front of and behind of
each machine. When the machinist at M/C 3 consumes inventory fithdre an ‘orphan’

card from Kanban K3b. This card authorises transfer of inventory from Kanban K3a to K3b.
With this done there will be an ‘orphan’ card in Kanban K3a. This is authority for the
machinist at M/C 2 to manufacture inventory by drawing material from Kanban K2b and

filing Kanban K3a.

In this way work is sequenced through a factory by pulling it through the factory from the
despatch area rather than detailed control at each machine with Work Orders which is the
method employed by MRPII systems. As a result of this, application of Kanban is sometimes
called pull manufacturing. The advantage of using a Kanban system is that once buffer stocks
are controlled by Kanbans, no more inventory can build up in the factory. This approach also
helps identify problems in the manufacturing system as there is less work in progress in the
factory and therefore, prompts for continuous improvement, as shown by the rocks and river
analogy shown in Figure 19, (Clinton and Hsu 1997).

Figure 19: Effects of Lowered Inventory

Example A

Water Level

Example B
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By likening a factory to a river it is possible to understand the effects and benefits of
reduced stocks. Example A in Figure 19 shows a river with plenty of water, (a factory
with plenty of inventory). In this case any rocks, (manufacturing problems), are covered.
Example B in Figure 19 shows the effects of reducing the inventory. The rocks are

exposed and by analogy, problems in the manufacturing system can occur.

There are two approaches to solving this problem, increase the ‘water level to an earlier
level or ‘destroy the rocks’. The Japanese approach is to allocate sufficient resources to
destroy the rocks, working on the principle - destroy the rock that sits highest. In this
way the Japanese reduce inventory, identify problems in the factory and throw all
available resources at solving the problem so that it does not halt or slow down the flow

of product through the factory, (Dear 1988).

Just in Time Delivery, (Dear 1988);

Another technique that can be used to keep stocks low is to enter into a Just in Time
supply agreement with suppliers. Usually a result of forming close partnerships with
single source suppliers, a Just in Time agreement means that the supplier monitors the
status of the inventory in the factory and supplies materials accordingly. Typically there

is high delivery frequency and therefore, low delivery quantity.

Reduced Lead-Times, (Dear 1988);

By reducing work in progress and queue lengths overall lead-times can be reduced for
work in the factory. Exercises at reducing the queuing necessary in a factory, (such as

despatching direct from the final process), have resulted in improved overall lead-times.
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Reduced Set-Up Times, (Shingo 1985);

Shigeo Shingo worked on reducing the time taken to configure a machine for
production. He argued that set-up times could be reduced in most cases as most set-ups
contain elements that could, (with planning), be done whilst the machine concerned is
still running. His system, called the Single Minute Exchange of Dies, (SMED), uses two
techniques to reduce set-up times and hence reduce overall lead-times:

1. Perform as many of the tasks required to change tooling before stopping machinery;

2. Improve the technology used to install the tooling to make the process quicker.

Optimised Plant Configuration, (Dear 1988).

There are a number of ways that a factory can be organised to optimise production. If,
for example, a process calls for components to be worked on at a machine that is at the
other end of a factory then logic would suggest bringing the machine closer. It may be
possible to install cellular manufacturing, where all the machines needed to convert
components into items are grouped together to avoid transport time, to simplify the
system and to allow smaller transfer batches. Within the cell the machines themselves
can be organised into a row or a U shape to create ‘flow’ in the cell in order to emulate
the benefits of a production line, (Dale 1984, Broweel 1996). It should be noted

that cellular manufacturing is not universally applicable. In some cases a functional
layout, (where the machines are grouped by type), may be better, for example when

machine costs prohibit setting up multiple cells or when using multi-function machines.

Other elements of the JIT philosophy include, (Golhar and Stamm 1991):
» Employee participation in decision making;

» Total quality control,

» Total preventative maintenance.
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With reference to the JIT philosophy, Fox, (1983b), makes the following points:

* To be able to deliver to the factory on a Just in Time basis suppliers must move their
premises to be near to the factory;

» Kanban cards only work in a repetitive manufacturing environment;

* Product variety must be minimised to stop too much stock from building up in too
many Kanbanswhich results in a repetitive manufacturing environnient

» Line stoppages must be tolerated to allow problems to be investigated;

* Resistance to the necessary culture changes must be renfigvedu¢atioh

It appears that many of the strengths of the JIT production system do not just apply to
companies that use Kanban. Many authors have reviewed the benefits of implementing
some of the JIT techniques alongside MRPII installations, (Schonberger 1984, Wallace
1990, Dear 1988, Browret al 1996). Dear argues that companies using some or all of

the JIT philosophy can still have high data storage requirements which require the use of
an MRPII package, (1 Card Kanban also requires an MPC system such as MRPII). 1t is
also worth noting that Kanban control of production, being derived from historical

consumption, emulates the ROP technique discussed at the start of this chapter.

Browne et al, (1996), describe the application of some of the concepts of reduced
inventory and elimination of waste when applied to MRPII installations and use the
phrase, Lean Manufacturing This does seem to be a fitting way to describe the

process of continuous improvement and elimination of waste.

Section 2.7 will describe Optimised Production Technology, (OPT) and its approach to

the problems of scheduling and production control.
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2.7 Optimised Production Technology

In the early 1970’s an Israeli Physicist, Dr Moshe Eliyahu Goldratt, applied a theory used
to predict the behaviour of a heated crystaline atom to the field of production
scheduling, (Meleton 1986). These ideas became known as the ‘Theory of Constraints’.
Goldratt formed a company, called Creative Output Limited, to write a computer
package to apply these ideas. The package, sold originally by Creative Output Limited
and then by Creative Output Inc. in the USA from 1979, was called OPT, (Meleton
1986, Fox 1982b). The software, in modern form, is sold today as OPT21 for large
installations and as ST-Point for small installations. The UK distributors are the

Scheduling Technology Group, (Softworld Report and Directory 1998).

In the same way as JIT systems, OPT works by targeting capacity constraints and
reducing inventory, (Fox 1982a). Both OPT and JIT aim to help drive down costs by

reducing inventory. Fox, (1983b), explains two reasons why the OPT approach is better
than the JIT approach:

1. OPT is computerised rather than manual and so can perform ‘what-if’ analyses;

2. OPT can be applied in any manufacturing environment rather than just a repetitive

manufacturing environment.

OPT is based upon the assumption that it is the goal of any company to generate cash.
Normally this is represented by three financial measures, (Goldratt and Cox 1993):

1. Net Profit;

2. Return on Capital Employed, (ROCE);

3. Cash Flow.
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These financial measures are difficult to relate to actual operations. Goldratt, therefore,
devised the following measures as part of his OPT philosophy, (Goldratt and Fox 1985):

*  Throughput;

* Inventory;,

» Operating Expense.

These are defined as follows:

Throughput;
The rate of generating cash through sales. Increasing throughput, therefore, will improve net

profit, ROCE and cash flow, if other factors remain constant.

Inventory;
The value of all tems that will be converted into throughput. Decreasing inventory,
therefore, will increase ROCE and cash flow but not net profit as inventory is viewed as an

asset in orthodox accounting systems. Again, assuming other factors remain constant.

Operating Expense.
The total cost of converting inventory into throughput. It assumes all expenses are equal and
does not separate direct costs and overheads. Decreasing operating expense will improve net

profit, ROCE and cash flow, if other factors remain constant.

OPT focuses on the capacity constraints, which Goldratt calls ‘bottlenecks’, within a

company and schedules the whole plant around all these resources, (Goldratt and Cox 1993).

Once these bottlenecks are identified the Theory of Constraints can be applied.
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An explanation of the Theory of Constraints compares a factory with a troop of marching
soldiers. The theory argues that the slowest soldier in the group should dictate the pace of
the rest of the troop. In the troop of soldiers analogy the slowest soldier would be placed at

the front of the section, (Goldratt and Fox 1985).

The Theory of Constraints shows that when all machines in a factory are running at maximum
productivity they will not be producing goods at the same rate. The non-bottleneck machines
will be operating faster than the bottleneck machines and this will cause problems by allowing

WIP to build up, increasing inventory and reducing the rate of creation of cash.

By using OPT the whole plant is scheduled to a Drum, Buffer, Rope system:

The Drum;

The drum for the factory is set at the speed of the system bottleneck, no resource may exceed
this speed.

The Bulffer;

The buffer is a safety stock configured to cope with problems with non-bottleneck machines.
The buffer ensures that the bottleneck is not ‘starved’ of work.

The Rope.

The rope is the mechanism that pulls the material into the system.

By doing this, the OPT software, (using the Theory of Constraints), will ensure that the

factory is not drawing in excess material. The system operates around the nine rules of OPT

as defined by Goldratt, (Fox 1984), which a company using OPT must adopt as philosophies:
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1. Balance flow not Capacity;

2. The level of utilisation of a non-bottleneck is determined not by its own potential but by
some other constraint in the system;

3. Utilisation and activation of a resource are retassarily the same thing;

4. An hour lost at a bottleneck is an hour lost for the total system,;

5. An hour saved at a non-bottleneck is a mirage;

6. Bottlenecks govern both throughput and inventory;

7. The transfer batch may not and at times should not, be equal to the process batch;

8. The process batch size should be variable, not fixed,;

9. Capacity and priority should be considered simultaneously, not sequentially.

Fox ends with the mottotHe sum of local optimums is not equal to the global optimum

This is sometimes referred to as the tenth rule.

In addition to constraining the flow of work through a factory, (emulating JIT control in any
manufacturing environment), OPT also contains an advanced capacity scheduling capability,
(Wu 1992). OPT can schedule systems in the same way as the Finite Capacity Scheduling
systems explained in section 2.5. In addition to this, however, OPT will optimise batch sizes,
manipulate inventory levels resulting in reduced queue times, consider lead-times to be
flexible, (by manipulating queue sizes) and allow for alternative routings, (Swann 1986). In
addition to these in-built rules OPT systems will allow the user to define the criteria for the
best schedule, for example due date performance or minimised production costs, (Wu

1992).
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OPT performs all the tasks above through use of three elements, (Lundrigan 1986):

1. Serve;
Serve is the OPT equivalent of the MRP scheduling module. In addition to the MRP
logic, however, this file also manipulates batch sizes.

2. Split;
Split is the file that controls time buffers and identifies bottlenecks, (machines and
human resources), so the whole factory can be scheduled together to one ‘Drum’.

3. OPT.
The OPT file contains the rules and data required for running the factory and it also
contains the OPT algorithm patented by Goldratt to apply the Theory of Constraints.

The data storage is similar to the MRPII database structure, (McNagus.

The elements above are supported by a tool that models the manufacturing system,
orders and inventory. This is called Buildnet, (Meleton 1986), which in effect combines

the MRPII routing, Bill of Materials, inventory control and ordering systems.

The system is run on a day to day basis by running the Serve logic and producing a
number of user defined printouts for utilisation analyses and factory scheduling. If there
are errors in the schedule, (over 100%sation at a resource), then the data is sent to
the Split module which then works out where each bottleneck is and splits work out
amongst the available resources. The output from Spilit is sent on to the OPT file and a
Finite Capacity Schedule is developed for the bottlenecks. Based on this the Serve
module then creates a schedule for the non-bottlenecks. If there is still an error the cycle
is performed again until the schedule is deemed ‘optimised’. The average number of

iterations required is five, (Meleton 1986).
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McManus, (1987), reports six benefits that have been found by users of OPT software:

=

. Significant increase in return on total assets;

N

. Significant increase in net cash flow;

w

. Significant increase in cash flow;

IS

. Significant increase in manufacturing efficiency;

o1

. Significant increase in stock turns;

(o2}

. Significant reduction in inventory.

There are, however, a number of issues with OPT, (Swann 1986):

» Data accuracy is ifitvital;

» Users must be taught to work towards schedule adherence rather than performance
measures such as utilisation;

» Expensive computer hardware is required.

The author has reviewed an OPT implementation, where it was observed that use of
OPT requires a high degree of technical expertise from the support staff and that the

implementation of the software is time consuming and difficult.

Swann, (1986), identifies how an MRPII system could be used to emulate OPT. The
solutions proposed hinge on interaction from a Master Production Scheduler within the
planning function to manipulate batch sizes, queue lengths and due dates manually and
use of a Finite Capacity Scheduling program. Roy and Meikle, (1995), show that there
has been increased interest in MRPII with Finite Capacity Scheduling since OPT was
developed. Meleton, (1986), suggests a reason for this being because of the mystery

surrounding OPT.
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It appears that because Goldratt has made the algorithms used by OPT software a
commercially sensitive issue there is little understanding of its true operation amongst
potential users. To quote Meleton, (1986ne must pay up to $500,000 for a system
whose operation is a mystery and hope that it works as claimedRPIl and Finite
Capacity Scheduling systems are well documented and as such it is easier to justify, or

not, the capital expenditure that is necessary to adopt one of these systems.

It is also worth investigating affiliations. Fox was a Vice-President of Creative Output

Inc. and wrote a series of articles about OPT shortly after the company started selling it,
(Fox 1982a, 1982b, 1983a, 1983b, 1983c, 1984). As a result of the association of Fox
with Creative Output Inc. a criticism that can be levelled at the papers is that there is a

risk that they are subjective rather than objective.

It would appear from the literature that many of the established texts on the subject of
OPT are attributed to people with an interest in the product, especially the books and

papers of Goldratt himself, (Goldratt and Cox 1993, Goldratt and Fox 1985).

Golhar and Stamm, (1991), attempt to identify the better system, MRPII, OPT or JIT
systems. In their survey they found conflicting opinions about the use of the packages
and claim that the best solution is one that best fits the situation being addressed, (which
is perhaps intuitive). They go on to say that the best course of action is to apply
whichever approach is most appropriate in each individual element of a situation. They

argue that MRPII and JIT are particularly complimentary philosophies.
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2.8 Development of Information Technology

To facilitate the predominantly computer based MPC systems Information Technology,
(IT), is now widely used in manufacturing organisations in a variety of applications. It is
important to define the term IT because IT and Computing are commonly confused,
(Porter and Millar1985). IT is a term used to describe systems that collect, process,
store, transmit and display information, therefore a succinct definition mayHze
convergence of two technologies that had traditionally been separate: computing and
communications (Kempner 1987). Computers are just one of the tools available to
assist with IT, however, books and paper could be considered to be other tools, (Avison
and Wood-Harper 1990). The field of Information Systems is concerned with the
combination of Information Technology and Management, attempting to successfully

solve business problems with the application of IT, (Checkland and Holwell 1998).

This section will briefly show how computers developed awhine a powerful tool that

assisted with the spread of IT techniques throughout businesses and will analyse in more

detail the development of Systems Analysis and Design tools.

2.9 Computer Systems Development

It was in the 1950’s that computers started to be used in industry in the form of large

mainframe computers. As the processing speed and data storage capabilities of
computers increased so did the potential applications. By the 1970’s computers had
developed into mini-computers capable of far greater performance than early

mainframes, (Ward and Griffiths 1997). Since the 1970’s the tdigpabcomputers has

still been developing considerably and continuously.
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Modern desktop computers, boasting high speed processors and plenty of Random
Access Memory, (RAM), have significantly greater performance than the 8086 based

machines with RAM measured in kilobytes available in the 1980’s.

Hussain and Hussain, (1995), ascertain that the cost of computing drops by twenty
percent each year. Porter andlldv, (1985), showed that the time needed for the
processing of a electronic operation fell by a factor of 80 million betvi®&8 and

1980. There is no indication that this developmalhtsiew in the near future.

During the time that computing has taken to develop into what we know today there
were three identified eras, (Ward and Griffiths 1997, Porter altar 1985, Reynoldet

al 1997). These eras were:

Data Processing;
In this era the focus of computer use was to automate existing data capture, storage and

analysis practices.

Management Information Systems;
In this era computer systems providers developed methods of providing and analysing

information for management, to support decision making.

Strategic Information Systems.

In the final, current, era, computer systems are being used to allow implementers to re-

design the business to increase competitivity in the market.
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There are a number of drawbacks with current computing technology, however. Two of
these limitations are, (Hussain and Hus44&85):
» Computers lack intuition;

» Computers lack creativity.

Both of these limitations mean that humans are still required to analyse any situation and

decide upon appropriate solutions to problems.

In addition to the above mentioned drawbacks it should be noted that whilst the

performance of computers has been developing the software that could be run on these

computers has also been improving and becoming more complex.

This complexity led to recognition of the need for Structured Systems Analysis and

Design methodologies, (Ward and Griffiths 1997).

Section 2.10 describes the development of general Systems Analysis and Design

methodologies and their application in the workplace.

2.10 Systems Analysis and Design Methodologies

A definition of a Systems Analysis and Design methodology has been offered by
Friedman and Cornford, (1989). They explain that the word methodology is often
confused with ‘method’ or ‘technique’. They go on to attempt to clarify the situation by
describing a methodology as structuring of the systems development proceblere

are a number of ‘structured systems development processes’, this section will attempt to

describe some of the better known ones.
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It could be argued that the first Systems Analysis and Design methodology was the
scientific method. This is a very simple methodology, adopted by students and
researchers world-wide. The four steps are as below, (Wight 1984):

1. Observe;

2. Hypothesise;

3. Test the hypothesis;

4. Modify the hypothesis until it is proved correct.

Hussain and Hussain, (1995), describe five generations of Systems Analysis and Design
methodologies. It is clear from their descriptions, however, that many of the early
methodologies they catalogue were designed to assist with the creation of computer

programs or studying problems.

An early definition of systems analysis, notably using the word ‘elements’ rather than
computers, isthe comparison of enlarged systems of interrelated elemévisKean

1958). It is clear from the above definition of systems analysis that thitreew
situations where the system being investigated is not based on a computer system. There
is, therefore, a need for some generally applicable Systems Analysis and Design

methodologies.

Four such early methodologies are the RAND methodology, Hall's methodology,
Jenkins’ methodology and Checkland’s Soft Systems approach. The following
descriptions review the main points / top level of the methodologies but do not expand

the methodologies into minute detail as this is beyond the scope of this thesis.
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The RAND methodology was created in 1946 by the United States Air Force, (Hall
1962). The methodology, described by Wilson, (1990), appeaitardo the Scientific
Method but includes analysis of the data collected experimentally. The RAND
methodology is shown below:

1. Formulation, ¢reation of hypothesis

2. Search, gerform research

3. Evaluation, éxamine resul}s

4. Interpretation, draw conclusions from results against the hypothgsis

5. Verification, conduct experiments to further test the regults

According to Wilson, (1990), a drawback of the RAND methodology was that it

described the steps to take but did not attempt to explain how to take those steps.

The work of Hall and Jenkins in the 1960’s, (Hall 1962, Jenkins 1969a, Jenkins 1969b),
led to the creation of two important methodologies. Hall's methodology, (Hall 1962), is
an attempt to convert the previously existing methodologies and apply them to the field
of systems thinking. The methodology was as follows, (Wilson 1990):

1. Problem definition, define the system

N

. Choosing objectivesgdécide on the new requirements

w

. System synthesissélect and model the new systems avai)able

D

. Systems analysisc@mpare the available systems against objedtives

o1

. Selecting the ‘optimum’ systeng{oose the best fit solutipn

(o2}

. Planning for action,sell the new system to future ugers
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The Jenkins methodology was a major step forward in the field of systems thinking. As

the first Professor of Systems Engineering at Lancaster University he had his research
students apply the Action Research Cycle, as defined in section 1.8, to real life systems
problems, (Wilson 1990). The resultant methodology appears in two papers published in
1969 describing the methodology and an application of it, (Jenkins 1969a, Jenkins

1969b). The methodology is as below:

1. Systems analysisidentify the problemn

2. Systems designgévelop a solution

3. Systems implementationyr{plement the solutign

4. Go live, (tart using the solutign

Analysis of these systems, with the benefit of hindsight, leads to the conclusion that these
systems were targeted by their authors at real life, physical systems. The fact that
working practices could also be defined as systems was not recognised until later,
(Wilson 1990). In addition to this it has now been recognised that these methodologies

conformed to the ‘Hard’ systems approach to problem solving, (Wilson 1990).

Checkland, (1981), introduces the difference between ‘Hard’ and ‘Soft’ systems
approaches. In simple terms, a Hard systems approach is one in which a pre-determined
goal is sought. The problem is defined in terms of an expected result and the systems are

developed in order to achieve this result, (Checkland and Scholes 1990).
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The Soft systems approach is one which has developed from work at Lancaster
University with Action Research and is sometimes referred to as ‘Checkland’s
Methodology’. It became obvious that real world problems could not always be defined

in terms of goals and expected results. In some cases it was necessary to study the
problem and in the course of that study attempt to arrive at a best fit solution. The
phrase ‘attempt to arrive at a best fit solution’ is used because in practice it is difficult to
know if the solution advocated is really the optimum. This methodology is well
documented by Checkland and other authors, (Checkland 1981, 1991, Checkland and

Scholes 1990, Checkland and Holwell 1998, Wilson 1990).

The Soft Systems methodology is shown, in simplified form, below, (Checkland and
Scholes 1990):
1. Exploration of a perceived problem situation including its social and political nature;
which leads to
2. Selection of relevant systems of purposeful activity and model building;
which enables
3. Structured exploration of the problem situation using the models;
which yields
4. Knowledge relevant to improving the problem situation and accommodations enabling
actions to be taken;
which leads to

5. Action to improve the problem situation.
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To assist with defining a system model Checkland developed the acronym CATWOE.
He argues that any definition of a system must contain, (Checkland 1981):

C Customers,the client or object of the main actiVity

A Actors, the entities that enable the system change

T Transformation,the process of the Actors changing the Customers

w Weltanshauungtlte perceived view of the sys)em

O Ownership, the ownership of the system and its management

E Environment, the environment the system is in and the restrictions imposed

This list of methodologies is by no means complete. For example the CATWOE
definition can be seen to be a development of an earlier attempt to define the key
individuals in a system development exercise called the Systems Realisation Process.
Swamson, (1982), describes three individuals in the Systems Realisation Process, the
designer, the decision maker and the client. The Systems Realisation Process has three

stages; design, implementation and use.

A tool has also been developed to help to structure the Systems Analysis and Design
process and is available as a software package. This tool is called the Structured
Systems Analysis and Design Method, SSADM. The tool was developed in the 1980’s
in the UK and has three phases, (Downhal 1988):

1. Feasibility, (his is not a compulsory part of the SSADM technique

2. Analysis;

3. Design.

Page 76 of 318



The three phases are themselves split down into a number of steps, @D@hi338):
1 Feasibility;

1.1  Problem Definition;

1.2  Project Definition.
2 Analysis;

2.1  Analysis of the current system;

2.2  Specification of the required system;

2.3  Selection of service level for the new system.
3 Design.

3.1 Detailed data design;

3.2  Detailed process design;

3.3  Physical design control.

The SSADM software tool provides the detailed project management required by the
Systems Analysis and Design process and includes the ability to produce graphical
relationship diagrams in the form of entity relationship, (e-r), diagrams, dataflow

diagrams and entity life histories, (some e-r diagram techniques are reviewed in section
2.11). It can be seen that the SSADM software computerises the Hard Systems

approach to Systems Analysis and Design.

Avison and Wood-Harper, (1990), criticise SSADM as being far too prescriptive and
have developed an alternative, called Multiview. The Multiview methodology has five
stages and brings a new issue into the field of Systems Analysis and Design, the

interaction of the systems with the eventual users.
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According to Avison and Wood-Harper, (1990), the five stages of the Multiview
methodology are:

1. Analysis of human activity,develop a conceptual model of the proposed system

2. Analysis of information,develop a functional model and an entity madel

3. Analysis and design of socio-economic aspegest, feedback from eventual ugers

4. Design of the human-computer interfacgegign the user interface based gn 3

5. Design of technical aspectsleign the system structure to achieye 4

Avison and Wood-Harper claim that this methodology allows the systems analyst to
develop the system through each stage, where each stage leads directly on to the next.
They also claim that the methodology is effective because it allows the systems analyst to
start with a general definition of the problem and to then move on to specifics. Each
stage of the Multiview methodology has tools and techniques defined to allow the

systems analyst to achieve the best results.

Like SSADM, the Multiview methodology allows for jobs within the design process to
be split up but also cross-checks to ensure that there is no duplication and inconsistency,

(Downset al 1988).

All of the Systems Analysis and Design methodologies above offer useful, general tools.
This thesis will develop a methodology for system development and will then expand it
to include system documentation in a manufacturing environment using understanding of

the composition of the above methodologies as a basis for the design.
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As with all design projects there are a few cautionary notes that must be raised, however,
when systems are being analysed and new systems designed, (Cashmore and Lyall 1991):
» Computer systems should improve manual systems not replicate them;

* New systems should be designed flexibly;

* New systems should simplify the original system, not complicate it;

» The information system should be applied as a servant to the business, rather than as

the master.

In a similar vein Kautz and McMaster1994), have defined eight critical factors for a
successful information systems implementation:

1. Antecedents to the introductioralier attempts to implement syst@¢ms

2. Management support andromitment;

3. Project mission,dear definition of the aims and objectives of the prject

4. Organisational cultureti{e attitudes of the company and the acceptance of cjljange
5. Method usability and validity,i§ the new system going to woyk?

6. Education and training;

7. Monitoring and evaluationa{lowing revision of the chosen strat@gy

8. Involvement in changejnivolve the end users to elicit commitment and enthuiasm

Many of the above methodologies have had a step that requires some sort of modelling
or mapping of an expected system. The next section, section 2.11, will look at two
techniques, Input - Output diagrams and IDEFO and will examine their usefulness when

undertaking a Systems Analysis and Design exercise.
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2.11 Modelling Techniques

This section will examine two system modelling techniques, Input - Output diagrams and
the IDEFO technique. Of the two techniques the Input - Output diagram technique is

simpler so it will be examined first.

Hall and Jenkins, (Hall 1962, Jenkins 1969b), both introduced the reader to the concept
of the system as a box with inputs to the left and outputs to the right as shown in Figure
20 below, adapted from Hall, (1962).

Figure 20: The Input - Output Diagram

] B o
I2 —_———————» —>02
|3 —_— —:>Og

Both Hall and Jenkins explain that systems analysts need to follow the following
procedure to develop a system using Input - Output diagrams:

1. For the main system all Inputs and Outputs need to be defined as in Figure 20;

2. Next the main system should be split into its component sub-systems until all inputs

and outputs are included and Input - Output diagrams drawn.

It is very possible that the ratios of inputs to outputs on any particular system or

subsystem will not be 1:1 and that the outputs of one sub-system could be the inputs of

another.
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Each sub-system now should be considered to be a main system and the procedure above

should be followed so that each sub-system is split into its own sub-systems.

Eventually using this procedure it will not be appropriate to form any more sub-systems
and the definition procedure will be finished. The result of the exercise is that the
systems analyst would have a full list of systems with inputs and outputs indicated.
Using these diagrams the systems analyst can design and implement all the relevant

systems.

The strength and weakness of the Input - Output diagrams technique is that it is very
simple. Another technique was developed that allowed definition of controls and
mechanisms for change for a system. The technique was the original “Information

Definition” technique, (IDEFO).

IDEFO, developed from the Systems Analysis and Design Technique, SADT, was used
by the United States Air Force to model their complex integrated information systems,
(Doniaviet al 1997). The IDEFO model looks like the Input - Output diagram but also
includes the concept of controls, (process triggers) and mechanisms, (process enablers).
This is illustrated in Figure 21 below, adapted from Doreawl, (1997).

Figure 21: The IDEFO Diagram

Control
Input Output
Process
Mechanism
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Just like the Input - Output technique, the IDEFO technique considers a system to be the
mechanism of converting inputs to outputs but structures the process of creation of sub-
systems by a process called Functional Decomposition. This is shown in Figure 22.

Figure 22: IDEFO Functional Decomposition

A-O At the top level the main system is defined

as system A-O. In this case there are three

inputs and one output.

From the definition of level A-O the

component sub-systems are defined as level

<— — — |— —

AQO| AO. In this case it is found that the output

from the first stage is the control on the

second and the output from the second is the

control on the third, no mechanisms are

needed.

A1l | From level Al each stage is itself broken

-I_ down into stages. In this case the outputs

-I_ from each stage become the inputs to the

next stage, the controls are now carried over

from level AO. A useful check when creating an IDEFO model is that level A0 should
have exactly the same system inputs, outputs, mechanisms and controls as level A-0 and

so on throughout the hierarchical structure.
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There are a number of different applications of the IDEF model. Nookabadi and Middle,
(1996), highlight seven current types of model available:

1. IDEFO, (systems modgl

2. IDEF2, dynamic modégj

3. IDEF1X, (data modek

4. IDEFS3, (process description captyre

5. IDEF4, (bject-oriented design

6. IDEF5, (ontology description

7. IDEF6, (design rationale captuje

The work done in this thesis has been with information systems and as a result the IDEFO

technique has been studied. IDEFO is the basis for Figure 21 and Figure 22.

It can be seen that both IDEFO and Input-Output diagrams can be of significant benefit

to a systems analyst. One drawback to these methods is that they are complicated to
draw and need to be constantly updated by the systems analyst as systems change
throughout a systems development project, (though this is made easier by use of modern

software packages to draw and maintain the IDEFO charts).

Work has been done on the effectiveness of systems modelling techniques. It has been
shown from a survey conducted by Baiet¢sal, (1996), that moding is only used in

25% of all systems development projects. The survey went on to show that IDEFO, one

of the more complicated approaches, is mainly used by consultancies and academia,

rather than in industry.
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Smallet al, (1997b), present a nine stage process to help with a business process change
project, which comprises system analysis and system design. The stages, collectively
called the Manufacturing Change Framework, are as follows, (8trall1997a, Small

et al 1997b):

1. Diagnosis
1.1. Diagnose DiagnosisFprmulate problem boundarigs
1.2. Plan Diagnosis,Gather data about the current system and problem reas
1.3.Implement DiagnosisQreate and verify analysis model using data gathered
2. Planning:
2.1.Diagnose PlanningEHyaluate change solutions using analysis mpdel
2.2.Plan Planning(Design new system model with new system details
2.3.Implement Planning,\{se design model to seek company-wide appyoval
3. Implementation:
3.1.Diagnose ImplementationJée design model to create project task;list
3.2.Plan ImplementationRroduce implementation project plan

3.3.Implement Implementation|roplement new systém

An important step in the Manufacturing Change Framework is step 2.3, getting senior

and lower level approval is vital to any change project.

The problem situations faced by the author within Ferodo were not complex enough to
necessitate use of these modelling tools. It will be shown, however, that they may be
applied in the systems development and documentation methodology presented in

Chapter 3 of this thesis.
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2.12 Database Development

Section 1.4 explained that modern MRPII software is written using relational database
techniques. Cashmore and Lyall, (1991), define a databasa asl|léction of data
stored in a way which allows information to be drawn from it in a range of different

ways and formats to answer a range of different management questions

The data in these databases is managed by a Database Management System, (DMS).
These systems handle data without the need for the user to detail programs at the
application level and enable data to be extracted by relatively simple means. They do this
by allowing the definition of key fields to index the data and for relationships to be built

up between different data stored in the database, (forming a ‘relational’ database). With
this information defined it is possible, using the DMS, to extract and combine data in
such a way that useful information is provided to decision makers within the business,

(Hassab 1997).

Originally, separate databases were used by different parts of the organisation to store
and analyse their own data. These databases were either specially purchased packages or
solutions developed in house. According to Cashmore and Lyall, (1991), these systems
had a number of drawbacks:
» They required some data to be entered many times if they were used in more than one
database, which wasted time. Further to this a survey by Haetismin(1986), has
shown that 68% of data errors arise from copying data between systems.
* There was no guarantee that databases were synchronised as one database may have

been updated before the other. This led to lack of faith in reporting across databases.
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A number of authors have described this situation as consisting of ‘Islands of
Automation’, (Reynolds and Wainwright 1997, Bodington 1995, Reynetids 1997,
Harrison et al 1995), where systems are developed independently and are used in

isolation.

In the 1970’s it became evident that if the databases were somehow joined together there
would be significant benefits in terms of data verification and reduced keying effort,
(Harrisonet al 1989). One problem faced was that the development of these databases
had led to a number of compatibility problems due to different databases being run on
different hardware, using different operating systems, (Reynolds and Wainwright 1997).
Joining of databases, therefore, generally had to be done in one of two ways, linking

them, (if incompatible), or integrating them, as explained below.

Linked Databases.

In a linked system there are two separate databases with data being sent between the
two, usually in the form of American Standard Code for Information Interchange,
(ASCII), files. This is usually a manually controlled process where information is sent by
activating a data transfer function, (Harrisetnal 1989). The main drawback of these
systems is that the users need to know the layout of the databases to do the data transfer,

(Cashmore and Lyall 1991).

Integrated Databases.
Integrated databases exist as physically separate systems that have been joined together
to operate as one entity. Data is transferred freely and automatically both ways between

the two systems so that the system appears to be one to the users, (McEld895).
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From the above descriptions it is evident that the preferred solution would be to integrate
the databases. There are three approaches to integrating databases, shown in Figure 23
below, adapted from Harrisaat al, (1995).

Figure 23: Integrated Database Approaches
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- Department] Department Department]
Functional Functional
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Department Department - - -
Functlonal] [ Functlonal] [ Functlonal]
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Centralised Distributed epartmen epartmen epartmen
Hybrid
Database

Centralised Database
This type of database structure occurs when one central database is used to store and

provide all the data to all the functions within the organisation.

Distributed Database

This type of database structure occurs when a number of fully integrated databases are
used to store function specific data within an organisation. The DMS will ensure that the
correct data is stored in the correct database. The DMS will pull data from the different

databases as required and display the data as if there was one source.

Page 87 of 318



Hybrid Database

This type of database structure occurs when a large database is integrated with a variety
of smaller databases which only communicate with the large database and not with each
other. As with the distributed database the DMS will pull data from the different

databases as required and display the data as if there was one source.

One of the reasons for the success of an MRPII database is the fact that it provides an
integrated approach to the data stored by a business, (Dear 1988). This integrated
database structure was adapted from Hussain and Hussain, (1995) and shown as Figure
13 of this thesis. This structure is created using a number of relational datafiles

integrated with one DMS between them all.

Reynoldset al, (1997), describe a survey that showed that respondents felt the three
issues below were important to UK manufacturing:

1. Integrating systems;

2. Developing better use of IT;

3. Developing better control of the factory.

Reynolds and Wainwright, (1997), present a survey that shows that 98% of companies
believe that data exchange mechanisms would greatly benefit integration in their
company. They also show that 92% of respondents would benefit from a methodology
to help decide which systems should be integrated for maximum benefit. The
methodology they have developed has 3 stages, with each stage having individual

objectives and processes before a proposal is submitted for management to consider.
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An overview of the methodology is shown below, (Reyneldal 1997).

Audit

In this stage, all the potential systems integration projects are investigated and

mathematical models of the benefits of each system in terms of tangible figures are
developed. These figures, financially represented, are reduced material cost, reduced
inventory, reduced operating cost, improved sales volume and improved profit margin.

The outputs from this stage to the assessment stage are total benefits, risks and costs.

Assessment

In this stage the outputs from the audit stage are analysed using Linear Goal
Programming. This technique allows financial objectives to be set and combinations of
projects analysed against these objectives. For example a project manager may want to
get the maximum benefit with the lowest risk for a particular maximum cost. Linear

Goal Programming will calculate this in terms of the outputs from the audit stage.

Suggestion
This stage allows the users to feed developed data back into the assessment stage and
run what-if analyses on the data to help determine a long term strategy if, for example, a

particular type of project appears to be particularly problematic or risky.

It is easy to see how the above methodology may be used to assist with justifying and
prioritising integration projects with MRPII systems. This methodology does not

attempt to show how to actually integrate systems once they have been approved. Little
and Yusof, (1996), present the results of a study into the integration of extra modules

into MRPII databases.
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The study draws its findings from a postal survey conducted by the authors using data

received from members of the Institute of Operations Management.

The study shows that most of the topics that it was thought would yield benefits of
integration did actually show benefits. The best results were in the following areas:

* Reduced inventory;

» Reduced purchasing costs;

» Shorter manufacturing lead-times;

* Improved customer service;

* Improved responsiveness.

Surprisingly, there were some topics that were detrimentally affected by integration:
* New product introduction lead-timgydssibly due to inefficient new syst@gms
» Unexpected equipment failurepo&sibly due to extra, more complex equipment

» Manufacturing costsppssibly due to extra purchasing and maintenance osts

This section has established a need for integration within manufacturing databases. It has
reviewed a methodology to help system designers decide upon the best combination of
integration projects for maximum business benefit. It has also reviewed the results of a
survey into the success of integration projects with data drawn from Institute of
Operations Management members. Following on from this it is important to gain an
understanding of how applications may be integrated with MRPII systems. Section 2.13
will explain some approaches to integrating applications with MRPII systems and will

look at the problems faced with each approach.
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2.13 The MRPII Integration Problem

Section 2.3 has already explained that there is a strong case for purchasing off-the-shelf

MRPII packages rather than developing them within a company.

Wilson et al, (1994), present the results of a survey into MRPII systems which finds that
all packaged solutions required modification of some form, most commonly by
integrating other applications. Several authors have produced recommendations for the

appropriate development of MRPII systems.

Wight, (1984), explains that any developed system must be designed to be simple,
particularly the user interface. Wight goes on to say that the more logic that goes into a

particular system the more difficult it is to understand the system and use it effectively.

Bodington, (1995), explains that a systems designer needs to create applications that can
evolve as the systems develop, (ensuring a flexible design). Anon, (1995), warns that

many poor systems come about as a result of computerising inefficient business practices.

Whilst the authors above show the idealised result of a systems development exercise
they do not show how this can actually be achieved. Chapter 3 will review a technique
devised by the author, that can be used to successfully integrate systems with an MRPII
database at an operational level by using sub-systems in a hybrid database structure. This

work forms the foundation of a generic methodology which will be explained in detail.
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Section 2.12 has shown that there are three approaches to systems integration;
» Development of a centralised database structure;
» Development of a distributed database structure;

» Development of a hybrid database structure.

The following sections will look at these in turn and will explain how databases would be
developed using each approach. ilt &so review the benefits and potential drawbacks

of adopting each approach, (Figure 23 should be used for reference).

Before looking at integration techniques, however, it is worth looking at what
constitutes a standalone system. A standalone system is a system that is neither linked
nor integrated with any other system. A good definition of a situation where two
systems should be left standalone would be when neither of the systems have any data in

common such that data sharing would be of no significant benefit.

2.13.1 Centralised Database Strategy

A centralised database is one where all the data is stored in one large database in one
physical location and it is passed as information to departments on request. Storing data
in the same place yields several advantages. A centralised database removes the
possibility of dataduplication and reduces the chances of incorrect data input as the
system can cross-reference entries. In addition to this a centralised database has the
ability to create and store an audit trail as all transactions happen within the database
itself, (Cashmore and Lyall 1991). Theligbto create an audit trail is not unique to a

centralised database but is significantly easier to achieve due to a common data store.
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The problems arise when the database is large and when modifications to the structure
are required. A large database will require detailed, expert, supervisionpgputts far

more so than a small database. Wilsbral (1994), show from company case studies

that modifying the structure of a large database leads to problems as the database
complexity causes confusion over the likely effect of changes. As a result of these
problems, it is evident that changes to a large centralised database should only be made

when the basic system has a flaw that fundamentally inhibits day to day business practice.

When attempting to integrate a new system into a centralised database it can be seen that
the centralised database will have to be extended to include the new system logic and
data storage capability. If this is donesessfully the effect will be to increase the size

of the centralised database and make further integration projects more difficult.

2.13.2 Distributed Database Strategy

A distributed database is a database where a number of small databases are integrated
together to give the appearance, as far as users are concerned, of one system. In the
definition of distributed databases given by Cashmore and Lyall, (1991), they explain that

a distributed database exists over multiple locations. With modern telecommunications,
however, the physical location of a database is relatively unimportant. Therefore the
databases within a distributed database could exist in one physical location with each part
of the organisation having control over a particular database within the distributed
database, logically rather than physically splitting the databases. A better definition of a
distributed database is, therefore: ‘A collection of independent databases, integrated to

give the appearance of a single, united whole’.
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The advantages of distributed databases are, (Cashmore and Lyall 1991):

1. They transfer control of each database within the whole to departments;

2. They allow tight security as individuals can simply be barred from certain databases;

3. Individual databases can be upgraded or developed independently without the need to

affect the performance of the other databases whilst doing so.

The problems with a distributed database occur when attempting to integrate a new

database. To integrate four databases as shown in Figure 23 requires six connections

between databases to link each one together. Each time an application gets added to a

distributed database each existing application needs to be linked to the new one. The

number of links n needed to connect m databases is given by the arithmetic progression:
n=@A+2+3+.....4+(Mm-1))

This can be solved using the standard formula, (Stroud 1992), which can help derive n

and m by substituting for y = n and x = (m-1) into the standard formula as below:

y= x(x+1)D n:(m—l)((r2n—1)+1)D n:(m2—2m+21)+(m—1)D n:(mz—m)

This formula shows that the number of links and therefore, the system complexity, rises

in proportion to the square of the number of databases. This will also quickly lead to

complexity problems if the databases are to be held in physically separate locations.

There are two ways that distributed databases can be developed to reduce this problem:

1. If the database is logically rather than physically distributed, then all the links can be
implemented purely by software;

2. If the new systems are developed by integrating a new application within an existing

database within the distributed database there will be no need for external links.
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2.13.3 Hybrid Database Strategy

A hybrid database consists of a central large database which is integrated with smaller
databases to give the appearance of one whole. The difference between this and a
distributed database is that the smaller databases only communicate with the large
database and not with each other. This concept is mentioned, though poorly defined, by
Bodington, (1995). Bodington suggests that sub-systems should not be joined to each
other but each should be joined with the main database. This suggestion does not go on
to explain what a sub-system is, or how to do this joining. Doeiagi, (1997), also

mention the use of sub-systems to reduce complexity in systems design but again no

detailed explanation is offered as to how this might be done.

It can be seen that because the integration of a hybrid database is done through the main
database the number of physical links that are required is minimised, (one per sub-
system). This reduction in integration complexity can be achieved whilst still gaining all
the benefits of transferring control of the smaller systems to those responsible for their

use and increasing the security of the systems as a whole.

It was shown at the start of Section 2.13 that packaged systems always require some sort
of modification once implemented and this includes MRPII systems. The problem facing
systems developers is which of the approaches to adopt when integrating new

applications with MRPII databases.

The work done with Ferodo has been to apply the hybrid database approach to MRPII

development to develop ‘satellite systems’ from the core and sub-systems approach

outlined in section 2.14.
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2.14 The Core and Sub-Systems Approach to Systems Development

When faced with the problems of integrating systems with MRPII systems there are a
number of approaches that can be adopted. These approaches were explained in section
2.13 above and involve developing one of the following:

» Centralised databases;

 Distributed databases;

 Hybrid databases.

A modern modular MRPII package can be implemented in two main ways:
1. Implementing the modules in one plagahy(sically centraliseq

2. Implementing the modules in physically separate locatiqiys{cally distributejl

It has been shown that for the purposes of systems development the physical make-up of
a database does not necessarily dictate the database view presented to the users. This
can be illustrated by Figure 13 which showed a summarised modular MRPII database
structure, as a series of integrated datafiles. The datafiles shown within this diagram
were grossly simplified by Hussain and Hussain, (1995) butilhedfrate the complexity

of MRPII systems. Despite this internal complexity the outward appearance of these

systems, however, is of a centralised database.

McLeodet al, (1995) and Harrisoat al, (1995), showed that successfully implementing

a ‘core’ system, before integrating other systems incrementally, following the hybrid
systems approach to integration, reduced the complexity of subsequent system
development. This can be considered to be a core and sub-systems approach to systems

development.
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2.15 MPC System Current Developments

There are a number of areas of development of MPC systems including:
1. Extended Enterprise / Outsourcing;

2. Enterprise Resource Planning;

3. Internet Integration;

4. Object-Oriented Programming.

2.15.1 The Extended Enterprise

The concept of the extended enterprise developed to help businesses reduce costs by
focussing on certain aspects of a particular product’s life cycle. This is achieved by a
number of organisations working together to produce a particular product, (Bevwaihe

1996). The origins of the extended enterprise are in the concept of outsourcing.

Outsourcing is the practice of contracting external companies to undertake tasks within
the business so that the business does not need to create the infrastructure to do so
themselves. An example of this could be computing, where a small firm asks a
specialised computer solution provider to maintain the computing facility for a
negotiated fee. Another common example is premises management. The extended
enterprise takes this a stage further and creates a series of companies, each with their

own ‘expertise envelope’, working together to produce product.

A successful extended enterprise relies on good communication between companies and

good information systems facilitate this. Internet technology can be used to provide this

communication, this is described in section 2.15.3 below.
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2.15.2 Enterprise Resource Planning

It is difficult to find a definitive text on, or definition of, the concept of Enterprise

Resource Planning, (ERP). The author’s experience of traditional MPC techniques has
shown that these techniques assist companies to plan production of finished product
within a business, it has been more difficult to plan production across a multi business
organisation. Data reconciliation programs have been employed to consolidate reporting

across these businesses depending upon monthly data entry.

With the advent of powerful communications technology and easily integrated systems it
is possible for a large enterprise to link their manufacturing facilities and extract up-to-
date information from their respective manufacturing databases. Further to this it is then
possible to produce medium and long term plans from this information. Central to ERP
is the concept of product families. Product families are groupings of similar products

dispersed across a number of businesses.

ERP tools, (usually modules bolted onto what were previously called ‘MRPII
packages), allow for definition of these product families and production of consolidated
medium term production plans using historical data extracted from databases within each
manufacturing plant. These plans are then broken back down into plant specific plans

and distributed back to the individual plants.

The plans can then be tracked so that actual performance can be checked against planned

performance to help the derivation of subsequent plans.
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2.15.3 Internet in Manufacturing

The technological foundation of the Internet was developed by Tim Berners-Lee, in
1989, at the European Particle Physics Laboratory, CERN, as a mechanism for
communicating research ideas between researchers in different countries, éB@ialv
1994). The technology that was developed was a ‘hypertext’ system that was accessed
using an interface called ‘Mosaic’, (Bor&v al 1994). The hypertext system was itself
developed into a programming language called the Hypertextuddranguage, HTML,

in an attempt to create a standard format for document storage and distribution and it

efficiently uses the capacity of the phone lines or network used to do this.

Users of HTML can create documents directly in an HTML editor or they can create
documents using another package, (such as Microsoft Word). These documents can
contain graphics as well as textural information. Once the documents are created they
can be linked together electronically using ‘hypertext links’. These links, which appear
on screen as highlighted text, are quick links into another stored document. Activation
of a link will retrieve the document in question and display it on screen. The most
significant aspect of these links are that, because of the standardised HTML format, the

document in question can be on any computer that is linked to a phone line or network.

Once this technology was developed it was released for public use. There are a number
of software packages now available to search for documents, ‘browsing’ and to create
documents, ‘authoring’. This technology has led to a world wide network of computers

where any stored document can be linked to any other document on any other computer.
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The change from paper publishing to use of this so called ‘World-Wide Web’ has been
described as a ‘Paradigm Shift’, (Fryer 1996), a change so significant that it
revolutionises current working and thinking. The technology of the Internet is
continuously developing. Developments include Applets and the JAVA language
platform, (Meckler 1997). Applets could be defined small programs that display
multimedia on a web-page or present simple data-entry fo(Meckler 1997). Simply

put, Applets are a mechanism for automating tasks whenever web pages are accessed.
Developing from this it has been recognised that larger web based applications can be
built by combining a number of small Applets, (Meckler 1997). This emulates Object-

Oriented programming, as defined in section 2.15.4.

For the World-Wide Web to be accessible to all there is a need for a Webrpmigga
language that allows users of the different PC operating system formats, (such as
Macintosh or Microsoft Windows), to all access and view the same web pages.
Typically these two formats are incompatible without some translation program. JAVA
meets this requirement by being a programming language that can run under any
operating system and allows a web page to be viewed by any operating system,

(Goodwins 1999).

There are traditionally two business applications in particular that the Internet can be
used to help address, communications and document distribution, (document distribution
will be discussed in detail in sections 2.16 and 2.17). Internet communications are
usually interpreted as ‘Electronic Mail', (EMail). The internet can, however, be used by
businesses to link their manufacturing databases and using JAVA they can even allow
customers access to the databases to track order progress, (David 1998) or to place an

order directly on the ERP system themselves, (Greek 2000c).
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Recently there has been significant work done on expanding the use of the internet in
manufacturing. In particular work has been done to help collaboration between different
levels of the supply chain, (flm 2000a). Communication within a supply chain is not a
new concern, as early as 1956 Jay Forrester was working on understanding and
simulating the effect of changing demand upon the supply chain, (Greek 2000a). The
‘Forrester’ or ‘Bullwhip’ effect is best illustrated by example. The example given by

Greek, (2000a), is as follows:

If a shop-keeper notices above average demand for a particular product type they may
place an order for an extra box of the product. The wholesaler may interpret this as a
likely universal effect and may place an order on the manufacturers for a larger quantity

to ensure that they have enough stock to supply extra demand from all their customers.
If this is replicated when the manufacturer places demand on their suppliers and further
down the supply chain it can be seen that the whole supply chain could be affected by the
abnormal demand. |If the above average demand is a local effect then the entire supply
chain may find that they have transferred production / financial resources to producing

extra product that is not required, possibly at the expense of product they may have been

able to sell.

It can be seen from this example that poor communication in a supply chain can
potentially lead to increased stocks being held. This would tie up capital, increase the
risk of obsolescence and risk production capacity being stretched / purchased at the
expense of other saleable product, which would also consume capital. An example of
this is silicone chip production, where an expected surge in demand did not materialise.
As a result of this the computer industry found that they had a surplus of RAM memory

chips which drove prices down, (to the benefit of the consumer).
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This did not benefit manufacturers, some of whom had built new factories to cope with
the forecast demand. Ultimately this scenario does not benefit consumers also, as in the
long run prices go up due to cost recovery or businesses stopping trading, which causes

short supply, (invoking the law of supply and demand).

Technology is starting to provide tools that may be used to automate the communication
of this data both up and down the supply chain. If, in the example above, the
manufacturer and the suppliers had access to the data that was generated by the shop-
keeper when placing the order the over-supply situation may not have occurred. The
tools being provided by software companies include Customer Relationship Management
and Supply Chain Management programs. These programs are being integrated into the
standard ERP package offerings by the ERP software authors and control the
transmission and collection of data up and down the supply chaitin (000a).

Product Data Management systems are also being used to capture engineering design

and production data for transmission.

These software tools are internet enabled, allowing the automated transmission and
collection of data in the supply chain. Product Data Management systems, for example,
are being linked to allow ‘simultaneous engineering’ of product, where different levels in
the supply chain work together on the design of a final product, each company
responsible for engineering the parts that fall within their expertise, (R00i@b). This

technology facilitates the Extended Enterprise presented in section 2.15.1.

There is a new type of ERP system provider. Called an Application Service Provider,

they provide a centrally located ERP database that they lease out to multiple companies.
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The benefit of this arrangement is that there is only one pool of IT staff supporting the
ERP databases yet multiple companies using them. The ERP databases are accessed

across the internet, (Pulliz000Db).

Despite these developments in technology the take-up of internet technology has been
slow. There is still a degree of wariness over the viability of using the internet for
business transactions, called E-Business, (Greek 2000b). Though 83% of firms have a
website, this is generally only used as a ‘shop window’. Only 24% of companies take
orders on the web with only 6% generating more than 40% of sales. Only 15% of
companies willaccept payment on the internet, (Greek 2000c). From the customer’s

point of view there is also a resistance to paying for goods electronically.

In addition to security concerns another problem with the take-up of the internet is its
speed. Electronic transactions can be lengthy, particularly at peak times.
Communications companies are looking at ways of increasing the amount of data that
can be transmitted electronically, down telephone lines or down dedicated internet lines.
From a software point of view a new internet language called the Extensible Mark-up
Language, (XML) has also been developed. Unlike HTML this language uses a pre-
defined dictionary letting computers only transmit reference characters and the internet
browser will translate these characters into a presentable format. This new language will

speed the internet up, (Greek 2000b).

It is clear from the rapid development being witnessed in the area of internet technology
that this technology is still in its infancy. It is also clear that the internet is ‘here to stay’
and that as a result manufacturing companies are going to have to develop an internet

presence in order to continue to compete.
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2.15.4 Object-Oriented Programming

The development of traditional manufacturing databases was described in section 2.12.
A recent development in the area of software engineering is Object-Oriented
programming. According to Young1996), in this style of programming, large
programs are broken down into subtasks that can be combined and recombined to
produce new programs’ For example a programmer could break a particular database
report down into three stages, criteria entry, data processing and data output. If these
stages were programmed independently then the report would now be a combination of

three ‘objects’.

Accompanying Object-Oriented programming is the concept of re-use. The report
breakdown described above yields three smaller programs, all of which may be common
to a number of programs. If the data output program could be used to output data from
a number of similar reports then the program is ‘re-used’. It has been shown that under
unstructured, ‘passive’ circumstances 15% of software is re-used. If a structured
attempt is made at software re-use it is possible to achieve up to 90% re-use. This can
reduce the time taken to get a program onto the market to months rather than years and
can increase software quality as mistakes only need to be corrected once, (Jeicabson

1997).

This approach, which saves companies from having to ‘re-invent the wheel’ is being used

by a number of MRPII software suppliers to assist with database development, including

the authors of MFG/PRO, (Young 1996).
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Work has been done to assist with the creation of objects during Object-Oriented
programming, (Jacobsoi®95). Jacobson has worked on a technique which he calls

use-case modelling.

Use-cases are constructed when defining the requirements for the new software. A use-

case is used to assist the program developer program the object, (Jacobson and

Christerson 1995). Jacobson and Christerson define use-cases and objects as follows:

Use-Case:

A use-case is the end user’s view of the proposed application.

Object:

The object is the developers view of the proposed application.

Use-cases help to construct four views of the proposed application, (Jacobson 1995):

1 Definition of the system user’s needs;

2 Definition of the interface to other applications;

3 Definition of project management requirements;

4 Definition of the technical authoring requirements.

A long term vision of MRPII databases programmed using Object-Oriented techniques
has been expressed by David, (1998). David suggests that eventually it may be possible
to purchase MRPII modules from different MRPII software suppliers and combine them

so that a company may construct a customised MRPII database.
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Object-Oriented programming and Use-Cases arecant development in a series of
Software Development, (called Software Engineering), approaches. The problem has
always been control over the large amounts of programmed code required to produce

computer applications.

For example, in the 1980’s il et al (1987), wrote about the Cleanroom approach to

Software Engineering in which the goal was a reduction in the number of defects found
in a program. This was achieved through defect prevention rather than defect removal
and developing software in a series of smaller, incremental stages which were then

independently tested and certified.

Mills et aldescribe Cleanroom as follows:

The Cleanroom processdlls for the development of software in increments that permit
realistic measurements of statistical quality during development, with provision for
improving the measured quality by additional testing, by process changes (such as

increased inspections and configuration control), or by both methods’

Statistics show that the Cleanroom approach reduces the number of defects passed
through the launch of a new software product by finding approximately 90% of all
defects as opposed to 60%. Despite the pace of development in the computing industry

Cleanroom is still applicable today, (Sheeeal 1996).

There is a striking similarity between the Cleanroom approach, (incremental

programming) and Use-Case, (small, interacting programs). Both approaches break a

large program into smaller elements to improve quality and to ease programming.
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2.16 The Documentation Problem

With the development of ever more complicated computerised manufacturing planning
and control systems there is an increasing need for adequate accompanying
documentation. Lehner, (1993), shows that due to the complexity and quantity of
software there is an increasing need for documentation to assist with post-
implementation software maintenance. Lehner goes on to say that as software gets more

complex the need for good quality documentation will rise.

Software maintenance is not the only driving force behind documentation. Knowles,
(1995), describes a document as a medium to enable information to be passed on and
understood. In industry the information can be from a variety of sources, for example:

* Customer address lists;

» System operating procedures;

» Health and safety procedures;

» Corporate policy and aims;

* Approved suppliers lists.

Knowles also shows that the management of documentation and the information
contained therein forms the core of a company’s ability to operate effectively. To help
understand what document management entails it is worth reviewing the types of
documents that will be created. Klien1,984), shows that there are two types of
documents that are needed in a company, operational and administrative. Operational
documents, (or procedures), explain how to perform certain tasks within the
organisation. Administrative documents provide supplementary information necessary to

carry out the operational tasks.
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There are three levels of user, (Bradford 1988):
1. Novice, @ user with a limited understanding of systems
2. Sophisticated,g user with a good working knowledge of use of the system

3. Expert, @ system administrator or extremely experience)user

All three user types require different documentation, as described by a number of
authors. McLeoct al, (1995), suggest that there are four levels in the business at which
documentation is required, each one aimed at all three user types:

1. Organisation, detail about how the business operates

2. Function, @etail about how each department allocates Work

3. Application, @etail about how each individual processes their Work

4. Module, @etailed system operating procedytes

Hussain and Hussain, (1995), show that for a complex system there should also be four
documents, these documents are:

1. A systems manuala{ms and objectives

2. A programmers manuakiéscription of progranjs

3. An operators manualdéscription of how to run programs

4. A users manualsfstem operating procedujes

Looking at the lists of documents above it is easy to see why companies need help
providing all the necessary documentation. The International Organisation for
Standardisation, (ISO), has developed a procedure that includes document creation and

control from a quality perspective. The ISO procedures are detailed in section 2.16.1.
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2.16.1 The International Organisation for Standardisation Procedures

The International Organisation for Standardisation was established in 1947 and is based
in Geneva. The organisation is an attempt by 90 countries to develop common standards
by linking their national standards institutions together. The main work of the
organisation is to develop international agreements, published as international standards.
The organisation reports directly to its membership countries, all of whom pay

subscriptions to provide funding, without government intervention, (Rothery 1995).

One set of standards put forward by the International Standards Organisation is the
ISO9000 series which was first introduced in 1987. These standards were introduced to
help provide accurate and comprehensive control of quality. Rothery, (1995), defines
ISO9000 asdn integrated, global system for optimising the quality effectiveness of a
company or organisation, by creating a framework for continuous improvemaAat

part of the quality requirement, documentation is covered in the standard. The
documentation topics covered include, (Rothery 1995):

» Exact specifications;

» Precise procedures and instructions;

» Correct descriptions.

The ISO9000 documentation is set at three levels:
1. Quality Manual,
2. Control Documents;

3. Operating Procedures.
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The specific documents required can be found in a number of sources. For the
automotive components supply chain, to which Ferodo belongs, the quality guidelines
followed may be the Chrysler, Ford and General Motors, (1995a), Quality System
Requirements QS9000, (which is based on ISO9000) and the VDA Quality System

Audit, (VDA 1996). The documents covered are, (VDA 1996):

Documents on contract review;

» Specifications;

* Drawings;

* Formulations;

» Standards, regulations, internal standards;
» Test instructions;

» Test plans, control plans/inspection instructions;
* Work instructions;

* Work procedures;

* Quality plan;

* Quality procedures;

* Quality manual,

» Procedures for quality record;

» Reference samples;

» Testing procedures.

In addition to defining the documentation required to assist with quality assurance the

ISO9000 procedures also show how the documentation should be controlled.
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In order to control the documents effectively, the VDA text shows that there five
mechanisms that should be in place:

1. Procedures and responsibilities for identifying, generating and releasing documents;
2. Procedures for the distribution and update of documents;

3. Procedures for the archive of documents;

4. Procedures for the timely introduction of external documents;

5. Procedures to ensure that outdated documents are not used.

It was mentioned earlier that the international standards are meant to be a guide to
developing procedures. The ISO9000 range of procedures must not be interpreted as an
exhaustive list. Unfortunately, many companies assume that minimum compliance with
ISO9000 guidelines is satisfactory, (Hoyle 1996). Even following the guidelines of the
international standards will not guarantee a useable system if the documentation authors

do not focus on the end use of the documents, (Tranmer 1996).

One way to help initially define the documentation required is to model the business at a
general level. This provides an information model. One technique that could be used is

IDEFO, as described in section 2.11.

It must be pointed out that business documentation is not required solely for compliance
with international standards. Documentation is required as part of any Systems Analysis
and Design exercise as the systems analysts try to gain an understanding of the process.
Business Process Re-engineering, (BPR), a modern business development methodology,

also requires the use of structured documentation.
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The basic concepts of the BPR methodology are to start from first principles when

analysing a system in order to address the fundamental problem and not just to treat the
symptoms, (Hammer and Champy 1999). By doing this the company can redefine the
business aims, objectives and priorities before undertaking investment projects. The
reasons for this are to prevent BPR projects being undertaken that are not financially

viable, (Hendley 1997).

In order to help identify key investment projects a BPR project will use modelling tools

and structured documentation to help define priorities. The modelling tools could be
Input - Output diagrams or IDEFO diagrams as discussed in section 2.11. The
documentation required could cover, (Hendley 1997):

» Business objectives;

* Documentary information flows;

» Definition of requirements from new systems.

This section has illustrated the variety of reasons for creating documents within a
business. What has not been shown is how to actually create documentation to meet
these requirements. This can be done in one of two ways:

1. The traditional, paper based approach;

2. The electronic approach.

The next section, section 2.16.2, will show the traditional approach to documentation,

this will be followed in section 2.16.3 by an explanation of the problaoedfby authors

and readers of documentation created in this way.
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2.16.2 Development of Documentation

Paper based technical documentation 