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Abstract 
 

The work described in this thesis concerns studies of damage and annealing 

processes in ion implanted Si, relevant for the formation of source / drain extensions in 

sub 100 nm CMOS devices. Implants were carried out using 1-3 keV As, BF2 and Sb 

ions and implanted samples were annealed at temperatures between 550 °C and 1130 °C. 

The principal analysis technique used was Medium energy ion scattering 

(MEIS), which yields quantitative depth profiles of displaced Si atoms and implanted 

dopants. The results obtained have been related to comparative analyses using SIMS, 

TEM and X-ray techniques. 

Heavy ion damage evolution and the concomitant dopant redistribution as a 

function of ion dose was investigated using As and Sb implantation into Si. It was found 

that for low doses the damage build up does not follow the energy deposition function. 

Instead a ~4 nm wide amorphous layer is formed initially under the oxide that grows 

inwards into the bulk with increasing dose. For low doses As is seen to have migrated 

into the damaged regions near the surface, where it appears to be more readily 

accommodated. Both effects are ascribed to the migration of interstitials. 

Various annealing studies have been carried out to investigate the regrowth 

behaviour of the damaged Si and the redistribution of the dopant. Effects of 

recrystallisation, dopant movement into substitutional positions, dopant segregation and 

diffusion are observed. Annealing studies of implanted Silicon on Insulator (SOI) 

wafers have shown a regrowth that has a wavy a/c interface unlike the layer by layer 

mode that is typical in solid phase epitaxial regrowth. This effect is ascribed to localised 

damage accumulation at the buried oxide layer. 

Following a BF2 implant into Si, pre-amorphised by a Xe bombardment, an 

interaction between Xe, F and B has been observed to occur upon annealing during 

which the implanted species conglomerate at depths related to the end of range of the 

BF2 implant in the amorphous Si. 
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Chapter 1 Introduction 
 

1.1 Introduction 

Low energy ion implantation is a key processing step for the production of 

integrated circuits (IC’s) in ultra large scale integrated technology (ULSI). It is the most 

widely used method for introducing dopant atoms into silicon wafers to produce 

electrically active n – type and p – type doped regions in complementary metal oxide 

semiconductor (CMOS) transistors, as well as other types of devices. The main reason 

for this is the technique’s ability to control the depth and dose of the implanted dopant 

atoms with the necessary level of accuracy and reproducibility for volume production 

(1). 

An unavoidable consequence of energetic ion bombardment is the displacement 

of lattice atoms. The work described in this thesis is a study of the behaviour of the 

damage growth and dopant accumulation during ultra low energy implantation, as well 

as damage dissolution and dopant redistribution effects during annealing. Studies were 

carried out in collaboration with Advanced Micro Devices (AMD), the world’s second 

largest processor manufacturer. The implantation conditions studied in this thesis are 

relevant to current and future device production. A brief description of transistors and 

the current state of the technology is made within this introduction to set the context for 

the later work. 

 

1.2 CMOS Devices 

The most important transistors in IC’s are metal oxide semiconductor field effect 

transistors (MOSFET) (2). These can be either n-channel (NMOS) or p-channel 

(PMOS) transistors. CMOS, which dominates IC technology, utilises both NMOS and 

PMOS transistors. A schematic of an enhancement mode NMOS or PMOS transistor is 

shown in Figure 1.1a). The physical structure of both transistors is essentially the same 

and they consist of two highly doped regions, the source and drain, which are oppositely 

doped with respect to the surrounding region. The Fermi level (the energy level at 

which the probability of occupation by an electron is 0.5 (7)) has to be continuous 

across a junction of n and p regions at equilibrium, therefore electrons and holes migrate 

across the junction, creating positive and negative space charge regions which forms a 

depletion region at the junction. Between the source and drain is the channel. A 

polysilicon gate terminal placed over the channel is separated from the channel by an 

insulating SiO2 layer. In an ideal device, when a bias voltage is applied to the gate 
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terminal (Vg), current cannot flow from the gate because of the insulating layer. 

(However in reality some gate leakage can occur.) The electric field due to an applied 

voltage, affects electrons and/or holes in channel region. 

In the absence of a bias voltage on the gate, relative to the substrate (which is 

usually at earth potential along with the source), the source and drain regions form two 

back to back semiconductor junction diodes. No current can flow from the source to 

drain irrespective of the voltage applied between them and the transistor is termed to be 

in the “off” state (although some reverse gate leakage current can occur in this state). 

An NMOS transistor has an n-doped source and drain and is p-doped under the gate. 

Applying a positive voltage to the gate will create an n-channel inversion layer, by first 

repelling holes and then attracting electrons into that region. The n – type source and 

drain are then connected by a surface n – channel, enabling the flow of current from the 

source to drain, if a voltage is applied to the drain (VD). Electrons form the majority 

charge carriers. The opposite is true for PMOS transistors, which consist of p – type 

source and drains and an n – doped channel. When a negative voltage is applied to the 

gate, a p – channel inversion layer is formed in which holes form the majority charge 

carriers (2-7).  

The threshold voltage (Vt) is the gate voltage for which the channel region 

becomes strongly inverted and current can start to flow from source to drain. In this 

state the transistor is said to be “on” (2-7). The threshold voltage (Vt) is of great 

importance and can be adjusted by one or more threshold adjust implants in the device. 

A threshold voltage adjust implant places dopants just under the gate oxide (8).  

The gate voltage determines the width of the conducting channel and hence the 

current that can flow in the channel from source to drain can be modulated by varying 

the gate voltage (2-7). For increasing drain voltages, the drain current quickly reaches a 

saturated point determined by the gate voltage. 

The source / drain extensions (SDE) extend underneath the gate and consist of 

more lightly doped regions than the source and drain. They provide a gradual dopant 

concentration gradient between the S/D and the channel region which reduces the 

maximum electric field and hence reduces the threshold voltage (5). Smaller electric 

fields are required in order to avoid hot carrier effects. A large electric field can 

accelerate the carriers, usually electrons because of their higher mobility, to high 

energies. The energetic, termed hot, electrons can be accelerated into the gate oxide. 

Excess charge building in the oxide will change the device operating characteristics 

over time (7). 
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The enhancement mode transistor described is the type most commonly used. In 

comparison a depletion mode transistor is engineered to normally conduct by creating a 

thin doped layer of the same type as the source and drain underneath the gate. Applying 

a gate voltage which is opposite in polarity to the voltage applied in enhancement mode 

devices makes conduction stop. In all cases silicide or metal contacts allow the 

terminals to be connected to other devices by metal interconnects. The above is in fact a 

very simplified description of a transistor. Many implantations and processing steps are 

required to make a device. 

 
In CMOS both NMOS and PMOS transistors are manufactured on a single 

wafer by first forming wells doped oppositely to the wafer in which to build the 

transistor in. Usually an n-type well is formed in a p-type wafer to form a PMOS 

device. The main advantage of CMOS over NMOS and bipolar technology is the much 

smaller power dissipation. Theoretically a CMOS circuit has almost no static power 

dissipation and power is only dissipated when the circuit switches (3). 

Two important physical parameters that affect transistor performance are the 

gate length Lg, and the SDE junction depth, Xj. The gate length has an important 

bearing on the speed of operation of a device, as the velocity of electron motion in Si is 

limited, therefore the time for the current to travel the distance from source to drain 

depends on the distance of travel. The junction depth has to be related to the gate length, 

as discussed below. From an analysis point of view Xj is often somewhat arbitrarily 

taken to be the depth where the concentration of dopants in the extension is 1E18 cm-3. 

 
 
Figure 1.1 a) Schematic of a MOS transistor. b) XTEM image of an AMD 
optimised transistor with a gate length of 35 nm, modified from (16). 

Gate

Extensions



 

4 

This is an approximate average level for the concentration of dopant in a Si wafer, 

therefore the junction occurs at the depth of the change over point. The electrical 

characteristics, i.e. the sheet resistance, of the doped regions are also of extreme 

importance for the power consumption of the device. 

From a simplistic point of view, reducing the dimensions of transistors produces 

several obvious means of improvement in IC performance. The first is that reduced size 

allows faster switching speeds, due to a shorter duration for current to cross a shorter 

channel. The second reason for an improvement is that smaller transistors allow for 

more dense packing and hence an increase in the number of transistors on a chip 

allowing the chip to perform more operations. Modern processors contain millions of 

transistors on a single chip, for example in 2004 the leading AMD processor, the 

Opteron contained 205 million transistors on an area of approximately 2 cm2 (9). A 

cross sectional transmission electron microscopy (XTEM) image of a transistor from 

this processor is shown in Figure 1.1b). The gate length in this case is 35 nm. 

In 1965 Gordon Moore, co-founder of Intel, observed that the number of 

transistors on IC’s doubled every 12 months and predicted that it was likely to continue 

to do so (10). In 1975 Moore revised that to every two years (11). These predictions 

have since become known as “Moore’s Law”, with the timeframe between 1 and 2 years 

for doubling the number of devices. The semiconductor industry has strived to follow 

“Moore’s law” and has sustained the rate of improvements to devices ever since (12). 

This improvement is illustrated in Figure 1.2 where the number of transistors on Intel 

processors is plotted against the year of its production (12). This is likely to continue for 

some while, although there are some serious potential “showstoppers” ahead, discussed 

later (13). 
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To continually achieve this rate of improvement, aggressive targets for the 

performance of all aspects of devices, including the gate length, junction depth, and 

sheet resistance, as well as production methods have been laid out as a guide in the 

International Technology Roadmap for Semiconductors (ITRS) (13). This states 

performance criteria and designates technology nodes, determined by the repeat spacing 

of devices, which are considered necessary for the industry to be able to achieve on an 

annual basis in order to sustain the rate of progress of “Moores Law”. The roadmap 

pushes research and development to achieve these criteria, particularly where no 

manufacturable solutions are known. The current version of the roadmap contains 

detailed short term goals till 2009 and longer term projections till 2018. 

Simply reducing the gate length alone would produce short channel effects. This 

situation arises when the depletion widths of the source and drain become comparable 

to the channel length and merge, known as “punch through”, and the device no longer 

operates with MOSFET characteristics. This behaviour can short the channel and 

increase subthreshold leakage currents from the source to the drain (2-4). For this reason 

transistor dimensions have to be generally reduced by scaling down all dimensions and 

keeping the same transistor shape. ‘Halo’ or ‘pocket’ implants place dopants just below 
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the active channel, adjacent to the source and drain to precisely tailor the background 

doping there (5). They can help to prevent expansion of the drain depletion region into 

the lightly doped channel to reduce short channel effects. However, classical transistor 

scaling theory requires reduced source drain extension depth with reduced transistor 

gate length, (Xj ≈ 0.55 Lg) (2, 13). The projected junction depth requirements in the 

ITRS are therefore based on the gate length. Sheet resistance Rs values for both NMOS 

and PMOS are also given in the roadmap. As a guide to the rate of development, in 

2001, technology was in the 130 nm node and in 2004 it was in the 90 nm node. The 

projection for 2007 is to be in the 65 nm node. Some values from the 2003 ITRS (13) 

relevant to this PhD project are shown in table 1.1 and have not been changed in the 

2004 revision (13). Besides the existence of a general roadmap, manufacturers tend to 

follow their own modified roadmap. Figure 1.3 shows the trend for size reduction of 

CMOS transistors at AMD along with XTEM images of test structures. 

 

 
Year 2003 2004 2005 2006 2007 

Technology node  90   65 

Lg (nm) 45 37 32 28 25 

Xj extension (nm) 24.8 20.4 17.6 15.4 13.8 
Max extension Rs P/N 
(Ω/□) 545/255 663/310 767/358 833/389 884/412 

 
Table 1.1 Parameters from 2003 ITRS. From (13). 
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It has been noted that the rate of improvement cannot continue by merely 

reduced scaling alone due to the existence of fundamental material limits. For example, 

the gate oxide and Lg scaling is reaching its limit, because for much thinner oxides, gate 

oxide leakage current would dominate and high-k materials are not yet mature enough 

for high volume manufacturing (14, 15). The oxide layers in production have a 

thickness of around 1.2 nm but by the time scaling has reduced the required oxide layer 

to a thickness of 0.7 nm, this will correspond to just two atomic layers and is probably 

the ultimate manufacturing limit of bulk silicon oxide (32). The limit in downscaling 

must ultimately be related to the spacing between the atoms in the Si crystal, i.e. 

approximately 0.3 nm (33). In much the same way, with continued downscaling a point 

will be reached where there will so few dopant atoms in the channel region (down to as 

few as 100), that any small statistical variations in the number would have dramatic 

consequences on the device operation. It is not known if the number of dopant atoms 

could be controlled with the required accuracy (26). 

There is a complicated relationship between many transistor parameters. It is 

therefore extremely important to carefully optimise all parameters for the best overall 

performance and reliability of the device and the production costs (14, 16, 17). For 

example it has been observed that simply reducing the SDE junction depth does not 

specifically lead to an improvement in overall device performance. Variation in Xj did 

not produce an observable variation in the threshold voltage characteristics (16).  

 

 
 
Figure 1.3 Roadmap for device shrinkage at AMD with XTEM of test structures. 
Modified from (9). 
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To continue to improve devices there is a growing need to better understand all 

the mechanisms involved to fully exploit all the possibilities for improvement. The 

work in this thesis is concerned with understanding some of the mechanisms involved. 

There is also a growing need to introduce novel methods of improving device 

performance. Advanced structures have to be considered as well introducing new ways 

to improve performance using the current device structure (5, 14, 32). The introduction 

of strain in devices is now actively pursued as one way to improve performance. In 

strained Si there can be higher carrier mobility (18). Devices may be created either 

through using strained SiGe or by using highly stressed overlayer films that are 

selectively formed over the NMOS and PMOS regions (14). Tensile films are used for 

NMOS and compressive ones for PMOS. 

Another method to improve the operation of the transistor has been the 

introduction into volume production, within the last two years, of devices created on 

silicon on insulator (SOI) wafers for an improvement in the area of device latch – up, 

i.e. better isolation of the devices from the bulk substrate so that capacitance effects do 

not cause one transistor to interfere with the operation of surrounding transistors (3). 

Partially depleted devices have a similar construction to the standard CMOS devices, 

the source and drain do not extend to the depth of the buried oxide layer. These devices 

are already in production. Fully depleted devices are formed on narrow Si layers and the 

source and drain extend down to the buried oxide. A move to this sort of transistor is 

expected within a few years (9, 13). Further benefits and differences of SOI transistors 

are beyond the scope of this thesis. Because of the growing importance of SOI 

substrates a description of work comparing the regrowth behaviour of SOI and bulk Si 

substrates is included in Chapter 6 of this thesis. 

 

1.3 Ion implantation 

Ion implantation is carried out in an ion implanter in which dopant atoms are 

ionised in an ion source plasma. Positively charged ions are extracted from the source 

and accelerated in an electrostatic lens that forms them into a beam, mass analysed in a 

magnetic field (and occasionally focused in electric fields), and accelerated or 

decelerated, before impinging on the wafer (5). Since all practical implant energies 

exceed the threshold for lattice atom displacement, the process of ion implantation 

inevitably produces damage to the Si crystal lattice structure through collisions of the 

dopant ions with the Si atoms and the accommodation of the implanted ions within the 

matrix (19). 
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At the implant energies currently of interest for device production i.e. 1 – 5 keV, 

energy will be transferred mainly through nuclear interactions (elastic collisions), from 

the energetic ions to the initially stationary target atoms. A collision results in an ion 

being scattered and loss of energy through which the projectile slows down. Eventually 

after a series of collisions with different target atoms an ion will come to rest at some 

range within the Si once it has lost all its energy. For a given implant species the lower 

the implant energy, the shorter the range will be. The statistical nature of the slowing 

down process produces a distribution of the implanted ions within the Si about some 

mean depth. The implanted ion distribution is approximately a Gaussian distribution, or 

more accurately, a Pearson distribution. Driven by the relentless reduction of device 

dimensions the trend has been to use increasingly lower implant energies. 

Si atoms that gain sufficient energy during a collision to overcome the binding 

energy are displaced from their lattice site, leaving behind a vacancy, i.e. an empty 

lattice site. Si atoms and implanted dopant ions stopped on a non lattice site are termed 

interstitials. Both structures are irregularities in the Si lattice and are referred to as point 

defects. Conglomerations of two or more point defects, referred to as extended defects, 

are also produced by ion implantation. Point defects can migrate depending on the 

temperature. Regions such as the surface or internal interfaces can act as a sink to trap 

migrating point defects (21). 

Energetic recoil Si atoms produced by collisions with the incoming dopant ions 

will also collide with other Si atoms and if sufficient energy is transferred they in turn 

will be displaced. This process continues resulting in a collision cascade. The collision 

cascade produced by single heavy implanted ions, such as As, Sb, and Xe, tends to 

produce small amorphous zones. Once a certain implant concentration has been 

exceeded these zones will spatially overlap forming a continuous amorphous layer. 

Implanted light ions such as B create less damage to the Si lattice, but damage will build 

up until a certain critical concentration of defects exists when the crystal structure can 

collapse into an amorphous structure (20). It is difficult to produce an amorphous layer 

with light ions and will require substantially higher implant doses to achieve compared 

to heavy ions. 

 

1.4 Annealing 

To produce electrically active doped regions the implanted material must be 

annealed to restore the crystal lattice and locate the implanted atoms onto substitutional 

sites where they can become electrically active. Upon annealing, fully amorphised Si 
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produces a device quality regrown layer. On the other hand highly damaged Si layers, 

even after annealing to very high temperatures, always contain residual defects (22). 

This is one reason for using a pre-amorphising implantation (PAI) step prior to 

implanting the dopant. It is energetically more favourable for Si to be in a crystal 

structure rather than a damaged / amorphous state. Solid phase epitaxial regrowth 

(SPER) can proceed from the interface of the crystal and amorphous region in a layer-

by-layer fashion upon annealing at temperatures of 550 °C and above (22). The 

regrowth rate is temperature dependant and increases with increasing anneal 

temperature. The regrowth rate also varies with the crystal orientation, (100) Si regrows 

faster than (110) Si, which in turn is faster than (111) orientated Si. This is one reason 

for the majority of devices being made on (100) Si. (100) Si is also the easiest 

orientation to grow. During the regrowth of amorphous layers the implanted dopant can 

take up substitutional lattice positions depending on concentration (22). For high dopant 

concentrations some dopant may not be able to be accommodated in the regrown layers 

and will be swept in front of the interface between the amorphous / crystalline interface, 

forming a segregated layer at the surface (23, chapter 6) or form clusters. 

High anneal temperatures of > 1000 °C are typically preferred as they can result 

in fewer defects and higher levels of activated dopant. The thermal budget is the integral 

of the anneal temperature and time, which gives a measure of the total heat energy. 

However higher thermal budgets allow for more diffusion of the dopant, adversely 

affecting both the junction depth and abruptness. It is therefore favourable to optimise 

the thermal budget to produce shallower junctions with high levels of activation (1). 

This has led to the development of spike annealing, in which the wafers are heated to 

some higher temperature (usually > 1000 °C) but are not held at this maximum 

temperature. Fast ramp up and ramp down rates are used. This reduces diffusion as 

opposed to the more conventional rapid thermal processing (RTP), in which the wafer is 

held at the maximum anneal temperature for some duration, usually of the order of 

seconds. 

At the end of the range of an amorphising implant will be a region essentially 

crystalline but containing a substantial number of defects. This interstitial rich defect 

region is termed the end of range (EOR) and the defects in this area have an important 

effect on the behaviour of the dopant ions during annealing (24, 25). These defects 

evolve during annealing and form extended defects. The dissociation of these extended 

defects at high anneal temperatures leads to the release of interstitials which sweep 

through the lattice and interact with the dopant atoms. This results in a burst of 
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enhanced diffusion of the implanted dopant ions, many orders of magnitude higher than 

standard Fickian diffusion called transient enhanced diffusion (TED). Diffusion can 

limit the shallowness of the transistor junction produced and consequently has important 

implications for device production. 

Pre-amorphisation is also carried out to minimise channelling of implanted 

dopant ions (26). Traditionally amorphisation has been carried out using Ge implants 

but in the studies in this thesis Xe has been predominantly used. Using a deeper pre-

amorphising implant (PAI) can spatially separate the end of range damage from the 

junction depth. 

 

1.5 Objective, preparation, analysis techniques and equipment 

The objective of the studies reported in this thesis was to investigate near surface 

damage formation and regrowth processes as well as the behaviour of dopant ions 

implanted into silicon during ultra low energy ion implantation and annealing. The 

focus was to study conditions typical for forming ultra shallow junctions (USJ’s), for 

source / drains and extensions. Implant and annealing conditions are similar to those 

used in actual device production (i.e. 3keV BF2 and As). However a particular interest 

was to gain a better understanding of the mechanisms involved using detailed structural 

characterisation of the as-implanted and annealed Si. For this reason there is special 

emphasis on using lower annealing temperatures to capture the various stages of 

regrowth which cannot be identified under production annealing conditions. The work 

formed part of a European project, IMPULSE (27), the project aims of which were to 

get a complete physical and electrical characterisation of implants and to identify the 

optimum implantation and anneal process conditions for the latest generation transistors. 

The work was performed in close collaboration with Advanced Micro Devices (AMD) 

in Dresden, Germany. 

Additional work has been carried out in close collaboration with Applied 

Materials Implant Division, part of one of the largest equipment manufacturers in the 

semiconductor industry. 

Implanted and annealed samples used in this project have been produced at The 

University of Salford using the Ultra Low Energy Implanter (28), by AMD, in Dresden 

as part of the IMPULSE project (27), and by Applied Materials Ltd. Both AMD and 

Applied Materials used Applied Materials Quantum LEAP implanters (29). 

The main analysis technique used for the characterisation of the samples was 

medium energy ions scattering (MEIS). In essence a high resolution variation of the 
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technique of channelling Rutherford Backscattering Spectrometry (RBS/C), MEIS is 

able to provide depth profiles of both the dopant and the damaged Si with sub nm depth 

resolution. Experiments were carried out at the CCLRC facility at Daresbury Laboratory 

(30). Additionally, secondary ion mass spectrometry (SIMS) measurements were 

carried out for a comparison with MEIS experiments, forming the basis of the analysis. 

 

1.6 Scope of the project 

A review of atomic collisions in solids is contained in chapter 2. Chapter 3 

reviews damage formation and annealing in ion implanted Si. Chapter 4 reviews the 

analysis techniques, primarily focusing on MEIS. It also includes information on sample 

production including information regarding the implantation and annealing equipment. 

In chapter 5 the results of the Si damage build up and dopant migration during 

implantation with increasing implant doses are discussed. These studies were carried 

out using As and Sb ions. Damage was found to build up in a narrow layer underneath 

the oxide layer, with increasing implant dose. This would grow to slightly greater 

depths until a narrow amorphous layer was formed. The width of the amorphous layer 

would be subsequently increased for increased implantation dose. The location of the 

implanted dopant was closely related to the depth of the damaged layer. The dopant 

appeared to be more easily accommodated within the damaged layer. This effect is 

attributed to mobile interstitials being trapped at the surface sink. 

Chapter 6 is concerned with aspects of Si regrowth and dopant behaviour 

following annealing. The studies involved mainly As implants, along with the use of Xe 

as a pre-amorphising implant. Different types of annealing method, i.e. standard furnace 

annealing, rapid thermal annealing and spike annealing (31) have been carried out. The 

studies are focused on using annealing conditions that are typically used in production 

and lower temperatures in the range 550 °C to 700 °C to study SPER. A study is also 

included comparing SPER on bulk Si with silicon on insulator (SOI) substrates. 

An intriguing interaction between Xe, used to pre-amorphise the Si, and F and B 

from the BF2 implant is described in chapter 7. Some of the implanted X, F and B have 

been observed to accumulate at depths of around the end of range of the BF2 implant 

into the amorphous Si. 
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Chapter 2 Atomic collision in solids 
 

2.1 Introduction 

Ion implantation is a process of injecting energetic ions into solids. Removal of 

an electron from an atom leaves a positively charged ion that can be accelerated in an 

electric field, and deflected in both electric and magnetic fields. The interaction of 

energetic ions with atoms in solids is of fundamental importance for understanding the 

behaviour of the implanted dopant ions as well as for the MEIS analysis technique. In 

this chapter a review of the relevant ion / solid interactions is carried out. The review 

concentrates on the atomic physics relevant to the specific energy regions associated 

with low energy implantation and MEIS. It is not intended to be an exhaustive review of 

ion – solid interactions. The topic is considerably more complex than the description 

here. The MEIS analysis technique is discussed further in chapter 4. 

Much of the understanding of the theory of particles travelling through matter 

began with the work of Bohr (1, 2). As an energetic ion (or atom) moves through a 

solid, it interacts and collides with lattice atoms. This interaction is due to the force of 

repulsion between the two nuclei and between the two electrons clouds; and attraction 

between nuclei and electrons. It is usually described in terms of an interatomic potential, 

the precise form of which depends on the degree to which the nuclei penetrate the 

electron screen. For both the areas of present interest, the overall scattering can be 

described in terms of simple binary collisions or sequences of such collisions. However 

in addition to losing energy via such collisions the incident particle loses energy directly 

to the electrons in the solid and particularly for high energy light ions, the latter is the 

dominant process. As a simple rule of thumb, when the energy in keV is less than the 

ion mass in amu (E < M) then elastic energy loss dominates. When the energy is greater 

than the ion mass (E > M), inelastic energy loss dominates (14). 

In the context of the present study, for low energy implantation, the theoretical 

interest is in the calculation of the depth distributions of the implanted ions and defects, 

while for MEIS the dependence of the energy of the scattered projectile ions on 

scattering angle and the depth at which the scattering centre is located is the primary 

interest. Essentially the relevant theory is required to relate the yield of the detected 

scattered ions as a function of energy at a reference scattering angle to the density and 

depth distribution of the different scattering atoms. It is necessary therefore, to consider 

the theory of elastic scattering processes in order to determine the energy loss per 

collision as a function of the scattering angle and the masses of the colliding particles 
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and the probability of scattering through a specific angle – the differential scattering 

cross section. In principle this information enables the range of the projectile particle to 

be calculated and the distribution of displaced target atoms to be determined. The 

statistical nature of the overall bombardment process has led to the development of 

highly effective computer codes such as SRIM (3) that enable the necessary calculations 

to be carried out with acceptable accuracy. Because inelastic processes play a 

significant role for the bombardment conditions relevant to MEIS, these processes too 

need to be discussed in some detail. 

 

2.2 Elastic energy loss / Nuclear Stopping 

The simplest approach when describing collisions of particles is to treat each 

interaction as a binary collision, i.e. a moving incident ion (or atom) and a stationary 

target atom, with no external restraints. This approximation is valid due to the limited 

range of interaction of the nuclei and hence no other nuclei will be involved. Total 

energy will be conserved, so the energy lost by the incident ion will be gained by the 

target atom. 

It is a convenient approximation to describe the interacting particles as point 

masses, which is reasonable in view of the nucleus size. There are forces of attraction 

between nuclei and electrons, and repulsion between nuclei, and between electrons. The 

interaction is governed by the potential between the two particles, which is the sum of 

the potentials of interaction for each individual electron and the nuclei from the two 

particles. A useful simplification is to treat the potential for interaction as simply the 

potential between the two nuclei, with the electrons serving only to screen the positive 

nuclear charges from each other hence reducing the effective positive charges. 

For small atomic separations r, 0 < r << a0, where a0 is the radius of the Bohr 

orbit in hydrogen (= 0.53Å) there are no electrons between nuclei and the potential is 

purely repulsive and can be described by a Coulomb potential. This can occur with high 

energy, light particles in solids, e.g. MeV H and He in Si. This situation is the so-called 

Rutherford scattering situation. The Coulomb potential is given by; 

( )
r4

eZZ
rV

0

2
eff,2eff,1

πε
=        (2.1) 

where Z1,eff and Z2,eff are the reduced values of the nuclear charges. The force of 

repulsion is;  

( ) 2
0

2
eff,2eff,1

r4
eZZ

rF
πε

=        (2.2) 
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Equations 2.1 and 2.2 show that the force and the potential decrease rapidly with 

increasing atomic separation. Collisions leading to deflections occur over a relatively 

small range of distances, the closest being about 10-11 m and obviously the most distant 

collisions occur at a distance no greater than half the interatomic spacing. 

This situation is not changed significantly when screening functions are 

introduced and the entire collision sequences associated with ion implantation over the 

energy range of present interest can be described in terms of successive binary 

collisions. An additional justification for this approximation is that over the major part 

of the highly energetic interaction, the energy transferred in the collisions significantly 

exceeds the binding energies of the target atoms in the solid. Hence there is no need to 

adjust the mass of the target atoms to compensate for binding effects. 

When the distance between the two atoms is of the order of a0, e.g. for 10 – 200 

keV H and He in Si, the Coulomb potential is no longer valid, because the positive 

charges are likely to be reduced by the presence of inner shell electrons in the region 

between the two nuclei. Several analytical and empirical approximations have been 

developed to calculate the effects of electron screening which leads to a screened 

Coulomb potential, where the Coulomb potential is multiplied by a screening function 

( ) ⎟
⎠
⎞

⎜
⎝
⎛ −=

a
rexp

r4
ZZrV

0

21

πε
      (2.3) 

where r is the separation distance and a is the screening radius, or parameter. This 

screening parameter is an important concept. It moderates the effect of the nuclear 

positive charge on the electrons because the inner electrons shield some of the nuclear 

charge. Bohr suggested an empirical exponential form (4). More complicated potentials 

were derived based on analytical results, such as those developed by Firsov (5), given in 

equation 2.4, Moliere (6), and Lindhard (7), all of which are based on the Thomas – 

Fermi free electron gas model (8). 
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=        (2.4) 

For MEIS using 100 – 200 keV H or He ions it is generally accepted that a 

screening function as expressed in the Molière potential (6) or a modified form of it is a 

good screening function to use (9, 10). The implications for MEIS are discussed further 

in chapter 4. 

A universal potential (11, 12, 13) developed by Biersack and Ziegler, again 

based on treatment of the Thomas – Fermi model (free electron gas) has been shown to 

give a good description for intermediate separations (0 < r < a0) which are of vital 
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importance for many atomic collision problems, such as that of radiation damage in 

solids. The purpose was to find a way of calculating the potential for any ion – target 

combination. Using a calculation of the interatomic potential for about 500 ion – target 

combinations, a function for the average potential could be produced. 

 

2.2.1 Scattering cross section 

The precise trajectories of the colliding particles depend on the impact parameter 

and the interaction potential. This forms the basis of the quantitative calculation of the 

probability of scattering through a specific angle and the rate of elastic energy loss as 

the projectile particle passes through the solid target. The quantity of interest for both 

these calculations is the so – called scattering cross – section (14, 15, 16). It is used as a 

quantitative measure of the probability that an incident particle will be scattered by a 

target atom at an angle θ into a solid angle Ω and comes from the work of Rutherford in 

explaining the results of Geiger and Marsden on the scattering of alpha particles. 

If a uniform parallel flux of ions is incident upon a stationary atom, ions at a 

certain p will be scattered into a cone of half angle θ as shown in Figure 2.1. The plane 

area defined by radii p and p + δp defines atoms that are scattered between angles θ and 

θ + δθ. This area 2πpδp is known as the differential scattering cross section (dσ) for 

scattering between impact parameter limits p and p + δp and scattering angles θ and θ + 

δθ. However the solid angle (dΩ) included by the cones of half angle θ and θ + δθ is 

equal to 2π sinθ δθ. The differential scattering cross section for scattering into unit solid 

angle becomes: 

θδθ
δσθσ

sin
pp

d
d)( =
Ω

=        (2.5) 

The value of the differential scattering cross section is given by: 
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where F is a function derived from the Moliere potential, given by (9, 10): 

E
ZZ042.01F

3
4

21−=        (2.7) 

and g is a multiplication factor to account for the transformation from the centre of mass 

to the lab frame of reference. The scattering yield will vary with the differential 

scattering cross section. For conditions with a larger σ the scattering yield will therefore 

also be larger. This has important consequences for MEIS analysis and the rate of 
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energy deposition. Equation 2.6 shows that significantly σ is proportional to Z1
2, Z2

2, E-2 

and sin-4(θ/2). The implications for MEIS analysis are discussed further in section 4.2.2. 

 
 

2.2.2 The Kinematic Factor 

Using the hard sphere model a collision between an energetic ion and a 

stationary target atom is illustrated in Figure 2.2. The incident ion (mass M1) moves 

towards the target atom (mass M2), with some perpendicular distance between the line 

of the centre of the particles, p, called the impact parameter. The centre of the incident 

ion will approach the centre of the target atom to a distance of the sum of the radii of the 

two spheres, 2R0, where a collision takes place. The incident ion will be scattered and 

energy will be imparted to the target ion causing it to recoil. Because there are no 

external constraints total energy and momentum are conserved. 

 
 

dp 
p 

 
 
Figure 2.1 Scattering into a solid angle. From (16). 



 

20 

 
The kinematic factor K is defined as the ratio of the energy of an ion after a 

collision to its energy before a collision, i.e. 
2
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where θ is the scattering angle. Therefore the kinematic factor for backscattering, where 

M1 < M2 is given by (14, 17), 
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In Chapter 4 it is shown in more detail how this expression allows MEIS 

analysis to be sensitive to scattering from different masses and hence be sensitive to 

different elements (9, 10, 17). 
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Figure 2.2 Elastic scattering configuration. 
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2.2.3 Energy transferred in elastic collisions 

The amount of energy that can be transferred in an elastic collision is dependent 

on the masses of the particles and the impact parameter. The maximum energy transfer 

results from a head on collision and is given by (14): 

( ) 02
21

21 E
MM
MM4T

+
=        (2.11) 

The energy transferred will decrease with increasing impact parameter and the average 

energy transferred is half that of the maximum value. The path of each ion depends on 

the individual collisions that it encounters and hence the final depth of an implanted ion 

will be subject to statistical variations. The nuclear stopping power (dE/dx)n gives an 

average rate of energy loss of the ions through elastic collisions. The nuclear stopping 

power can be related to the scattering cross section. The rate of nuclear energy loss 

affects both the range of an implanted ion, discussed in section 2.4, and the damage to 

the crystal, discussed in chapter 3. 

 

2.3 Inelastic energy loss / Electronic stopping 

The interaction of an energetic ion with the electrons in the target results in 

inelastic energy loss of the ion. As the ion passes by, each atom will be individually 

perturbed, leading to electron excitation within each participating atom, in some cases 

ionisation will occur. Electron excitation and ionisation lead to internal energy 

consumption in the colliding atom system. The energy absorbed in the excitation 

process will not generally be restored to the kinetic or potential energy of the system 

and this leads to inelastic energy loss. An average of the individual interactions gives 

the rate of inelastic energy loss, called the stopping power or the specific energy loss, 

termed (dE/dx)e, and in this thesis expressed in units of eV/Å. 

As an ion travels through a solid it would undergo many interactions and as such 

it is not possible to know the precise details of these interactions. Several models exist 

to describe the interactions and provide estimates for the stopping powers. Only a brief 

summary of important models is given here. Further explanation is beyond the scope of 

this thesis. Further details are given in (5, 8, 17). Accurate values for the inelastic 

energy loss rates as a function of energy are essential for the correct depth scale 

calibration of the MEIS results. This is discussed further in section 4.2.3.1. 
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2.3.1 Models for inelastic energy loss 

Bohr used classical mechanics to describe the interaction of a charged moving 

particle with the electrons in the target, (1, 2). The energy loss under these 

circumstances is based on the classical calculation of the momentum and energy 

transferred to an electron by the ion in a collision. This simple picture ignores the fact 

that electrons are bound to atomic nuclei. The ionisation energy required to separate the 

electron from the atom has to be accounted for and therefore the scattering event 

becomes inelastic. Bohr showed that the rate of energy loss varies with the ion velocity. 

A number of approximations were developed to take into account possible 

energetic states of an electron in the target and the average population of these states. 

The work of Bethe (18) and Bloch (19) produced a quantum mechanical approach to the 

inelastic energy loss. The Bethe – Bloch formula only describes the energy loss well at 

energies beyond the maximum in the dE/dx curve to near relativistic velocities, i.e. in 

the region from 10MeV/amu to 2 GeV/amu (see Figure 2.3 later). In this regime there is 

an increase in the inelastic stopping power for a decrease in velocity. 

For lower energies, two models that better describe the inelastic energy loss are 

that of Firsov (20) and Lindhard (21, 22). Neither model comprehensively takes account 

of every interaction taking place, but both theories adequately describe the general 

behaviour of the stopping power with regard to the energy dependence and the 

magnitude. 

Firsov’s expression (20) is based on a simple geometric model of momentum 

exchange between the projectile and the target atom during the interpenetration of the 

electron clouds surrounding the two colliding atoms. Each binary collision is viewed as 

leading to an overlap of their electron orbits and the formation of ‘quasi molecules’ with 

electrons from both atoms crossing the instantaneous quasi boundary between the 

atoms, which then take on the momentum of the atom to which they temporarily attach. 

Electrons transferred either temporarily or permanently from the ion to the atom and 

vice versa cause a transfer of momentum. Thus electrons from the moving atom lose 

momentum in transferring to the initially stationary target atom and those from the 

struck atom gain momentum from the incident particle. This momentum exchange 

processes leads to energy loss of the incident particle. 

Another way to look at the inelastic energy loss is the model of Lindhard and 

Scharff (21, 22) based on a free electron gas. In the gas, positively charged nuclei are 

embedded in effectively a plasma. The electrons are no longer considered to be attached 

to any one atom. The model assumes that the free electron gas consists of electrons at 
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zero temperature on a fixed uniform positive background with overall charge neutrality. 

A fast charged particle entering the system brings about a polarisation of the medium 

which causes energy absorption. The interaction of the charged particle on the 

homogeneous electron gas is a small perturbation. It is worth mentioning that this work 

forms part of a comprehensive theory of energetic ions often referred to as LSS theory 

(23). The electronic stopping power is dependant on the colliding atoms but varies 

linearly with velocity for low energies. In addition to the electronic stopping power LSS 

theory gives a universal nuclear stopping power and allows the range to be calculated. A 

more detailed treatment of LSS theory is beyond the scope of this thesis. 

 

2.3.2 Summary of General trends in the inelastic energy loss curve 

The rate of inelastic energy loss is dependant on the ion energy, and can be 

considered to consist of two different velocity regimes. The maximum of the stopping 

curve lies in the general vicinity of the ‘Thomas – Fermi’ velocity given by Z1
2/3v0 (v0 is 

the Bohr velocity and, v0 = e2 / ħ = 2.2x108 cm/s) and is usually somewhat above it. 

This provides a convenient reference point. Starting with fast moving particles the 

stopping cross section increases with decreasing velocity because the particle spends 

more time in the vicinity of the atom. The stopping is found to be inversely proportional 

to the energy. As the energy decreases towards the maximum (dE/dx)e increases less 

rapidly with falling energy E, and eventually turns around and starts to decrease. For 

low velocities the stopping is found to be proportional to E0.5 (24). These aspects are 

illustrated in Figure 2.3 below for the electronic stopping powers of He and H ions in 

Si. 
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Electronic stopping depends on the electronic states in the target so that in 

principle gas, liquid, and solid of the same element must have different stopping cross 

sections. The nature of the chemical binding also affects the electronic states. Both of 

these effects however are weak. 

 

2.3.3 Experimentally obtained stopping powers 

As well the large amount of theoretical information available on the magnitude 

of the stopping powers available, experimental measurements can be carried out to 

determine stopping powers. Averages of the best experimental and theoretical stopping 

power values have been produced and can be tabulated using the SRIM programs (3, 8). 

The MEIS analysis in this thesis has used the SRIM values for the inelastic stopping 

powers. 

 

2.3.4 Difference in stopping powers in open channels 

Along the open crystal channels the electron densities are reduced. This has the 

effect of reducing the rate of inelastic energy loss compared to a random direction (25). 

R is defined as the ratio of the energy loss in an open channel to the energy loss in a 
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Figure 2.3 Electronic stopping powers for H and He ions in Si. The positions 
corresponding to the Thomas Fermi velocity are indicated, along with the energy 
regimes where different models for the stopping powers are applicable. 
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random direction. For He it has been found that R is energy dependant and has a 

maximum near the maximum in the dE/dx curve. The crystal orientation also has a 

strong influence on R. For He in Si <111> R is ≈ 0.93 near to the maximum. This is 

reduced to ~ 0.9 in the energy range 100 – 200 keV. For the Si <110> directions R is ≈ 

0.83 at the maximum (25). 

 

2.3.5 Correlation between stopping and screening 

As the electronic and nuclear stopping occurs at the same time in close collisions 

and the screening of the nucleus is due to the electrons it would appear that there should 

be some correlation between the elastic and inelastic energy loss. However it is 

justifiable to ignore these correlations and regard the electronic stopping as a continuous 

process (26). 

 

2.3.6 Example of relevant nuclear and electronic stopping powers 

In Figure 2.4 the nuclear and electronic stopping powers for He and As in Si are 

plotted. These values are obtained from SRIM 2003. There is a wide energy range for 

both, displaying the trends described previously. The relevant energy regimes used for 

MEIS and low energy implantation are indicated between dashed lines for the He and 

As plots, respectively. As mentioned previously it is electronic stopping that dominates 

for the medium energy light He ions. The same is also true for RBS measurements in 

the 1 – 2 MeV energy range. Nuclear stopping is negligible, apart from the actual 

backscattering event. On the other hand for low energy heavy ions used for 

implantation, nuclear stopping dominates. 
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2.4 Ion range 

Ions travelling through a solid will undergo collisions with different lattice 

atoms and as such the path taken by all the implanted ions will vary. The final depth 

that implanted ions will come to rest at will vary as with any statistical process, and as 

such will usually follow a Gaussian distribution. The average depth of implanted ions is 

known as the mean projected range (Rp), and the spread of the implanted ions about the 

mean depth is known as straggling. 

 

2.4.1 Range calculation 

In dealing with the stopping power it is often convenient to define a stopping 

cross section, S, where; 
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where N is the density (15). Stopping cross sections are often used in range calculations. 

The rate of energy loss of an ion as it travels through a solid is the sum of the 

nuclear and electric stopping, i.e.: 
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Figure 2.4 Electronic and Nuclear stopping powers for He and As in Si. The energy 
regimes used in MEIS and for the implants are indicated. 
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in terms of stopping power and stopping cross section respectively. Knowledge of the 

stopping power allows the overall slowing down to be described in a quantitative way. 

It therefore enables calculation of the range. Rearranging equation 2.13 and integrating 

from the maximum energy E0 to zero yields the total path length, R(E), of the ion: 

( ) ( ) ( )∫ +
= 0E

0

ne dx
dE

dx
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=
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0 en ESES
dE

N
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2.4.2 Simulation of ion implantation (using SRIM) 

Several computer simulation codes have been developed to calculate parameters 

such as the range and straggling of implanted ions. The Stopping and Range of Ions in 

Matter (SRIM) (3) is a group of programs which calculate the stopping and range of 

energetic ions into matter using a fit to a full quantum mechanical treatment of ion-atom 

collisions. The most comprehensive of these programs is the Transport of Ions in Matter 

(TRIM). The TRIM simulation code is widely used for simulating the effects of ion 

implantation and has been useful within this study to compare theory to the 

experimental depth profiles obtained from MEIS. Because of the statistical nature of the 

paths of implanted ions simulations TRIM uses Monte Carlo methods and a binary 

collision algorithm to calculate the ion trajectories of many implanted ions. It will 

accept complex targets made of compound materials, and calculate the final 3D 

distribution of implanted ions and also all kinetic phenomena associated with the ion’s 

energy loss: target damage, sputtering, ionisation and phonon production. As an 

example a simulation of the paths of twenty implanted As and B ions into Si with an 

implant energy of 3 keV, is shown in Figure 2.5 a) and b) respectively. The shallower 

implantation and smaller amount of straggling seen with As compared to B is due to the 

higher nuclear stopping power. TRIM works on the basis of an amorphous matrix. 
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2.4.3 Channelling of the ions 

As mentioned previously in relation to the inelastic energy loss, in a crystal there 

are large open channels (25). If implantation is carried out along an axis it can be 

possible for a small fraction of the ions to be channelled to considerably greater depths. 

Screening prevents large angle scattering. For ion implantation this is undesirable as 

shallow junctions are required. Often pre-amorphisation or implantation off axis is 

carried out to avoid channelling. Channelling is exploited in the MEIS analysis 

technique to study damaged layers and this is described in section 4.2.1.6. 
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Chapter 3 Damage and Annealing processes 

 
3.1 Introduction 

Ion implantation into Si results in the displacement of Si atoms, i.e. damage to 

the Si lattice. While simple atomic displacement can be described in terms of the atomic 

theory summarised in Chapter 2, the role of energy deposition density in determining 

the nature of the damage is more complex. This chapter describes the damage effects 

produced during implantation and different types of model for damage build up and 

amorphisation. To produce the electrically active doped regions, post implantation 

annealing is required to restore the crystal lattice and enable the dopants to take up 

substitutional lattice sites. The process by which the crystal lattice structure is restored 

during annealing in most device production, i.e. solid phase epitaxial regrowth (SPER), 

is described. Defect evolution also occurs during annealing and a brief summary of 

these aspects is given. Defects still present after annealing can be detrimental to 

transistor device performance in that they can introduce unwanted leakage currents and 

decreasing carrier mobility, i.e. the proportionality constant between the electric field 

and the electron drift velocity (1). Diffusion of the implanted ions to greater depths 

during annealing needs to be minimised for shallow junction depths (Xj). The evolution 

of the defects at the end of the range (EOR) of the implant can cause an anomalous 

enhancement of dopant diffusion called transient enhanced diffusion (TED). The effects 

discussed in this chapter shows that optimised annealing conditions must be a 

compromise between conditions that result in high levels of electrical activation with 

minimal defects and conditions that minimise the dopant diffusion. 

 

3.1.1 Si crystal structure and its properties 

The Si crystal lattice has a diamond – type structure. This can be considered to 

be composed of two interpenetrating fcc lattices offset by a ¼ lattice cell along each of 

the [100], [010] and [001] axes (2, 3). Each Si atom is covalently bound to four others 

in a tetrahedral arrangement sharing two valence electrons of the sp3 shell per bond (3) 

with a typical bond angle of 109.47° (4). The conventional unit cell contains 8 atoms 

and has a lattice constant, a, of 5.4 Å (2, 3). The distance of nearest neighbour spacing is 

√3/4a = 2.4 Å and the next nearest neighbour is 3.8 Å (3). The Si unit cell is shown in 

Figure 3.1. The atomic density of Si is 5.032 x 1022 atoms/cm3 at room temperature (3). 

The (100), (110) and (111) planes are shown in Figure 3.2 respectively. Si has three 

isotopes, 28Si, 29Si and 30Si, with 28Si the most abundant isotope with a natural 
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abundance of 92.23 % (3). This has a small bearing on the MEIS spectra and is 

discussed in section 4.2.2. 

 

 
Intrinsic (undoped) Si has a band gap of 1.1 eV at room temperature and will 

have an equal (low) concentration of holes and electrons (5). Extrinsic (doped) Si will 

have an excess of holes or electrons depending on the doping type. Usually doping is 

with group III and V atoms although group II and VI are also used. To be electrically 

active these atoms have to replace a Si atom being covalently bound to Si atoms, 

creating an unsatisfied bond (hole) if a group III ion or with an extra electron not 

involved in bonding, available of conduction, if group V dopant. 

Si oxidises in air to form a native SiO2 layer. This SiO2 is amorphous and is an 

electrical insulator. The native oxide can easily be removed in a HF dip. Thin oxide 

layers are used as the insulating gate oxide and can easily be grown on the surface of Si 

to the required thickness. Mechanisms for oxide growth are discussed in (6) and 

references therein. Oxygen molecules react with surface Si atoms to form SiO2. Further 

growth is due to the diffusion of oxygen through the SiO2 layer which reacts with Si at 

 

 
 
Figure 3.1 Si unit cell. From (2). 

 

 
Figure 3.2 Si (100), (110) and (111) planes. From (3) 
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the Si/SiO2 interface, consuming the Si. The ease of removing and growing high quality 

oxides on Si is one reason for it being the dominant material in semiconductor 

processing. 

 

3.2 Implantation induced defects, damage build-up and amorphisation 

3.2.1.1 Atomic displacement 

An energetic ion or atom moving through a solid loses energy in a succession of 

collisions. The loss must be dissipated to the atoms of the solid increasing their kinetic 

and potential energies, or to the electrons in excitation and ionisation 

Each atom is bound to its equilibrium lattice position by the forces of interaction 

with its neighbours. If an ion impacts a target atom and imparts an amount of energy 

large enough to break the bonds holding the atom it will be permanently displaced from 

its lattice site (7). The amount of energy required to dislodge an atom in this fashion is 

known as the displacement energy (Ed) and is regarded to be 13 eV for bulk Si (8). 

 

3.2.1.2 Point defects 

The smallest defects in Si, i.e. interstitials and vacancies are termed point defects 

and the main effect of such defects is on their nearest neighbouring atoms in the crystal. 

Defects of higher dimensionality are classified under the terms extended or secondary 

defects (3). 

Point defects can be separated into two categories. Native defects (9), also 

known as intrinsic defects (3), consist of only atoms native to the crystal. Impurity 

related defects (9), also called extrinsic point defects (3), arise from the introduction of 

foreign impurities into the lattice (9). Native point defects will exist in any pure Si 

lattice above absolute zero, and obviously will always exist in ion implanted Si. 

The main point defects of interest, within the context of this thesis, are the 

vacancy, interstitial, and also the interstitialcy. A vacancy is an empty lattice site, 

created when an atom is displaced in a collision, and shown schematically in Figure 

3.3a). An interstitial is an atom which is not located on a regular lattice site. Si 

interstitials are often termed self interstitials, Figure 3.3c), to distinguish them from 

impurity interstitials, Figure 3.3e). An interstitialcy is proposed to consist of two atoms 

in non substitutional positions configured around a single lattice site, shown in Figure 

3.3d). Often no distinction is made between interstitials and interstitialcies as both 

essentially consist of one extra atom (9). Differences are proposed for the diffusion 

mechanisms, discussed in section 3.5. A further defect, the di-vacancy, Figure 3.3 b), 
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can be formed directly through the dislodgment of two neighbouring atoms or through 

migration of defects, (discussed later). 

 
Extrinsic defects involve non – Si (dopant) atoms. They can occur as interstitials, 

as shown in Figure 3.3 e). When they take up substitutional positions within the lattice, 

they are called substitutional impurities, as shown in Figure 3.3 f). Such a position 

would be required for the dopant to become activated. More complex configurations 

such as the impurity vacancy pair g) and impurity self-interstitial pair h) can be formed. 

The presence of defects has important consequences for the diffusion of the dopant, 

discussed later in section 3.5. 

A collision producing a displacement leads to the formation of both a vacancy 

and interstitial simultaneously, called a Frenkel pair. It is possible during the quenching 

of the cascade for an interstitial to recombine with a vacancy and annihilate both defects. 

Point defects introduce lattice strain and cause a local distortion of the matrix, 

atoms surrounding a vacancy tend to relax towards the vacancy and an interstitial tends 

to push out the surrounding atoms. Substitutional dopant atoms may also cause some 

lattice distortion due to differing sizes of the atoms. 

Another important defect configuration that occurs for heavy dopants such as As, 

is the As vacancy cluster, AsnV, where up to 4 As atoms can surround a vacancy (10). 

Although in this configuration the As atoms are on substitutional lattice sites the As is 

electrically inactive. 

 

 
 
Figure 3.3 Schematic of different defect types, i.e. a) vacancy, 
b) di-vacancy, c) self interstitial, d) interstitialcy, e) impurity 
interstitial, f) substitutional impurity, g) impurity vacancy pair, 
h) impurity self interstitial pair. From (3). 
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On the basis that by creating an interstitial a vacancy is also created and that 

when an interstitial and vacancy combine they are annihilated, then there will be an 

excess of interstitials in the ion implanted Si, due to the number of implanted ions 

which is known as the plus one model (11). This only holds in damaged crystalline Si. 

In amorphised Si the plus 1 model holds in the area beyond the amorphous/crystalline 

interface, with the ions that reach that depth. 

Point defects can become electrically active if they accept or lose electrons 

during their formation and may have electron energy states that fall within the Si band 

gap. In Si the presence of a vacancy results in the neighbouring atoms having 

unsatisfied bonds. Unsatisfied bonds reconfigure themselves to accommodate the defect 

in the lattice. This can create different charge states. Vacancies can have one of 5 charge 

states V2- V- V0 V+ V2+ (12). They are predominantly double negative in n-type material 

and neutral in p-type. An interstitial, having valence electrons not involved in bonding, 

exhibits donor like properties. The lattice reconstruction around a point defect depends 

on its charge state. Charge states can effect the migration of the defect. 

 

3.2.1.3 Point defect migration and secondary defects formed prior to annealing 

Depending on lattice temperature and charge state, point defects become able to 

migrate at different temperatures. Vacancies and interstitials are mobile at low 

temperatures, ~ 150K (12). Divacancies are stable up to ~ 500K and therefore are the 

dominant vacancy complex found in room temperature implants. If a vacancy is bound 

to an impurity they can become stable to 400 – 500 K (13). 

A variety of outcomes are possible with mobile point defects. For example a 

mobile vacancy could recombine with an interstitial, or vice versa. Bonding to impurity 

atoms can occur, forming for example an impurity-vacancy pair. Mobile interstitials can 

be trapped at various defect traps and sinks, for example the SiO2 – Si interface, the 

surface, pre-existing damage, amorphous zones, and amorphous/crystalline interfaces. 

Secondary defects are formed from the agglomeration of several point defects to form 

clusters. They can be created during the quenching stage of the implantation, or post 

implantation through the migration of mobile defects, or during annealing. Secondary 

defects act as precursors for extended defects that are formed during annealing. There is 

a lower free energy for conglomerations of secondary and extended defects compared to 

point defects. These issues are discussed further in sections 3.4 and 3.5. 
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3.2.1.4 Dynamic annealing 

A specific consequence of the migration of vacancies and interstitials is that 

damage can be removed by the annihilation of vacancies and interstitials during the 

collision cascade caused by implantation. This process is called dynamic annealing and 

the rate is dependant upon implant parameters, principally the rate of defect generation 

and the substrate temperature. An increased defect migration at higher implantation 

temperatures causes correspondingly higher levels of defect annihilation. A high 

implant temperature could stop amorphous layers forming depending on the implant 

species and fluence. (See section 3.3 for a description of the amorphisation process.) If 

however implantation is carried out at liquid nitrogen temperatures the majority of 

defects will be frozen in. It is worth mentioning there is a careful balance of effects 

occurring within implantation to the extent that under certain conditions it is possible to 

re – crystallise amorphous layers by ion implantation (14-16) in a process called ion 

beam induced epitaxial crystallisation, through the energy supplied in the implantation. 

There is a delicate balance between crystallisation and the damage formation (14). 

 

3.2.2 Amorphisation 

3.2.2.1 Structure of amorphous Si 

Amorphous Si differs from crystalline Si by having no long range order or 

periodicity. It can be described as having a frozen liquid structure or as a continuous 

random network of Si atoms. Generally each Si atom is four fold coordinated bonded to 

four other Si atoms but with large average distortion of bond angles and lengths that 

incorporate 5 and 7 ring structures as well as the 6 ring structure for the crystalline, as 

shown in Figure 3.4. Additionally amorphous Si has been found to contain defects 

without four fold coordination, such as dangling bonds and vacancy type defects (4). 



 

36 

 
 

3.2.2.2 Ion implantation amorphisation 

Ion implantation of Si can produce amorphous Si layers or a damaged but 

essentially still crystalline structure depending on implantation conditions (4). For 

transistor device production there are distinct advantages for using implants that 

amorphise the Si therefore the focus of this thesis is on amorphising implants. The 

reasons for amorphising the Si will be discussed in some detail throughout this thesis 

but as a brief summary the main reasons are the production of higher quality defect free 

regrown layers compared to the regrowth of highly damaged layers. The junction depth 

can be spatially separated from the end of range, and channelling of the ions can be 

suppressed. The experiments carried out in this thesis on the whole use amorphised Si 

or are concerned with the formation of a continuous amorphous layer. 

Amorphous Si layers can also be produced by deposition, e.g. chemical vapour 

deposition (CVD) or using low energy ion beams. However deposited amorphous Si 

layers are less well characterised and with less reproducible characteristics than ion 

implanted amorphous Si (17). 

 

3.2.2.3 Collision Cascades, produced by single heavy and light ions 

When an ion is implanted into Si it will probably undergo a hard collision with 

an atom near the surface. Energy will be transferred in the collision as described in 

chapter 2 (18). It is likely that the energy transferred will exceed the displacement 

 

 
 
Figure 3.4 Structure of crystalline Si (left) showing the 6 ring structure and amorphous 
Si (right) where the 5 and 7 ring structure is visible. From (4) 
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energy Ed causing the target atom to be displaced. Any energy transferred exceeding Ed 

becomes the resulting kinetic energy of this so-called primary recoil atom, which moves 

away from the ion track into the lattice. Primary recoil atoms with sufficient energy are 

able to displace further atoms, producing secondary recoil atoms, which in turn can 

create higher order recoils. This process continues, creating a collision cascade. The ion 

will continue travelling through the material, creating more primary recoil atoms along 

its path until all its energy is dissipated. 

The energy deposition density is much higher for heavy ions compared to light 

ones. This difference results in the damage build up proceeding in a very different 

fashion for heavy and light ions, and is a critical factor for amorphous zone and layer 

formation. In this section the collision cascades of heavy ions are first described, 

followed by light ions, highlighting the differences. Different models for amorphisation, 

i.e. heterogeneous and homogeneous amorphisation, appropriate for heavy and light 

ions respectively, are described in the following sections, along with a brief summary of 

other relevant models and damage effects. 

The amount of energy transferred in a collision is impact parameter dependent, 

with maximum transfer for a head on collision, and decreasing with increasing impact 

parameter. The average energy transfer is dependent on the scattering cross section (18). 

Heavy ions, with a larger scattering cross section are more likely to undergo collisions, 

and the average energy transfer is therefore higher for heavy ions (18). The mean free 

path for an energetic particle between collisions λd is given by 

σλ N
1

d =         (3.1) 

where N is the atomic lattice density and σ is the scattering cross section, given in 

equation 2.6. Since σ is proportional to Z1
2 it follows that the mean free path for a heavy 

ion is much shorter than for a light ion. It is in fact of the order of an interatomic 

spacing. A heavy ion therefore generates another displacement almost immediately after 

the first, causing the energy deposition density to be much higher for heavy ions than 

with light ones. Since primary recoils are created close together along the ion track, the 

individual cascades tend to overlap with their neighbours and the final result would be a 

giant collision cascade containing all the overlapping individual cascades. As the ion 

energy decreases along its path, its scattering cross section increases causing collisions 

closer together. The rate of energy deposition increases along the ion path, until towards 

the end of the ion path where the ion energy is low and correspondingly the total energy 

transferred to recoils is also low. The resulting collision cascade is therefore ellipsoidal 

in shape (18), as shown schematically in Figure 3.5 a). A heavy ion, such as As, hitting 
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a Si atom will suffer little angular deflection in a collision and will continue into the 

lattice making further collisions with Si atoms along its path. For heavy ions in the 

energy range of interest, the cascade from a single ion will produce a small amorphous 

zone. 

Considering the behaviour of light ions, such as B, the mean energy transfer will 

be lower than with a heavy ion. The primary Si recoils produced from light ions will 

have on average less energy and consequently fewer secondary recoils will be produced. 

Secondary cascades will be small and may consist of only a few displaced atoms. For a 

light ion, the collision cross section σ is much lower. From equations 3.1 (and 2.6) it is 

obvious that the mean free path between collisions is much greater with a light ion than 

a heavy ion. This results in a much lower energy deposition density for light ions. As 

the small cascades will be created much further apart they will not overlap, so 

amorphous zones will not be produced (18). As a light ion travels a substantially greater 

distance between collisions a higher proportion of its energy will be lost inelastically, 

than with heavy ions. However this effect is less important at the low energies of 

interest where electronic stopping is low. A light ion has more likelihood of being 

deflected through large angles than heavy ions and so it will tend to take a zigzag 

pathway. The overall effect is that small pockets of damage are formed at locations 

along the path as shown schematically in Figure 3.5b). A single implanted light ion will 

not produce an amorphous zone. 

In summary the distribution of displacements around an ion track depends 

strongly on the ion mass. Heavy ions have a much higher energy deposition density 

resulting in small amorphous zones. A light ion has a much lower energy deposition 

density resulting in damage which is sparse and created in pockets along a zigzag ion 

path. Important models of how these damage distributions produce a continuous 

amorphous layer are described in the following sections. The models are described with 

reference to the type of ion which is most appropriate. 
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3.2.2.4 Heterogeneous amorphisation (overlap model) 

The first model views the production of a continuous amorphous layer in ion 

implanted Si as being due to the overlapping of the locally amorphised zones, produced 

by heavy ion bombardment (19). This overlapping cascade model is called 

heterogeneous amorphisation because it assumes that locally amorphous zones are 

generated heterogeneously by the incident ions within the cascade. As ion fluence 

increases, these amorphous zones accumulate and overlap to produce a continuous 

amorphous layer (19). Observations of heavy ion implant are consistent with the 

heterogeneous formation of an amorphous phase along a single ion track (20). The 

amorphous fraction increases linearly with dose for the heavy ions, but for light ions a 

phase change occurs over a small variation of dose once a high dose has been implanted 

(4). As such this heterogeneous model is more commonly associated with the build-up 

of damage from heavy ions. The ion energy primarily determines the width of the layer 

(21), with the dose having a secondary effect. Once an amorphous layer is produced, 

further implantation can push the depth of the amorphous layer to greater depths. 

To apply this model to light ions, the number of overlapping ion tracks 

necessary to form an amorphous zone would need to be considered. Light ions with 

small cascades would require many overlapping ion tracks to produce the amorphous 

zones that act as a precursor for the formation of an amorphous layer (4). In comparison 

heavy ion implants can result in the creation of amorphous zones with no overlap 

necessary (4). 

 Collision cascade  Disorder Collision cascade  Disorder

 
Figure 3.5 Illustration of location of damage formed by a) 
heavy and b) light ions 

a) b) 
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3.2.2.5 Homogeneous model (Critical defects model) 

The second model is based on ion irradiation causing a build up of defects 

within the lattice (22-25). Once a certain critical defect density has been reached the 

damaged crystal lattice collapses into an amorphous state. This is energetically 

favourable because the free energy of amorphous Si is lower than that of highly 

damaged crystalline Si. The number of defects increases with increasing fluence until a 

point where the free energy of the defective crystalline phase exceeds that of amorphous 

Si and a phase transformation into the amorphous state occurs. 

This model for amorphisation is known as homogeneous amorphisation because 

the amorphous Si is thought to nucleate as a result of an interaction among sufficient 

number of defects produced within different collision cascades and distributed 

homogeneously throughout the irradiated region. Homogeneous amorphisation is more 

appropriate where irradiation produces low density cascades and simple defects, as is 

the case with light ions at room or higher temperatures (24). The onset of amorphisation 

would be expected to occur abruptly over a narrow range in dose, as has been found 

experimentally (4). The transformation occurs when the defect concentration exceeds 

about 1.15x1022 cm-3 (4). The effect of dynamic annealing is to reduce the defect 

density present compared to the number of defects produced and an increased 

implantation dose would be required to for amorphisation at, for example, room 

temperature compared to liquid nitrogen temperature where defects are frozen in (4). 

 

3.2.2.6  Other models 

A two stage nucleation limited model, is suggested because amorphisation 

occurs preferentially at pre existing amorphous defects (26) or a/c interfaces (27-30). 

This nucleation and growth (31) operates by the production of suitable amorphisation 

sites, via the accumulation of residual defects to reach a certain type or density, which 

then act as sinks for simple defects and produce the growth of the amorphous phase. 

An energy spike is a term used to describe two similar types of collective effect, 

i.e. displacement and thermal spikes. The production of interstitial – vacancy pairs, i.e. 

the number of displaced atoms per cascade can be described using a modified version of 

the Kinchin – Pease relationship (7, 32) using more realistic potentials (33) 

dE
)E(kf)E( =ν         (3.2) 
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where υ(E) is the production yield, f(E) is the energy deposited in elastic collision 

process, Ed is the energy required to permanently displace an atom and k is a constant 

(=0.42). This relationship is valid in the linear cascade regime where collisions are 

considered to occur only between moving and stationary atoms. However discrepancies 

exist between the predictions of simple cascade theory and experimental results (34). 

The concept of energy spikes is introduced to explain the data. When the energy 

deposition into a region is large, all of the atoms within the collision cascade will be 

moving, with the deposited energy distributed amongst them. When the nuclear energy 

deposition per atomic plane exceeds the displacement energy a continuous array of 

displacements will occur, called a displacement spike. Alternatively if a sufficient 

number of moving atoms exist in the volume, Maxwell – Boltzmann statistics will apply 

and a temperature can be attributed to the region called a thermal spike. If the energy 

shared amongst atoms in a spike exceeds the latent heat of melting or sublimation of the 

material, large scale damage will result or the crystal may become amorphous (34, 13). 

The number of atoms receiving energy exceeding Ed will be fewer than those receiving 

the energy required to melt and therefore thermal and displacement spikes are 

distinguishable. A thermal spike can be viewed as a remnant after the propagation of a 

displacement spike since the energy remaining in the displacement spike (<Ed) will be 

distributed to the lattice as heat. 

Defect based models for amorphisation attempted to identify specific defects 

that can that can act as amorphous embryos, i.e. the specific defect types that can cause 

the 5 and 7 membered rings characteristic of amorphous Si. A more comprehensive 

review of these defect specific models is given in (4). 

 

3.2.3 Other implantation effects 

3.2.3.1 Sputtering 

Sputtering is a process in which atoms from the near surface region are ejected. 

It occurs when a moving atom reaches the surface in an outgoing direction with energy 

exceeding the surface binding energy. For Si a value of 2.3 eV for the surface binding 

energy can be used (35). 

 

3.2.3.2 Atomic mixing 

Atomic mixing is a process of rearrangement of atoms in the vicinity of the ion 

implantation due to collisions rearranging the location of the atoms. For example O 

atoms from the SiO2 layer could be redistributed to greater depths during implantation. 
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Sputtering and atomic mixing play an important role in SIMS analysis, discussed in 

chapter 4, in the sense that the former is the basis of the technique and the latter places 

an undesirable limit on the resolution. 

 

3.2.3.3 Range shortening 

As the implanted ion concentration increases during an implantation, the 

stopping power of Si changes slightly from being the stopping in pure Si to the 

combination of stopping powers of the Si and dopant, as determined by Braggs rule (see 

section 4.2.1.2). An increased stopping power leads to a concept called range shortening 

whereby the range of an implant reduces slightly with increasing fluence. This is most 

applicable with a high concentration of implanted dopants. 

 

3.3 Annealing 

3.3.1 Introduction 

Following ion implantation it is necessary to anneal the damaged wafers to 

restore the crystal lattice structure and electrically activate the implanted dopant ions. 

The dopant ions must be located on regular substitutional lattice sites. Traditionally 

furnace annealing was used for this with temperatures from approximately 600 °C 

upwards, with timescales of minutes or hours. Furnace annealing in the region of 

600 °C would leave behind a large number of defects and require a second higher 

temperature anneal to remove them. 

Rapid thermal annealing (RTA), using for example arc or halogen lamps, has 

more recently been employed. Far higher temperatures, e.g. >1000 °C and shorter 

anneal durations, e.g. seconds, are common. Spike annealing (SA) is a variant, applied 

to minimise diffusion, carried out using the same type of RTA equipment. SA has a 

“zero” dwell time at the maximum temperature and uses rapid ramp up and down rates, 

e.g. 200 °Cs-1 and 70 °Cs-1 respectively are typical. 

All these types of annealing operate in the heat balance regime, which is where 

equilibrium between deposited and lost power is established and results in a steady state 

heat balance throughout the wafer. The timescales involved in this regime are t>10-2 s 

(36). 

Other types of annealing include flash annealing, where a short duration pulse 

(10-6 < t < 10-2 s) from flash lamps will rapidly raise the temperature, creating a 

temperature gradient through the wafer. This is the thermal flux regime. 
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Pulsed lasers can produce rapid heating of the surface layers, with times of 10-11 

to 10-6 s. This is known as the adiabatic regime, and affects only the near surface. It is 

possible with pulsed lasers to either regrow the surface region through liquid phase 

epitaxy or through solid phase epitaxy in the sub melt region (36). 

In device production it is currently most common to use RTA or SA but as the 

need for shallower junctions becomes greater, different types of annealing methods, 

including laser annealing, are being increasingly considered (37). 

The annealing of ion implanted amorphous Si produces a variety of effects, 

depending strongly on the initial state of the implanted region. Effects include epitaxial 

crystallisation, random nucleation and growth, dopant segregation and defect enhanced 

diffusion, which are described in this chapter. Regrown layers contain fewer defects 

when the starting point is amorphous Si compared to initially highly damaged layers. 

 

3.3.2 Solid phase epitaxial regrowth (SPER) 

Solid phase epitaxial regrowth (SPER) is a process whereby amorphised Si is 

recrystallised upon thermal annealing from temperatures above half that of the melting 

temperature of the crystal, i.e. for Si from approximately 500 °C, to approximately 

1350 °C. The underlying Si crystal acts as a template for the amorphised Si to be 

arranged upon (epitaxy). This occurs while the Si is still a solid, hence the term solid 

phase epitaxial regrowth (14, 38, 39). 

During SPER the amorphous Si rearranges itself on the underlying crystalline 

substrate starting from the amorphous / crystalline (a/c) interface and proceeds to the 

surface in a layer-by-layer fashion. Since crystalline Si has lower free energy there is 

always a driving force towards rearrangement to the crystal structure. During SPER, the 

implanted dopants take up substitutional lattice sites as the crystal-amorphous interface 

passes through their location. Time resolved reflectivity (TRR) (38) is the main 

technique that has been used for measuring SPER rates. It has been observed that 

impurities (dopants) affect the regrowth behaviour and the rate of SPER. Intrinsic 

(undoped) Si will be described first and then the addition of impurities is considered. 

 

3.3.2.1 Intrinsic Si 

It has been shown for intrinsic amorphous layers, produced by self ion 

implantation, that the regrowth velocity is temperature and orientation dependant. The 

orientation dependence is related to the density of atomic packing on the different 

planes. The regrowth rate on (100) Si is approximately 2.5 times greater than (110) Si 
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and is approximately 25 times faster than (111) Si (40). Regrown (111) substrates have 

been observed to contain high levels of defects compared to (100) and (110) orientated 

substrates. In this thesis all experiments were carried out on (100) Si. A model for 

recrystallisation shows that bonds can be broken and reformed to produce the crystalline 

phase. To be considered a part of the crystal each atom should have at least two 

undistorted bonds to already aligned atoms of the crystal. For the (100) surface, a single 

atom can simply attach to any other atom of the crystal but for (110) and (111) planes 

two and three adjacent atoms, respectively, must attach simultaneously, to atoms of the 

crystal, which is less probable, accounting for the differences in rate and defects 

observed (39). 

The regrowth velocity is also temperature dependent and is shown to follow an 

Arrhenius type expression. 

 ⎟
⎠
⎞

⎜
⎝
⎛−=

kT
E

expvv A
0  (nms-1)      (3.3) 

where v is the growth velocity, k is the Boltzmann constant (8.617E-5 eV/K), T the 

temperature at which regrowth is occurring and EA the activation energy. v0 and EA can 

both be obtained from a plot of regrowth rates against temperature. Values obtained for 

intrinsic (100) Si are EA = 2.68 eV, and v0 = 3.07 × 1015 nms-1 (39), although various 

studies have produced values for the activation energy from 2.3 to 2.9 eV (41). Doping 

changes the regrowth rate. For 2 × 1014 cm-2 As implanted Si, the values for EA and v0 

are 2.76 eV and 3.68 × 1015 respectively (39). Figure 3.6 shows the trend in regrowth 

rate with temperature for ion implanted Si. Values for (110) and (111) have been 

inferred from the (100) values. Values for SPER rates of intrinsic and doped Si using 

equation 3.3 are given in Table 3.1 below. 
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3.3.2.2 Dopant and other impurity Atoms 

Implanted impurity atoms have been observed to alter the regrowth rate. The 

effects depend on species and concentration (42). Virtually all non doping impurities 

(e.g. O, N, F), at moderate to high concentration (0.1 to >1 atom %), have been seen to 

reduce the SPER rate (43). 

For group III and group V dopants such as B and As ions at low concentrations, 

~ 1 × 1019 cm-3, an increase in the regrowth rate has been observed (42), with B 

exhibiting the largest rate enhancing effect. As dopant concentrations are increased, it 

has been observed that the regrowth rate reaches some maximum value and then slows 

down for increasing concentration (14) and this is described in more detail for specific 

 

 
Figure 3.6 SPER rates for Si (100), (110) and (111). From (39). 

 SPER rate (nms-1) 
Anneal temperature / °C Intrinsic Si As doped to 2 × 1021 cm-3

550 0.12 0.047 
600 1.04 0.43 
650 7.18 3.1 
700 40.5 18.7 
800 797 402 
900 9420 5120 
1000 75600 43700 

 
Table 3.1 Regrowth rates for intrinsic and 2 × 1014 cm-2 As doped Si, for various 
temperatures. 
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relevant dopants later. For equal concentration of n and p type dopants, the regrowth 

rate is reduced to that characteristic of intrinsic amorphous Si (38). 

For increasing dopant concentrations, of the order 1 × 1020 cm-3, processes such 

as impurity segregation and precipitation can occur, which alter the crystallisation 

kinetics. These processes are strongly influenced by the growth temperature and the rate 

at which dopant diffuse in the amorphous Si layer. Precipitation e.g. dopant clustering 

has been observed to retard the epitaxy. Segregation or “Push out” of the dopant occurs 

for slow diffusing species (As, Sb), which do not precipitate prior to epitaxy. 

Segregation occurs at the a/c interface and the effect is to “snowplough” excess dopant 

in front of the advancing a/c interface (14, 38). Segregation is not observed below a 

certain critical impurity concentration, which is species dependant and is always greater 

than the equilibrium solid solubility, i.e. the maximum concentration that can be 

accommodated through diffusion at a particular temperature. Note that the term solid 

solubility or just solubility is often used to refer to the concentration that can take up 

substitutional positions during SPER. At concentrations below the solid solubility all 

dopants present can take up substitutional positions. For higher concentrations above 

the solid solubility excess dopant segregates. At these concentrations the regrowth rate 

is observed to appreciably slow down. For much higher dopant concentrations 

polycrystalline growth has been observed, associated with random nucleation and 

growth (38), as described in section 3.3.3. 

B has the highest solid solubility of the elements in group III (36, 44). For 

concentrations from 2 × 1019 cm-3 to 2 × 1020 cm-3 B enhances the SPER rate (42). The 

amount of enhancement increases with increasing dose within this concentration range. 

Above 2 × 1020 cm-3 a saturation in rate occurs. The saturation level can be increased 

with increasing annealing temperature. This effect is believed to be due to the limited 

solid solubility of B in Si, and the assumption that only dissolved B increases the SPER 

rate. 

BF2 is most commonly used to implant B. BF2 contains both rate enhancing B 

and rate retarding F in the same layer. The effect of BF2 is simply a combination of rate 

enhancement from B effects and retardation effects from F. F retardation is strongly 

temperature dependent therefore rate retardation due to F in BF2 sample should be less 

pronounced as the temperature is increased. During annealing F has been observed to 

both segregate to the surface and diffuse to the EOR region (45-48). 

When As is present in amorphous Si there is a temperature dependant interplay 

between processes such as SPER, random crystallisation, impurity diffusion, defect 
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complex formation, precipitation and segregation. At low annealing temperatures ~ 

600 °C crystallisation is strongly dependent on ion fluence. There is not a simple rate 

enhancement, which tracks the As concentration profile as seen with B. The maximum 

concentration before retardation occurs is ~ 1.5 × 1021 cm-3 (49). The formation of 

dislocations maybe directly related to As clustering and precipitation. Solubility 

increases with temperature and therefore fewer defects occur with high temperatures. It 

is suggested that As vacancy clusters can form at the a/c interface and contribute to the 

rate retardation (38). Severe retardation of the SPER rate is observed at high 

concentrations. 

During SPER dopants may become substitutional and electrically active in 

concentrations well exceeding the equilibrium solid solubility (39). Substitutional 

concentrations incorporated into an amorphous regrowth can exceed the equilibrium 

solid solubility by as much as 560 times (41). The high substitutional concentration of 

impurities observed after SPER can be attributed to trapping by the rapidly moving 

interface (39). 

 

3.3.2.3 Models for SPER 

A number of models adopting several differing approaches have been developed 

to describe the mechanisms of the SPER process. Atomistic models consider how the 

atoms on the amorphous Si side of the interface are rearranged onto the crystal template. 

Electric field models consider the electronic properties of the structure at the amorphous 

/ crystalline interface and consider more closely the effects of the dopant on the SPER 

process. Finally kinematic models attempt to identify the rate limiting step of the SPER 

process and derive equations that can predict the SPER rate as a function of temperature 

and dopant concentration (17). The most important models are briefly mentioned here. 

Starting with the atomistic approach models, the focus is to consider the 

behaviour at the a/c interface and the structure of the amorphous Si, which can be 

described by a continuous random network (CRN). Consideration is made as to how 

atoms from the amorphous side might reorder themselves onto the crystalline template. 

A model was first created for Si (111) (50). The a/c interface is viewed to be fully 

coordinated, i.e. there are no free bonds, so it would be in the lowest energy 

configuration. The difference in energy between amorphous and crystalline Si is due to 

bond angle distortion (50, 51). In the model, crystallisation is viewed as a simple bond 

rearrangement process which starts with the breaking of a single bond and continues as 

the defect propagates along a crystal ledge to minimise bond angle distortion and 
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nearest neighbour distance (52). By doing this, the five and seven membered ring 

structure can be restored to the crystalline state. This model was extended to Si (100) 

and the activation energy for SPER was identified with the sum of the energy to break a 

bond at the interface and the increase in distortion energy accompanying bond 

rearrangement (51). It was suggested that SPER proceeds through the propagation of 

[110] ledges on {111} planes and ledges (53). The energy to break every bond was not 

required for recrystallisation to occur. It was found to be possible to make major 

readjustments with the breaking of just one bond and propagating the loose ends 

through the structure. The shortcomings of this type of model are that they do not 

account for the differences observed in the SPER rate with implanted group III and V 

dopant and other impurities. 

Electric field models based on electronic processes make a much better attempt 

to explain the SPER rate dependence on dopant concentration. Several different models 

exist and the crux of these arguments is to identify specific defects that give rise to the 

bond breaking process. An important model of this type extended the models using 

crystallisation along kink sites, to incorporate doping effects (14). It was proposed that 

SPER is mediated by the generation and motion of kink like steps along [110] ledges. 

Here SPER is viewed as a cooperative process in which the motion of a kink is 

accompanied by crystallisation of many atoms before the kink is annihilated. Addition 

of a doping impurity can either increase the concentration of charged kinks or reduce 

the kink migration energy and enhance the SPER rate. Kinks can be pinned by the 

formation of a strong bond between a Si atom and an impurity atom. This model is 

illustrated in Figure 3.7. This model describes intrinsic as well as doping enhancement. 

The growth site of this model can be visualised as some bond breaking defect. 

 

 
Figure 3.7 Schematic representation of SPER of Si(100) in terms of 
kink (BB’) generation and motion along [110] ledges (AA’). From (14). 



 

49 

Further models are based on effects such as the Fermi level, vacancies or 

dangling bonds. The models differ in the assumptions on the defect responsible for 

SPER. Also it is not clear if defects have to migrate from the Si layer or from the 

amorphous layer to the interface, or whether it can be determined by local concentration 

at the interface. There is not sufficient experimental evidence to back up any one 

particular model (39). 

 

3.3.3 Random Nucleation and growth (RNG) 

When amorphous Si has no crystalline seed to act as a template for regrowth the 

behaviour upon annealing is to form random nucleates resulting in polycrystalline Si. 

Since as mentioned previously the free energy of the crystalline state is lower than that 

of the amorphous one, upon annealing there is a strong tendency to start to form the 

four-fold coordination and tetrahedral bond angles of the minimum free energy, which 

leads to the formation of small recrystallised nuclei from which crystallites grow from. 

The orientation of the nuclei will not be orientated with respect to other nuclei so a 

single crystal structure will not form. As the crystallites grow larger eventually all the 

amorphous material will be converted into crystalline grains. High impurity 

concentrations that inhibit SPER may also cause RNG (38). 

 

3.3.4 Annealing ambient considerations 

Annealing is usually carried out in either an N2, or N2 5% O2 environment. The 

addition of some O2 to the environment maintains or leads to growth of the surface 

oxide layer. This has the effect of trapping any segregated dopant under the oxide, 

hence all the implanted dopant is retained. The presence of O in Si may also lead to 

oxygen enhanced diffusion. Annealing in a pure N2 environment can lead to dopant loss. 

 

3.4 Defects after annealing and evolution during annealing 

3.4.1 Classification of Defects 

Defects arising during annealing in ion implanted Si are dependent on 

implantation and annealing conditions and have been classified in five different 

categories (36, 41). MEIS is not sensitive to the type of individual defects and as such 

specific defects have not been studied in great detail. The five categories will only be 

briefly summarised here, taken from the reviews in (36, 41) and important defects will 

be discussed later. Defect evolution during annealing has an important impact on 

diffusion of dopants discussed in section 3.5. 
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Category I defects are produced when the implantation does not produce an 

amorphous layer. Defects are formed at the depth of approximately the peak of the 

implant concentration. The defects formed are dependent on the concentration and 

anneal temperature. Point defects at these depths will be predominately interstitials that 

coalesce into defects such as {113} rod like defects and stacking faults. At temperatures 

above 700 °C these defects can dissolve and form dislocation loops. 

Category II defects are formed in material when the surface layer is amorphised 

by the implant. They are formed beyond the depth of the original a/c interface, in the 

highly damaged but still crystalline material and are called end of range (EOR) defects. 

Category II defects evolve during annealing, into {113} defects and dislocation loops 

which are discussed in more detail in sections 3.4.2 and 3.5. 

Category III defects are associated with imperfect regrowth of an amorphous 

layer and are located in the region of the previously amorphous Si. The main types are 

hairpin dislocations, microtwins and segregation defects. Hairpin dislocations nucleate 

when the regrowing a/c interface encounters small microcrystalline regions that are 

slightly misorientated with respect to the bulk crystalline material. As the 

microcrystalline pocket is incorporated into the single crystal bulk, a hairpin dislocation 

is nucleated which propagates to the surface forming a ‘V’ shaped defect. Using a 

heavier pre – amorphising implant species produces a sharper a/c interface which will 

contain fewer misorientated microcrystallites. Microtwins are mainly formed on (111) 

orientated Si. Segregation defects are associated with the rejection of an implanted 

species by the moving a/c interface. Because of low solubility of some species in the 

crystalline silicon the ion stays in the amorphous layer as long as possible. At some 

maximum concentration, the regrowing a/c interface breaks down and defect formation 

occurs. These defects include misorientated microcrystallites, microtwins, clusters, and 

small stacking faults. 

Category IV defects arise from the regrowth of a buried amorphous layer where 

the two advancing a/c interfaces meet. The defects are microtwins and hairpins defects. 

Category II defects are formed at both of the original a/c interfaces. 

Category V defects occur when the solubility of the implanted species at the 

annealing temperature is exceeded around the mean projected range of the implant 

where the maximum concentration occurs. Precipitates and dislocation loops can be 

formed during SPER. 

The location of these defects within the damage region is illustrated in Figure 

3.8. 
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3.4.2 End of Range defects and their evolution upon annealing 

Defects formed in the EOR region beyond the original amorphous / crystalline 

interface (Category II defects), and specifically their evolution, can play an important 

role in the diffusion of dopant atoms. Five important types of EOR defects are described 

here, all of which arise because of an excess of interstitials. These defects evolve 

through a ripening process which is driven by the reduced formation energy of larger 

defects. Smaller clusters dissociate while the larger defects attract the released 

interstitials and remain stable up to high temperatures. The effect on diffusion is 

discussed in section 3.5. 

Immediately following implantation and in the early stage of annealing, most of 

the excess interstitials are stored as di-interstitials (54). These can grow during moderate 

 

 
 
Figure 3.8 The relationship between the damage density distribution (solid lines) and 
amorphisation threshold (dashed line) leading to the different categories of defect. From (36). 
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thermal annealing (600 – 700 °C and form small aggregates of Si interstitials, with the 

most stable “magic” clusters being made up of 4 and 8 atoms (55). For longer anneal 

times and higher temperatures, the excess interstitials condense into extended defects 

(56). This category of defects consist of {113}’s, perfect dislocation loops (PDL’s) and 

faulted dislocation loops (FDL’s) and TEM images of each are shown in Figure 3.9. 

 
{113} rod like defects are formed from smaller clusters and can become visible 

in a TEM from lengths of 2 nm (57). The {113} defects are bundles of rows of Si di-

interstitials that lie on {113} planes and which are elongated along <110> directions 

and consist of condensates of interstitials forming five and seven – membered rings (58). 

This atomic arrangement provides a way to insert planes of self interstitials without 

dangling bonds (58). They have a constant width of 4 nm. Once {113} defects are 

formed, further annealing can make the larger {113}’s grow in size at the expense of the 

smaller ones, thereby reducing the density of {113}’s. 

Dislocation loops form in the most densely packed crystal planes for reason of 

energy minimisation. Typically the loops consist of circular extra {111} planes of Si 

interstitials with the lattice elongated along <110> directions. Perfect dislocation loops 

 
 
Figure 3.9 TEM images of defects present in the 
EOR damage area of ion implanted Si. These are 
clusters, {113}s, PDLs, and FDLs. From (56). 
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contain no stacking fault, but faulted dislocation loops have a stacking fault in the {111} 

plane (59), as illustrated in Figure 3.10. 

 
Dislocation loops (perfect and faulted) act as nucleation sites for Si interstitials 

released from {113} defects during annealing at temperatures of 800 °C and above. This 

is termed a conservative Ostwald ripening process. The density of the dislocation loops 

will increase while the density of the {113} defects will decrease by a similar amount 

(73). For temperatures of 1000 °C and greater, perfect dislocation loops start to 

dissociate leaving large highly stable faulted dislocation loops that will be stable at 

1050 °C. A PDL can act as a sink for a {113} defect and a source for FDL at the same 

time (57). The dependence of the formation of the different types of defects on the 

implantation dose is illustrated in Figure 3.11. 

 
Figure 3.10 Structure of a) faulted dislocation loops and b) perfect dislocation loops. 
Faulted dislocation loops contain a {111} stacking fault. From (60). 
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The driving force for this Ostwald ripening process is the decrease in formation 

energy. Interstitials to di-interstitials have an energy of formation of 1.3 eV. The 

formation of clusters tends towards 0.8 eV. {113}’s have an energy of formation of 0.65 

eV, and dislocation loops have an energy of formation of 0.027 eV (57). 

 

3.4.3 Bubbles 

Bubbles can be formed in Si. This section briefly mentions implantation 

conditions that can lead to bubble formation, relevant to these studies, i.e. with BF2 and 

noble gas implants. At high BF2 doses such as 1 × 1016 cm-2, F bubble formation may 

occur upon annealing. During SPER these bubbles are swept ahead of the advancing 

interface. Bubble size increases for higher anneal temperatures (47, 48). At lower 

implant BF2 doses that still result in amorphisation (5×1014 cm-2), bubble formation was 

not seen (46). Previous implantation and annealing studies of noble gas ion implantation 

into Si and metals have shown that implanted ions tend to agglomerate in clusters or 

form bubbles depending on the implant dose (62-65). For doses above 6×1015 cm-2, Ar 

bubbles are formed during implantation and grow upon annealing. For lower doses 

bubble formation occurs during annealing (63). For Kr bubble formation does not occur 

during implantation but during SPER at temperatures from 550 °C upwards (64). Xe, 

similarly, has been shown to form bubbles in Si during annealing (65). 

 

 

 

 

 
Figure 3.11 Relationship between implantation dose and 
annealing, on the type of defects formed. From (61). 
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3.5 Dopant movement and Diffusion 

3.5.1 Introduction 

To produce layers with sufficiently high levels of dopant activation and to 

remove the most stable defects requires annealing temperatures in excess of 1000 °C. At 

high temperatures dopant diffusion occurs which can have a dramatic effect on the 

depth of the junction. Diffusion of dopants has been considered a potential 

“showstopper” in the production of future devices with the need for shallower junctions. 

It has been observed that atoms migrate in interactions with defects. The dissolution of 

extended defects introduces an influx of interstitials that can be responsible for a 

dramatic enhancement, of many orders of magnitude, of the diffusion compared with 

standard Fickian diffusion. As this enhancement is relatively short lived and decreases 

with time it is known as transient enhanced diffusion (TED). A more detailed review of 

diffusion is given in (9, 66). 

 

3.5.2 Models of diffusion 

Before describing diffusion models some notation must first be defined. When 

the dopant atom occupies a substitutional site, surrounded only by Si atoms it is referred 

to as As. When a vacancy V, resides next to a substitutional dopant atom it is known as 

a dopant vacancy pair and designated AV. If one of the atoms in an interstitialcy defect 

is a dopant atom then it will be called a dopant interstitialcy pair, AI. If the dopant atom 

occupies an interstitial position, it will be referred to as an interstitial dopant and written 

as Ai (9, 67). The diffusion of mainly interstitially dissolved small atoms (Ai) like 

hydrogen or the 3d transition elements proceeds via interstitial lattice sites, as shown in 

Figure 3.12 a). Direct diffusion of atoms on substitutional sites (As) may occur by direct 

exchange or a ring mechanism, Figure 3.12 b) but this is rare and no experimental 

evidence has been found (9, 67). Diffusion by indirect mechanisms involving point 

defects is usually more favourable and can be expressed by the following point defect 

reactions. 

As + V ↔ AV   (3.4) 

As + I ↔ AI   (3.5) 

As + I ↔ Ai   (3.6) 

As ↔ Ai + V   (3.7) 

The first equation describes a vacancy mechanism for dopant diffusion and the 

second equation describes an interstitialcy mechanism for dopant diffusion. Isolated 

intrinsic defects approach substitutional impurities and form next – nearest AV and AI 
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defect pairs due to Coulomb attraction and/or minimisation of local strain. For long 

range migration of As the AV pair partially dissociates and the vacancy diffuses to at 

least a third nearest – neighbour site in the lattice before returning along a different path. 

The dopant diffusion via the interstitialcy mechanism only occurs if the AI pair does not 

dissociate. The third reaction is the “kick – out” mechanism, and the fourth reaction is 

the dissociative or Frank – Turnbull mechanism. They describe the behaviour of 

elements that are mainly dissolved on substitutional sites but move as interstitial defects 

(9, 67). These mechanisms are shown in Figure 3.13 below. 

 
 

 

 
 
Figure 3.13 Schematic two-dimensional representation of indirect diffusion mechanisms 
of an element A in a solid. Ai, As, V, and I denote interstitially and substitutionally 
dissolved foreign atoms, vacancies, and silicon self-interstitials, respectively. AV and AI 
are defect pairs of the corresponding defects. From (67). 

 

 
 
Figure 3.12 Schematic two-dimensional representations of direct 
diffusion mechanisms of an element A in a solid, via a) interstitial 
lattice sites and b) substitutional lattice sites. From (67). 



 

57 

 

3.5.2.1 Standard Fickian diffusion 

When atomic concentration gradients exist, atoms are able to move by taking the 

form of point defects, to a region where they can reside at an equilibrium level. 

Interstitial or vacancy mediated diffusion can occur in crystalline material. For low 

impurity concentrations, i.e. when the dopant concentration is less than the intrinsic 

carrier concentration, the diffusion is best described by Fickian diffusion. The rate of 

transfer of solute atoms per unit area (at/cc) is proportional to the concentration gradient 

of the solute. 

x
)t,x(CDJ x ∂

∂
−=     (3.8) 

where Jx is the diffusion flux in one dimension, C is the solute concentration and D is a 

diffusion coefficient which is equal to  

kT
EexpDD act

0
−=     (3.9) 

where D0 is a frequency factor, that is dependent upon the atomic jump frequency and 

distance and  in As implanted Si is given by 22.9 cm2/s (68), Eact is the activation energy 

for diffusion (for interstitial diffusion Eact = 0.6 – 1 eV, and vacancy diffusion Eact = 3 – 

4 eV), and k is the Boltzmann constant. 

From the law of conservation of matter, the change in the solute concentration 

equals the decrease in the diffusion flux. 
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combining 3.8 and 3.10 leads to  
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Equation 3.8 is known as Ficks first law and 3.11 is known as Ficks second law 

of diffusion. For low concentration of dopants, i.e. near the intrinsic levels of doping, 

and using appropriate boundary conditions there can be a good match with experimental 

results (69). 

For implantations the concentration is usually too high for Fickian diffusion. At 

high concentrations the diffusion profiles show a dependence upon the defect 

concentration. For high concentration diffusion the impurities migrate as impurity point 

defect complexes. At the temperatures where diffusion occurs, most implanted dopants 

will be expected to have taken up substitutional sites. The diffusivity of dopant atoms in 

Si is governed by the local concentration of point defects according to  
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where DI and DV are the intrinsic diffusivities due to interactions with self interstitials 

(I) and vacancies (V) and <Cx> / Cx
* and the local / equilibrium concentration of point 

defects (70). B is known to diffuse by interstitial mechanisms, Sb by vacancy 

mechanisms and As is thought to diffuse by both interstitial and vacancy mechanisms 

(71). 

 

3.5.2.2 Transient enhanced diffusion 

Anomalous diffusion of dopants has been observed where the diffusivity can be 

increased by several orders of magnitude from that calculated for normal diffusion. This 

enhancement was first attributed to the release of Si interstitials during the dissolution 

of {113} defects during annealing at temperatures from 670 °C to 815 °C (58, 61). 

However it has since been shown that it is not just the {113} defects that cause TED 

(59). TED occurred in samples where the implant dose was too low to form {113} 

defects. In this instance the activation energy for TED was in close agreement with the 

dissolution of very small clusters of interstitials or the activation energy of migration of 

free self Si interstitials. Additional experiments had also shown that the maximum 

diffusivity occurred in timescales before the dissolution of {113} defects starts. 

Therefore the dissolution of several defect types causes an injection of interstitials 

responsible for TED. 

A model to describe TED in PAI Si assumes a surface interstitial concentration 

which increases with depth to the EOR region where there is a constant concentration of 

interstitials which decreases with time (72). Essentially all of the emitted interstitials 

arrive by diffusion at the Si surface where they are trapped. The flux to the surface is 

inversely related to the depth of the EOR band, so can be beneficial to separate EOR 

from dopant implant. TED causes the segregated As buried underneath the oxide to 

diffuse to greater depths. 
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Chapter 4 Experimental Techniques and sample preparation 
 

4.1 Introduction 

Throughout this study several techniques have been used to characterise the 

samples. The principal technique applied was medium energy ion scattering (MEIS) (1, 

2), which was carried out at CCLRC Daresbury laboratory (UK) (3). 

MEIS is a refinement of Rutherford Backscattering Spectrometry (RBS), which 

has been in common use since the 1960s for studying a variety of applications such as 

ion implantation of semiconductors, surfaces and thin films (4, 5). The underlying 

principle behind RBS and MEIS is essentially the same, with modification to the 

detailed experimental conditions and some differences with the equipment. MEIS is 

capable of producing quantitative depth profiles of implanted heavy ions and capable of 

simultaneously detecting displaced Si atoms, surface oxide atoms and any surface 

contaminant. This enables the experiments to provide information on the crystal lattice 

damage caused by the implantation, the regrowth of the damaged Si crystal and 

movement of dopant following annealing. Occasional RBS experiments were carried 

out at Salford University to confirm findings from MEIS. 

Secondary ion mass spectrometry (SIMS) (2, 5, 6) was used to compliment the 

MEIS analysis. SIMS was carried out at ITC-IRST, Trento, Italy and at IMEC in 

Leuven, Belgium. The combination of MEIS and SIMS allows, for instance, 

information regarding substitutional dopants to be obtained. SIMS is also useful for 

profiling light elements such as B, for which ion scattering techniques have a very much 

reduced sensitivity. 

Other techniques have been used to characterise a small number of samples. 

Various X-ray studies have been performed at beamline ID01 at the European 

Synchrotron Radiation Facility (ESRF), France (10). Some of the findings of these 

experiments are reported in this thesis and elsewhere (9, 41), where the comparison with 

MEIS has been instrumental in their interpretation. Combined information has provided 

further information on the segregation of As and details of the regrowth of Si. The 

techniques are not explained in any detail in this thesis and further information on these 

experiments and techniques can be found elsewhere (9, 10, 46, 47). Cross sectional 

transmission electron microscopy (XTEM) (49) was performed at The University of 

Salford to investigate damage following annealing, and the result is in Chapter 6. 

Energy filtered transmission electron microscopy (EFTEM) carried out at CNR, Catania, 

Italy, has been used to image specific elements and the results are used in Chapter 7. 
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Hall effect measurements were carried out at the University of Surrey using the van der 

Pauw technique (7, 8, 45). 

The implants used for the study reported in Chapter 5 of this thesis, were 

performed either at the University of Salford using the Salford ultra low energy (ULE) 

implanter (11), or at Applied Materials, Horsham (UK) using an Applied Materials 

Quantum implanter (12). The samples reported on in section 6.2.2 were also implanted 

at the University of Salford. All other implants were performed at AMD, Dresden 

(Germany), using Applied Materials Quantum implanters (12). Annealing was carried 

out at Salford using a Steag AST10 rapid thermal processor, or at AMD using an 

Applied Materials RTP Radiance system. 

In this chapter the MEIS technique is described in most detail, since it is the 

main technique used, in section 4.2. SIMS is briefly described in section 4.3. 

Information regarding all other analysis techniques is given in section 4.4. Sample 

preparation, including information on implantation and annealing equipment, is 

described in section 4.5. 

 

4.2 MEIS 

4.2.1 MEIS Introduction and basic principles 

The predominant use of MEIS is “perhaps” for surface crystallography studies 

and a review of the application of MEIS to these types of studies is given in (1). Typical 

studies include determination of the surface structure of reconstructed surfaces and alloy 

phases, and layer-by-layer compositional analysis (13, 14, 15). On the other hand MEIS 

can also be used very effectively for depth profiling (16, 17, 18, 19), as is the case in 

these studies. The application of MEIS relating to depth profiling is described in this 

section. 

In MEIS samples are bombarded with a monoenergetic, collimated H+ or He+ 

beam with an energy in the range from 50 to 400 keV. The incident ions are scattered 

elastically by single collisions with atoms in the sample and this results in a spread of 

energies and scattering angles depending on the details of each collision. The energy of 

a scattered particle leaving the sample depends on the elastic and inelastic energy loss 

processes that have taken place within the sample. Elastic energy loss is due to the 

collision between the nuclei, which depends on the mass ratio of the incident ion to 

target atom and the scattering angle. This is described in section 2.2 and the 

implications for MEIS are given in section 4.2.1.1. 
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Inelastic energy loss is due to ionisation and excitation processes in interactions 

with the electrons in the target, the rate of which varies as a function of ion energy as 

described in sections 2.3 and 4.2.1.2. The amount of energy lost inelastically by an ion 

will depend upon the path length travelled through the sample. The scattering yield vs. 

ion energy and scattering angle is measured using a toroidial electrostatic energy 

analyser and a two-dimensional position sensitive detector. Consideration of the ion 

yield vs. ion energy spectrum, for a known scattering angle, allows quantitative 

compositional and damage depth profiles to be extracted. 

 

4.2.1.1 Mass sensitivity – elastic collisions 

In a hard collision between an ion and a target atom, the ion is scattered and 

loses energy elastically as described in section 2.2. The ion energy after the collision is 

related to the energy before (E1=KE0) by the kinematic factor, K, given in equation 

2.10. i.e.: 
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where M1 is the mass of the incident ion, M2 is the mass of the target atom and θ is the 

scattering angle. The scattering angle is dependant on the impact parameter. Note that in 

some texts (2) K is given as the term in []’s and hence the kinematic factor is then 

quoted as K2. 

In a MEIS experiment, the mass of the ion M1 is known from the choice of ion 

species. For a fixed scattering angle, which is a given experimental parameter, the 

energy for scattering from the surface of the sample, can be calculated from the 

kinematic factor and the beam energy. This gives MEIS the potential to distinguish 

between scattering off different elements. Some care needs to be taken in the 

interpretation, as isotopes of different elements can have the same mass, within the 

resolving power of the system, however in practice the elements contained within a 

sample are often known. 

 

4.2.1.2 Depth sensitivity and inelastic energy loss 

The inelastic energy loss of a moving ion due to interaction with target 

electrons, as described in section 2.3, provides the basis for depth analysis. An ion 

scattered from some unknown depth within the sample will have lost energy 

inelastically on its way in and on its way out of the sample and therefore will have less 
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energy than one scattered from an atom of the same element at the surface, for the same 

scattering angle. Comparison of the additional energy lost and knowledge of the rate of 

inelastic energy loss allows the depth at which scattering occurred to be determined. 

The rate of inelastic energy loss (dE/dx), is most conveniently expressed in units 

of eV/Å, and is dependent on the ion, the target material and the ion energy. The 

accuracy of the depth scale calibration is obviously limited by the accuracy of the 

stopping powers used. Work has been done by Andersen and Ziegler to average the best 

available experimental and theoretical stopping power values and these stopping power 

values can be obtained from the SRIM 2003 program (20). The appropriateness of the 

values used is discussed in section 4.2.3.1 later. Values of the inelastic energy loss for H 

and He ions in Si are shown in Figure 4.1 for the energy range 0 to 400 keV. 

 
Deviations in the stopping powers from pure Si targets may arise when a 

sufficient amount of another element is present. In these studies however, the samples 

do not have a high enough concentration of any element other than Si to significantly 

alter the energy loss rates and hence the depth scales. For the case of an extremely high 

concentration of another element present the stopping of a compound may be estimated 

by the linear combination of the stopping powers of individual elements, known as 
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Figure 4.1 Inelastic energy loss rates as a function of energy for H in Si and He in Si 

and SiO2. 
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Bragg’s rule (21). Although this rule is reasonably accurate, measured values of 

stopping of ions in compounds can deviate from this, usually by less than 20%. Bragg’s 

rule ignores changes in orbital and excitation structure between elements and 

compounds. Any bonding changes may alter the charge density, thus changing the 

strength of the interaction of the ion with the target medium (20). Data outputs from 

SRIM are available for many compounds based on measurements and theory. 

In every sample studied in this thesis there was an oxide layer on the surface of 

the sample. The stopping power of He in SiO2, as obtained from SRIM, is also shown in 

Figure 4.1. The stopping power is approximately 1 eV/Å lower than that in Si for the 

beam energies used. Oxide layer widths are usually 1.5 – 2 nm which equates to a 0.1-

0.2 nm depth deviation in the depths scale from using the values of pure Si. 

A small deviation arises of the stopping powers in an open channel compared to 

that in a random direction (22, 23, 24, 25). The level of deviation depends on the 

orientation and energy, e.g. for the <110> direction the channels are more open than the 

<111> channel and hence the stopping powers are ~ 20% lower (22). For He in Si in the 

<111> direction the stopping powers have been found to be ~ 93% of that of the random 

direction (22). For the experiments in this thesis most work is primarily concerned with 

damaged or amorphous layers and hence changes in stopping powers do not need 

correcting for. 

 

4.2.1.3 Conversion of energy scale to depth 

Different methods can be applied to calculate the depth scales in MEIS (4). Two 

approaches have been used in this project and these are described in section 4.2.1.4 and 

later in section 4.2.3.3. The first method uses a constant value for the inelastic stopping 

power along the inward path and a different constant value along the outward path 

following scattering. There are several places to choose the stopping power values and 

in this project values were chosen at the surface and directly after scattering. This 

method is termed the surface approximation. Variations on this method also exist, 

choosing for example, some average value of the stopping power at some depth within 

the sample. These types of method are valid as the changes in stopping powers are small 

over the depths used in MEIS. They are convenient and provide the easiest starting 

point to explain how the depth scale may be calibrated. 

The other approach used in this project is the use of a numerical solution using a 

computer program, and this was written as part of the project. In this method the 

instantaneous rate of inelastic energy loss is recalculated along the ion path. It 
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represents a small improvement over the surface approximation method as it closer 

describes the physically occurring situation. A variation of 2-3% over a depth of 10nm 

has been observed between the two methods. 

Other ways to calculate the depth scale are based on analytical methods. These 

are based around solving equations for the distance based on expressions for dE/dx (4) 

but were not used in this project. 

 

4.2.1.4 Surface Approximation method 

A schematic of the MEIS scattering configuration is shown in Figure 4.2. An ion 

of energy E0, scattered at the surface loses energy elastically and has a resulting energy 

KE0. An ion scattered from a depth of ∆z inside the sample travels a path length of 

∆z/cosθ1 through the sample before an elastic collision and travels a distance of 

∆z/cosθ2 on the exit path, losing energy inelastically along both paths in addition to the 

energy lost in the collision. 

 
Over the small depth range used in MEIS, the variation in the rate of inelastic 

energy loss per distance is comparably small and as an approximation can be assumed 

to be constant along each path (4). In the collision with a lattice atom the ion undergoes 

an elastic energy loss and therefore the rate of inelastic energy loss takes a different 
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Figure 4.2 MEIS scattering configuration. 
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constant value along the exit path compared to the inward path. Using the surface 

approximation method, the two constant values of the stopping powers are taken as the 

value that would occur at the surface and immediately after scattering, i.e. the value of 

dE/dx corresponding to the beam energy and corresponding to the beam energy 

multiplied by the kinematic factor. 

The value of the inelastic energy loss can be read off an inelastic energy loss 

curve or calculated from a function of the curve. In Figure 4.3 a plot of the inelastic 

energy loss of He in Si is given, with the constant values of the stopping power on the 

inward and exit paths indicated for scattering off Si following scattering through 70.5°. 

The constant value does deviate slightly from the instantaneous stopping power. Despite 

these simplifications the surface approximation is reasonably accurate over small 

depths. 

 
The final energy of an ion after scattering from a depth ∆z inside the sample is 

given by accounting for all the inelastic and elastic energy loss processes. Using 

(dE/dx)in as the rate of inelastic energy loss on the way in, the energy lost on the inward 

path is simply (dE/dx)in multiplied by the path length (∆z/cosθ1). Before a scattering 

event the ion has energy E1, which is E0 minus the energy lost along the inward path. E1 

is multiplied by the kinematic factor K, to give the energy after the collision E2. On the 

outward path the amount of energy lost inelastically is the rate of inelastic energy loss 
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Figure 4.3 Graph of the inelastic energy loss rates, indicating how the energy loss values 
used in the surface approximation (blue lines) differs slightly from reality (green lines). 
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(dE/dx)out multiplied by the path length (∆z/cosθ2). This leads to an expression for the 

final energy after scattering at a depth: 
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In comparison the energy after scattering from the surface is simply: 

0surfacef KEE =         (4.2) 

Setting ∆E as the energy difference due to the effects of scattering from a depth ∆z: 

depthfsurfacef EEE −=∆        (4.3) 

After combining these equations and rearranging, this leads to an expression relating the 

depth of scattering of an ion to the additional energy lost compared with scattering off 

surface atoms. 
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The depth an ion was scattered from can be determined using the measured 

energy loss compared to the energy of ions scattered by surface atoms. For example, for 

a 100 keV He beam and the [īīı] direction inwards and the [ııı] direction outwards, with 

a scattering angle of 70.5º, the kinematic factor K is 0.9313 for As. The energy of ions 

scattered from surface atoms would be 93.13 keV. Applying equation 4.4 gives a depth 

of 15.7nm for a 10 keV energy loss, i.e. an energy of 83.13 keV. This produces a depth 

scale where the relation between the energy and depth is a linear scaling factor. 

 

4.2.1.5 Dose and concentration calculations 

It is possible in principle to calculate the number of target atoms per unit area. 

The scattering yield Y is given by 

QNtd
dQY d ΩΩ== σ       (4.5) 

where dσ/dΩ is the scattering cross section which describes a probability for scattering, 

described in more detail in section 2.2.1, Qd is the number of detected particles, Q is the 

number of incident particles, Ω is the acceptance solid angle of the detector and Nt is 

the areal density. The differential scattering cross section can be calculated from the 

interaction potential V(r). For M1<<M2. 
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For interactions at the energies used in MEIS the nuclear events occur at distances of 

the order of the screening length, so the scattering is not purely Coulombic and a 

screening factor F, has to be applied. Screening functions are described in more detail in 

section 2.2. For MEIS it is generally accepted that a function derived from the Molière 

potential (26) is best (1, 2). Then F is given by, 

E
ZZ042.01F

3
4

21−=        (4.7) 

for M1<<M2. The screening term lies typically in the range 0.85 ≤ F ≤ 1 (1). For a 100 

keV He beam there is a 3% deviation in the potential from the case of the purely 

repulsive Coulombic Rutherford scattering. The implications are small and only have a 

minor affect with the MEIS scattering yield. The function g(θ, M1, M2) is a 

transformation factor from the centre of mass to the lab frame of reference, for M1<<M2 

given by: 

( ) ( ) ( )2/sinM/M21M,M,g 42
2121 θθ −−≈     (4.8) 

Equations 4.5 and 4.6 have important implications for the choice of experimental 

parameters and the ability of MEIS to detect different elements. Since dσ/dΩ is a 

function of Z1
2 then the scattering yield is four times higher for He+ than H+ and 

similarly as dσ/dΩ is a function of Z2
2 then there is a considerably higher scattering 

yield from heavier elements, eg As, compared to light elements, eg B. Using a lower 

energy beam gives a higher scattering yield. A smaller scattering angle gives a rapid rise 

in the scattering yield because of the sin-4(θ/2) dependence. The requirements for the 

experimental set up are discussed more in section 4.2.2.2. 

Returning to the calculation of implantation dose, in practice equations 4.5, 4.6 

and 4.7 are not used since the acceptance angle of the detector and the detection 

efficiency are not normally known with sufficient accuracy (1). The yield will also be 

varied by the neutral fraction. Instead results obtained are compared with the result from 

a randomly oriented (amorphous) sample or an ion implanted sample with a well known 

amount of a heavy dopant (4). Data was frequently taken from amorphous Si samples 

therefore the random level was the preferred concentration reference. It is expected that 

doses can be calculated to within 5% using this method (1). The density of an 

amorphous Si sample is known to within 5%, and therefore the number of Si atoms 

represented by each backscattering count can be determined. This value can be 

converted for dopant ions by accounting for the difference in scattering cross sections 

between Si and the dopant ion. The number of atoms per count has to be multiplied by 

(ZSi/Zatom)2. It is largely justifiable to ignore the differences in the screening function as 
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they are small compared to the differences due to the scattering cross sections. With the 

random yield typically 375 counts, representing a concentration of 5 × 1022cm-3 Si 

atoms, then displaced Si can be detected down to ~ 1 × 1020 cm-3 and As to 1×1019 cm-3. 

A correction has to be applied to account for the different energy widths that peaks of 

the different elements have on the energy scale. The heavier the element, the greater 

energy range that equates to a fixed depth. Stated differently ∆E/∆z is larger for higher 

masses and hence energies. The variation is usually less than 10% but needs to be 

accounted for (4). It can be most convenient to calculate the number of dopant atoms on 

the basis of the depth scale. 

The effect of neutralisation should be considered when using an electrostatic 

analyser, as neutrals cannot be detected (1). Analysis of data taken at the MEIS facility 

at the FOM institute (NL), carried out at Daresbury Laboratory, would suggest that 

there was little variation in neutral fraction for different elements at the energies used in 

MEIS (48), which was contrary to other findings (44). The measured results showed 

that the neutral fraction varied with the velocity of the ion leaving the sample, being 

lower at lower energies. The amount of variation was small over the energy range of a 

MEIS spectrum (48). The implications for the dose calculation would therefore appear 

to be not particularly significant. This is supported by a comparison of the results of 

MEIS dose calibration with results of RBS measurements carried out at the University 

of Salford, using a surface barrier detector, which detects neutrals. Good agreement to 

within 3% was obtained. 

 

4.2.1.6 Crystallography – Channelling, shadowing, blocking and dechannelling 

By changing the orientation of a Si crystal the number of atoms “visible” to the 

beam can be altered. Alignment along crystallographic planes produces so called open 

channels. Atoms deeper within the crystal effectively become invisible, as illustrated in 

Figure 4.4. The number of visible atoms is reduced from the initial random orientation, 

to a planar alignment, and further reduction as the model is axially aligned along the 

[110] direction on the right. 
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When a crystalline sample is aligned to the beam along a crystallographic 

direction, the open channels are produced and the beam “sees” only the surface atoms. 

Ions undergo large angle scattering from the first layer atoms but the second and 

subsequent layer atoms in regular lattice positions are located within the so called 

shadow cone, and give rise to no scattering as illustrated in Figure 4.5a). The shadow 

cone radius Rc, can be calculated by (4): 
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where d is the distance between atoms. Ions that enter the channel can undergo small 

angle defections with the strings of atoms as shown in Figure 4.5b). There is a critical 

angle for channelling, and with 100 keV He+ in Si it is ~ 2.5° (1). 

When aligned, the scattering yield from deeper atoms is considerably reduced, 

by as much as a factor of around 100 compared to scattering from a randomly orientated 

sample, greatly increasing sensitivity in the near surface region (25). Less than 5% of 

the incoming ions will undergo a hard collision, these ions will be scattered through 

large angles with a spread of directions. The rest of the ions will be gently steered into 

the open channels, with small angle deflections due to interactions with the channel 

walls (1, 5). 

If the lattice atoms were stationary then the beam would only see 1 atom per 

row. Because of lattice vibrations this is not strictly the case. The lattice vibration time 

is much lower than the transit time of an ion so the ion effectively sees atoms frozen in 

their thermally displaced positions during its passage (1). The work of Stensgaard 

shows that effectively 1.3 – 1.4 atoms per row are left visible to the beam, the net effect 

is any atom displaced from a regular lattice site by 0.1 – 0.2 Å gives rise to 

 
 
Figure 4.4 Different orientations of a Si Crystal. Randomly oriented, planar aligned, and 
aligned along the [110] direction. From (4). 
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backscattering (27). This fact forms the basis of the sensitivity of MEIS to lattice 

damage and implanted dopants in non lattice sites. 

 
If the sample is aligned to the beam on its inward path, this situation is called 

shadowing. Additionally data can be recorded along a direction of a crystallographic 

axis on the exit path and this is called blocking, it gives a further increase in surface 

sensitivity. The configuration of combined shadowing and blocking is known as double 

alignment. 

Channelled particles can become dechannelled when undergoing deflections 

larger than the critical angle. Displaced atoms within a channel, e.g. point defects, 

stacking faults, dislocation loops and amorphous zones, can cause such deflections of 

the ions (forward scattering), which then cause the ion to be backscattered from deeper 

within the sample. Figure 4.6a) illustrates dechannelling, in comparison to channelling 

and backscattering. Amorphous layers cause dechannelling of the collimated beam, as 

illustrated in Figure 4.6b). Dechannelling results in a higher background scattering 

yield. 

 

 

 
 
Figure 4.5 a) Shadow cone produced by a surface atom. b) Ions steered into the open 
channel. From (5). 

 

 
 
Figure 4.6 a) Schematic illustrations of particles undergoing dechannelling, channelling and 
backscattering. b) Illustration of the divergence of a collimated beam through an amorphous 
layer, which results in a high level of dechannelling. From (4). 

a) b) 

a) b) 
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4.2.1.7 Energy straggling and system resolution, resulting in a convolution of the 

peaks with Gaussian distributions 

MEIS energy spectra are modified from idealised profiles by two unavoidable 

effects, i.e. energy straggling and the system resolution, causing the idealised profiles to 

become convoluted with error functions. 

As an energetic particle moves through a sample it loses energy through many 

individual encounters. These encounters are subject to statistical fluctuations. Two ions 

with an identical initial energy are unlikely to have the same energy after passing 

through the same thickness of a sample. This effect is called energy straggling, (Ωs), and 

this places a finite limit on the accuracy of the energy losses and hence the depths that 

can be resolved. 

It is difficult to calculate the exact amount of straggling, but a theoretical 

expression that estimates the amount of energy straggling was derived by Bohr and 

extended by Lindhard and Scharff: 

( ) tNzez4 2
22

1
2

B π=Ω       (4.10) 

where N is the density and t is the layer thickness. This indicates that the energy 

straggling is proportional to the square root of the layer thickness. Energy straggling 

also varies with atomic species and the electron density but not the beam energy (4). 

Theory predicts that the straggling produces approximately a Gaussian distribution from 

a mono energetic incident beam. Backscattering spectra most often display the integral 

of the Gaussian distribution (error function) rather than the Gaussian distribution as 

shown in Figure 4.7 b) and a) respectively. The full width half maximum (FWHM) of a 

Gaussian corresponds to the 12% to 88% range of the error function and the ±Ω 

corresponds to the 16% to 84% range. The FWHM is equal to 2.355 times Ω (4). 
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The second effect referred to earlier is the system resolution. Many parts of the 

system are subject to statistical fluctuations of some kind. It is convenient to lump 

together the fluctuations from the major experimental causes. This is close to a 

Gaussian distribution and can be characterised by the standard deviation Ωr, commonly 

referred to as the system resolution. The main contribution to the system resolution is 

the energy resolution of the detector. At the Daresbury facility ∆E/E is ~ 0.35%. Other 

contributions to the system resolution include the energy spread in the analysing beam, 

the acceptance angle of the detector and the width of the beam. The energy resolution is 

the most significant contributor. 

In the same way as the depth scale is calculated, the depth resolution can be 

calculated by applying the energy error of the analyser. The resolution is dependent on 

the scattering configuration but a depth resolution of 0.6 nm is typical (17). To improve 

the overall depth resolution, scattering configurations that result in long pathways 

through the sample are used. Using a beam energy where the rate of energy loss is high 

also improves the resolution. This means that better resolution is achieved with He 

compared to H. The absolute error of the detector is reduced using lower beam energies, 

and hence lower beam energies can improve the resolution. 

 

Figure 4.7 a) Plot of a Gaussian distribution b) The 
error function in MEIS spectra is typically of the form 
of the integral of the Gaussian distribution. The 
standard deviation is indicated. From (4). 
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For an idealised peak, shown in Figure 4.8a), the effect of the energy straggling 

is to broaden the low energy edge of the peak, as is shown in Figure 4.8 b). The effect 

of the system resolution is to broaden both the leading edge and the low energy edges, 

as shown in Figure 4.8c). The overall effect is to convolute the ideal peak with the 

Gaussian distributions. Note that Ω’s add together quadratically, i.e. Ωs+r = √( Ωs
2 + Ωr

2). 

 
The impact of the convolution depends on the details of the layers being studied. 

In Figure 4.9 various ideal peak shapes have been convoluted with a single Gaussian to 

illustrate the effects. If the width of the layer is wide compared to the convoluting 

Gaussian, then the layer width can be taken as the FWHM of the convoluted spectrum, 

as shown in Figure 4.9a). The low and high energy edges are broadened however. The 

interface sharpness cannot be measured to exceed that determined by the limit imposed 

by the energy straggling and resolution limit. If a layer is thin compared to the 

convoluting Gaussian, then the resulting peak will take the form of the Gaussian. The 

true position of the signal on the energy axis is given by the energy where the Gaussian 

has its maximum, as in Figure 4.9b). If the real layer width is some intermediate value 

 

 
Figure 4.8 The effects of energy straggling and the system 
resolution. For an ideal profile a), energy straggling causes 
a broadening of the low energy edge b). The system 
resolution causes a broadening of both the leading and low 
energy edges c). From (4). 
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similar to the width of the error function, then the resulting convoluted peak will have a 

FWHM that will be subject to some broadening, as shown in Figure 4.9c). If the slope 

of an interface is broad compared to the limits imposed due to the convoluting Gaussian, 

then the resulting convoluted spectra will closely follow the shape of the interface, as 

shown for the interface at low energy in Figure 4.9d). 

 
 

4.2.2 Experimental 

4.2.2.1 MEIS system 

A diagram of the Daresbury MEIS facility (3) is shown in Figure 4.10 and the 

system is also described in (43). The ion source platform houses a duoplasmatron ion 

source. He+ or H+ ions are accelerated with an energy of 20 keV from the source and 

then the ions are then accelerated again to the required energy with a second power 

supply. Originally a 500 kV power supply was used but this was replaced with a 250 kV 

supply, with better voltage stability and which could be set with more accuracy. 
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Figure 4.9 The effect of convoluting different ideal peak shapes with a single Gaussian 
function. a) A layer that is wide compared to the width of the Gaussian. b) A very thin 
layer. c) A layer with a width similar to the Gaussian. d) An interface with a broad 
energy distribution. 
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The beamline is pumped to high vacuum and consists of a bending magnet, 

several electrostatic lenses, and beam steerers. Collimating slits at various locations 

along the beamline are used to produce a beam with a divergence of 0.1° and a standard 

spot size of 1mm wide by 0.5 mm height on target. Most beam parameters can be 

controlled from a control room next to the experimental station, allowing the beam to be 

focused or defocused during the course of an experiment to optimise conditions for an 

experiment. 

The beam current is monitored using a thin wire grid placed in the beam. This 

allows the beam current on target to be known. A current integrator monitors the beam 

current to ensure a reproducible beam dose on target. 

The experimental station contains three ultra high vacuum (UHV) chambers and 

a loadlock that is set up for rapid pumping to allow samples to be changed over quickly. 

Samples are mounted on holders that can be transferred from one chamber to the next 

on transfer arms. The scattering chamber houses a goniometer that can hold a sample 

holder and position the sample into the beam. The goniometer has three translational 

degrees of freedom, so that the position of the beam on the sample can be moved and 

three rotational degrees of freedom that allow the sample to be aligned to the beam. 

These axes are named the rotation, spin and tilt axes, as designated in Figure 4.11. Each 

axis can be moved by a stepper motor controlled by the computer in the control room. 

 

 
Figure 4.10 Illustration of the Daresbury MEIS facility, from (3). 
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The toroidal energy analyser equipped with a 2-D detector (28, 29, 30) is also 

housed in this chamber. These form one unit that can be moved around the goniometer / 

sample in the plane of the beam. The analyser has a 27° acceptance angle and ions 

entering the analyser are deflected in an electric field due to the voltage applied to the 

plates. The position that the ion strikes the detector is thus dependant on its scattering 

angle and energy. The yield of ions striking each position on the detector is recorded on 

a computer. The angular resolution of the detector is 0.3° and the energy resolution 

dE/E is 3.5E-3. The energy window of the analyser is 2% of the pass energy. The 

analyser /detector configuration is shown in Figure 4.12 in relation to the sample and 

beam. 

 

 

 
Figure 4.12 MEIS analyser and detector scattering configuration. 

 

TILT

Ion Beam

Rotation

SPIN

Scattering 
plane

Sample

X

Y

Z

UP

 
Figure 4.11 MEIS Azimuthal alignment axes. 



 

81 

Taking data creates a data tile, i.e. a 2D plot of the yield at each point on the 

analyser. By stepping the pass energy down, and joining together the individual tiles, a 

continuous energy spectrum can be produced. Further data processing information is 

given in section 4.2.2.3. 

 

4.2.2.2 Experimental Parameters 

Before explaining the MEIS output data, the choice of experimental parameters 

needs to be discussed. The main experimental parameters to consider are the scattering 

angle, which is determined by the crystallographic directions in and out, the beam 

energy and the choice of projectile mass. Changes to these parameters produce a variety 

of effects and often a compromise is needed to find the best overall conditions. 

It is useful to avoid overlap of peaks from different elements (masses) to make 

analysing the data more straightforward and to avoid ambiguity of the results. This may 

be achieved by choosing conditions with a sufficiently large variation in the kinematic 

factors (equation 2.10) for all the different elements present in a sample. The kinematic 

factor varies with scattering angle and with mass ratio of the atom and incident ion. 

Plots of the kinematic factor for various atom / ion combinations are shown in Figure 

4.13, for He ions on the left and H ions on the right. There are several important 

observations. As the scattering angle is increased, there is an increased variation in K 

between the different masses hence there is less likelihood of peak overlap at larger 

scattering angles. There is less variation for high masses than light elements. 

Comparison between He and H shows a much larger spread of K values achieved with 

He. 
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The depth resolution can be varied with scattering angle. Increasing the path 

lengths of an ion in a sample produces an improvement in depth resolution; therefore 

using small scattering angles produces an enhancement of the depth resolution. This is 

evident in Table 4.1, shown later, where the depth resolutions obtained for different 

scattering angles is given. Once an appropriate scattering angle is chosen, to satisfy the 

requirements of peak overlap and depth resolution, the specific crystallographic 

directions need to be chosen for the channelling and blocking. More open channels 

produce better blocking dips which makes the set up of the double alignment up more 

sensitive to the surface and also makes sample alignment easier. He ions have a wider 

shadow cone compared to H and this means the shadowing and blocking will be more 

effective and hence He should give deeper channels. The choice of ion has an effect on 

the depth resolution, He with its higher stopping power produces better depth resolution 

than H+. 

A high scattering yield is advantageous to improve the sensitivity for detecting 

particles. As given in equations 4.5 and 4.6 the Z1
2 dependence of the scattering cross 

section shows that the scattering yield would be four times higher for He+ ions than for 

H+ ions. Likewise the Z2
2 dependence shows there is a much higher scattering yield for 

scattering off heavy elements such as As than light ones such as B. Since the scattering 
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Figure 4.13 Variation in the kinematic factor K with scattering angle, for different atom / 
He or H combinations. 
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cross section has an E-2 dependence, the scattering yield is higher for lower beam 

energies. The sin-4(θ/2) dependence shows that for smaller scattering angles there is a 

sharp increase in yield. The sensitivity of MEIS to detect B and F is such that it has not 

been possible to profile B or F. 

Using a lower beam energy improves the depth resolution because of a smaller 

absolute energy error of the energy detector / analyser but as the stopping power is 

higher with higher beam energy over the range used, then peak overlap may be reduced 

using a higher beam energy. Figure 4.13 shows that higher masses have a higher 

kinematic factor. This determines the order that any peaks will appear in the energy 

spectrum, but is not significant in terms of the choice of conditions. 

The conditions considered best for these studies was the use of a He+ beam of 

either 100 keV or 200 keV. The ions were incident along the [ 1 1 1 ] channelling 

direction and the analyser positioned to include the [111] and [332] blocking directions. 

These directions resulted in scattering angles of 70.5° and 60.5°, respectively, and are 

illustrated in Figure 4.14. These conditions are an optimum compromise between good 

energy and hence mass separation between the As and the Si peaks and depth resolution. 

They all result in sub-nm depth resolution and the detection of clear experimental 

blocking dips (17, 31). The [332] direction gives a better depth resolution but a 

decreased mass separation can cause a slight overlap of the silicon and arsenic peaks. 

With the [111] blocking direction, this peak overlap is often avoided. Values of the 

kinematic factor for the elements and scattering angles used in this study are given in 

Table 4.1 along with the depth resolution obtained. 
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To align the sample to the beam along a crystallographic direction, angular scans 

across the three rotational axes to find the positions with the minimum scattering yield, 

have to be performed in a systematic sequential manner. 

The dose of the beam has to be chosen as a balance between achieving an 

adequate signal to noise ratio, and acceptable data collection times of the allocated beam 

time, so as to allow an adequate number of samples to be carried out. Beam damage to 

the Si needs to be minimised and so the sample would be moved after a set amount of 

beam on target, to a fresh spot. For most samples analysed, the current integrator was 

set to acquire a dose corresponding to 5µC charge. 

 

 
Figure 4.14 Illustration of the double alignment scattering configuration used in the MEIS 
experiments, showing the shadowing and blocking. 

Kinematic factor Depth resolution (nm) 
 [332] – 60.5° [111] – 70.5° [332] [111] 

Au 0.9796 0.9732 0.42 0.50 
Xe 0.9695 0.9602 0.43 0.51 
Sb 0.9672 0.9571 0.43 0.51 
As 0.9472 0.9312 0.43 0.52 
Si 0.8643 0.8255 0.46 0.57 
F 0.8059 0.7527 0.49 0.61 
O 0.7731 0.7124 0.50 0.64 
B 0.6789 0.5991 0.55 0.73 

 
Table 4.1 Values of the kinematic factor for He ions using the [īīı] direction on the inward 
path and the [332] and [111] directions on the outward path. The corresponding depth 
resolutions are given for a 100 keV He. 
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4.2.2.3 Experimental output 

As mentioned previously, by changing the voltage applied to the analyser and 

piecing together separate data tiles a complete 2D yield with energy and scattering angle 

spectrum is produced. An example is shown in Figure 4.15 which was taken from an As 

implanted Si sample. The different colours represent different scattering yields. Taking 

a cross section of the data along the angular axis produces the yield vs scattering angle 

spectrum, as shown in the top right graph. There are two dips in the spectrum which 

correspond to the [332] and [111] blocking directions. There is also a peak 

corresponding to the O peak. Taking a cross section along the energy axis at the angles 

of these blocking directions produces energy spectra of the [332] and [111] directions as 

shown in the bottom graph. 
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Figure 4.15 MEIS 2D data output (left) of an As implanted Si sample. Indicated is the 
position of the angular cut and the two cuts along the energy axis of the [332] and [111] 
blocking dips. The corresponding angular spectrum is plotted in the top right of the figure 
and the corresponding energy spectra are given in the bottom right of the figure. 



 

86 

 

4.2.2.4 Interpretation of spectra 

An example set of MEIS spectra is shown in Figure 4.16. These are taken with a 

nominally 100 keV He beam. The samples were aligned along the [īīı] axis and the data 

is taken from the [111] blocking direction. Data is taken for a virgin sample, an 

amorphous sample (random), a sample implanted with 3 keV As to a fluence of 2E15 

and a sample with the same implant that has been annealed to 550 °C for 200s. 

Using the kinematic factors enables the energy for scattering off surface As, Si 

and O to be determined. The corresponding extra energy loss with respect to these 

reference energies with scattering depth, have been calculated and the resulting depth 

scales have been added to the figure. 

Considering first the data from the virgin Si sample, two peaks are present. 

These correspond to scattering off surface Si and O atoms. The Si peak consists mainly 

of scattering off Si atoms in the amorphous SiO2 layer. Deeper atoms in crystalline 

positions do not give rise to backscattering because of shadowing. A small background 

yield is due to dechannelling. The O peak is superimposed on this background yield. 

The effects, on the shape of the peaks, of the system resolution and energy 

straggling can be seen. System resolution is responsible for the slope of the high energy 

leading edge. A combination of the system resolution and energy straggling is largely 

responsible for the low energy downslope. 

Isotopes of Si cause a small extension of the peak in the energy 84 – 85 keV. 

This occurs for all samples and convolution causes it to become a small tail. 

The random spectrum is modified considerably compared with the virgin, as can 

be seen with the dramatically higher scattering yield of the Si peak. Because the atoms 

are not on regular lattice sites there is scattering off deeper atoms, giving rise to the high 

scattering yield. The O peak is on top of this Si signal. 

The as-implanted sample shows that the implant causes the Si to be amorphised, 

as evidenced by the height of the Si peak reaching the random yield. The width of this 

amorphous layer is taken at the FWHM and is approximately 11 nm. The As peak is 

also visible in the spectrum at higher energy. 

Annealing of the sample causes SPER. This reduces the width of the amorphous 

layer. The As profile is also modified. This shows how MEIS is able to profile Si 

damage and dopant profiles simultaneously. Annealing studies are contained in chapter 

6 of this thesis. 



 

87 

The effect of the amorphous layer on the dechannelling level is clearly visible 

for the implanted and annealed samples. An increase in amorphous layer thickness 

causes a substantial increase in the dechannelling yield. The energy spread of the low 

energy edges becomes wider for increasing amorphous thickness as can be seen. The 

energy straggling increases as a function of the square root of the amorphous layer 

width, as described in equation 4.10. 

 
 

4.2.3 Improvements to methodology 

Throughout the project improvements to the MEIS methodology were carried 

out and its validity checked. The main aim was to be able to produce depth scales as 

accurate as possible. The work has followed three main strands: 1) finding stopping 

powers that produce reliable depth scales, 2) determining the beam energy / accounting 

for beam energy differences from day to day of operation, 3) improving the method of 

depth scale conversion. The improvements in the accuracy that this section is concerned 
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Figure 4.16 Typical MEIS spectra for different samples with a 100 keV He beam and using 
the [īīı] channelling and [ııı] blocking directions. The effect of energy straggling and system 
resolution on the gradient of the low energy edge of the peaks and differences in 
dechannelling level for different amorphous layer widths are highlighted. 
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with are comparatively small, ~ 0.5 nm, but effort was put into this area in an effort to 

maximise the high resolution potential of the technique. 

 

4.2.3.1 Stopping powers 

At an early stage it was observed that a variation of up to 9 % existed between 

depth profiles converted from MEIS spectra taken on the same sample using 100 keV or 

200 keV He+ beam energies. An example of these depth profiles is shown in the top of 

Figure 4.17, including data taken using a 150 keV beam. The discrepancy in the peak 

centres is indicated with dashed lines. The cause of this discrepancy was an incorrect 

slope of the inelastic loss curve. There have recently been a number of studies with the 

aim to improve the accuracy of stopping powers (32, 33, 34, 35). The solution that 

produced consistent depth scales was found with the release of the 2003 version of 

SRIM. The stopping powers have been significantly improved from the last major 

update in SRIM 1998 (20). The updated energy loss rates are compared with those of 

the SRIM 2000 version in Figure 4.18. The use of the new inelastic loss data largely 

eliminated the discrepancy at the two energies as demonstrated in the depth profiles in 

the bottom of Figure 4.17. 
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Figure 4.17 Comparison of depth scales calibrated using inelastic energy loss rates 
from SRIM 2000 (top) and SRIM 2003 (bottom). Gaussian distributions have been 
fitted to the peaks and dashed lines have been placed through the centre for clarity. 
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4.2.3.2 Determination of beam energy 

With the MEIS system it is not possible to set the beam energy to a reproducible 

energy with sufficient accuracy so that any minor energy differences occurring from one 

day to another would not be noticeable on the energy and hence depth scales. A 

difference of approximately a few hundred volts would cause a difference around 0.5 

nm on a depth scale, depending on scattering conditions and element. With the original 

power supply used earlier in the project this level of variation was common and despite 

an improvement later on in the project with a new power supply, beam energy 

variations still needed to be accounted for. 

The original approach for this was to align the Si peaks of all data sets, to the Si 

peak on the spectra from a reference virgin Si sample, using a multiplication factor of 

the energy scales. All the samples could be compared with the “same” beam energy. 

This alignment approach is in theory reasonable in view of the fact that the energy for 

scattering at the surface is dependant on the kinematic factor and the beam energy only. 

Complications with this alignment method arose however. The most significant problem 

was the lack of a perfectly definable position on each spectrum to align to the virgin. A 
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Figure 4.18 He inelastic energy loss rates in Si as a function of energy, taken from 
SRIM 2000 and SRIM 2003. The function, of a best fit to the values from SRIM 2003 
is given. 
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broadening of the Si peak at the base occurs due to Si isotopes, the system resolution, 

and any overlap of the Si peak with the dopant peak. This prevented the base of the Si 

peak from being used as a reference point for alignment. The gradient of the leading 

edge of Si peaks varies between samples, primarily because of a dilution for different 

oxide layer widths, causing a marginal error if a set height on the peaks was chosen. The 

best point on the spectra to align the peaks to was near the base but above the isotope 

tail. Even so there was a lack of reproducibility in this method and an error, estimated to 

be of up to 0.2 nm could be introduced. 

A fitting routine developed at Daresbury laboratory that attempted to find the 

best fit of beam energy to the peaks was trialled but did not give sufficient reliability to 

be used routinely. 

Finally it was concluded that the best solution was to deposit a very small 

amount of Au onto the surface of each sample using a k-cell evaporator. This was used 

as a reference to determine the beam energy, from the kinematic factor and the energy at 

the centre of the Au peak. The presence of considerably less than a monolayer of Au 

would have no appreciable affect on the rest of the spectrum. Using the k-cell could 

produce a consistent Au layer on each sample. Knowing the beam energy accurately for 

each sample meant that the relationship between the energy scale and scattering depth 

could be calculated, referenced to the actual beam energy used for each sample. 

 

4.2.3.3 Numerical solution to depth scale 

In order to utilise the knowledge of the beam energy a method of calculating the 

depth scales quickly was needed. A computer program was written to calculate these 

depth scales using numerical methods. There are important differences in principle 

compared to the surface approximation method, which uses a fixed rate of energy loss. 

The numerical method calculates the depth scale in a manner which mirrors the actual 

situation. Within the program the instantaneous rate of energy loss is calculated. The 

stopping power is given as a function of the beam energy by a third order polynomial 

(given in Figure 4.18) which gives an accurate fit to the values obtained from SRIM. 

Given the starting energy of the incident beam, the instantaneous rate of inelastic energy 

loss is calculated. After travelling a fixed distance (set at 0.1 nm), a reduced “beam 

energy” is calculated from the inelastic energy lost, and from this “beam energy” a new 

rate of inelastic energy loss is determined. From the path length the number of repeat 

cycles in the calculations is determined. Once at the scattering depth, the reduced “beam 

energy” is multiplied by the kinematic factor, to account for scattering. The same 
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iterative procedure is carried out on the exit path. This produces a final energy for 

scattering from some depth x. The program tabulates values of final energy against x, 

from x = 0 to a user defined value. A least squares fit of these values gives the 

relationship between energy and scattering depth. This method produces a relationship 

between energy and depth that is slightly non linear and the scattering depth is 

expressed as a second order polynomial function of the energy. A screen shot of the 

program and an example of an output file is given in Figures 4.19a) and b), respectively. 

The program can calculate the depth scale for any chosen scattering angles, mass of ion 

or target atom, and the beam energy specific to a particular data set. Depth profiles can 

be produced by applying the calculated conversion factor, in the bottom of Figure 

4.19b), to the energy scale. An example of this conversion is given in Figure 4.20. The 

top of the figure contains an energy spectrum, which contains scattering off the Au 

marker, the implanted As, as well as off Si and O. Applying the conversion factor, 

which in this example is correct for As, gives the profile in the bottom of the figure. 

Obviously this is only appropriate for scattering off the As atoms, and this range of the 

profile is highlighted in red. The rest of the profile, illustrated by a dashed line, is 

meaningless on this depth scale and is normally removed. 
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a) 

 
b) 

 
 
Figure 4.19 a) Screen shot of the depth scale program showing the variable input 
parameters. b) An example of the result of a calculation. The relationship between scattering 
depth and energy (x) for the two scattering angles is given at the bottom. 
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This depth scale calibration method matches the physical reality more closely 

than the surface approximation method. For that reason it represents an improvement 

over the surface approximation method. However the level of difference between the 

two methods was seen to vary only by about 2-3% over a depth of 10 nm and this 

confirms the validity of the surface approximation method. A plot of a 3 keV As as-

implanted is shown in Figure 4.21 calibrated by the surface approximation and depth 

scale program showing the comparatively small difference between the methods. 
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Figure 4.20 Example of conversion from an energy scale (top) to a depth scale (bottom). 
Depth scales are specific to individual elements. For this example only the As peak (in red) 
is correctly converted. The rest of the spectrum (dashed line) is effectively meaningless. 
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4.2.3.4 Changes to the data acquisition 

It is worth noting that during the course of the project changes were made to the 

data acquisition system. The detection efficiency has been altered at different stages of 

the project. For this reason some of the random levels differ over time and are not 

directly comparable. An appropriate random level for the operating set up is used with 

all data in this thesis. 

 

4.3 SIMS introduction and basic principles 

SIMS is a surface analytical technique used in a wide range of experiments. This 

section contains a brief explanation of depth profiling using dynamic SIMS with 

particular attention to unusual aspects that cause deviations from the ideal profiles, 

referred to as SIMS artefacts. The technique operates by bombardment of the sample 

surface with a primary ion beam causing sputtering of particles, followed by mass 

spectrometry of the emitted secondary ions. Much of the SIMS used in this thesis was 

carried out at ITC – IRST, Trento, using a Cameca Wf SC Ultra instrument (36, 37). 
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Figure 4.21 Example of the difference between depth spectra calibrated using the surface 
approximation method and the computer program for a 3 keV As as-implanted sample. 
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SIMS experiments were also carried out at IMEC, Belgium, using an Atomika 4500 

instrument in each case conditions for these experiments are described. Unless 

otherwise stated, the SIMS measurements presented in this thesis were carried out at 

ITC – IRST. 

In a SIMS instrument an ion source is used to produce primary ions that are 

formed into a beam by an ion optical column. Often instruments have several different 

sources to allow a range of ions to be used. The most common primary beams to use are 

O2
+, O-, Ar+, and Cs+. Oxygen ion bombardment enhances the secondary ion yields of 

electropositive elements and produces more uniform erosion of the sample than inert 

gas bombardment. O2
+ is the general purpose primary beam for semiconductor samples 

where sample charging is not a problem. For insulating samples when sample charging 

is a problem an electron flood gun can be used to neutralise the sample and sample 

charging can also be reduced using an O- beam. A beam of Cs+ ions is generally used 

for optimum sensitivity with electronegative elements (6). In the present studies Cs+ has 

been used to profile As and F, while O2
+ was used for profiling B (38, 39). 

Ion optics allows the ions to be accelerated and focused into a small beam that 

can be rastered over an area of the sample. In these experiments a beam energy of 

around 4 – 6 keV was used, but the sample was biased to create an impact energy of 

0.25 – 1 keV. The beam was rastered over an area of typically around 200 µm2 and data 

recorded over an area of around 70 µm2 depending on the particular experiment. 

Incidence angles of 44 – 76° were obtained in the Cameca, which depended on the 

impact energy. Normal incidence was used in the Atomika. Erosion rates of 0.2 – 0.9 

Å/s were obtained (38, 39). Sputtered secondary ions are energy filtered. This is useful 

for removing interference of molecular species from an atomic species with the same 

mass. Secondary ions can then be mass analysed in a mass spectrometer before being 

detected. Either magnetic sector spectrometers or quadrupole analysers are used. Either 

positive or negative secondary ions can be monitored (6). Negative As and F ions and 

positive B ions were collected (38, 39). 

The number of ions sputtered from the surface of the sample provides a means 

for measuring the composition of the sample. The sputtering yield is not linearly related 

to the concentration of an element present in a sample since the secondary ion yield 

varies with element (e.g. As or B), with changes to the matrix, (such as going from SiO2 

to Si) and varies with the primary bombarding species (6). The erosion rate is also not 

constant during the first couple of nm. Depth scales are often calibrated on the basis of 

the final crater depth measurement and assuming a constant erosion rate. The use of a 
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laser profilometer, for a dynamic depth scale assessment, i.e. at every stage of the 

developing depth profile the instantaneous actual depth is being determined, can in 

principle improve this situation. The non constant erosion rate leads to SIMS analysis 

being unreliable in terms of the concentration quantification and the depth scale in the 

first couple of nm. (6, 38, 39). These effects are evident with samples spectra shown in 

this thesis. 

The collision cascade produces atomic mixing of the species within the 

subsurface region. Consequently when species are sputtered from the surface they may 

not have been occupying the sites at depths that they originally occupied in the 

unsputtered sample. Once an equilibrium situation is established, the implanted primary 

ions and collision cascade region are always present and move through the sample 

ahead of the analysed surface (6). This collisional mixing causes a broadening of the 

profile and limits the depth resolution obtainable. Using a lower impact energy produces 

a smaller collision cascade and this can improve the resolution. A reasonable agreement 

of the downslope of SIMS and MEIS profiles of As as-implanted samples has been 

found using the Cameca instrument for low impact energies (0.25 – 0.5 keV) and 

impact angles of around 45° suggesting that for these conditions collisional mixing 

effects were not appreciable (38, 39). 

Comparison of SIMS results with MEIS results have been carried out to try and 

understand the best methods to quantify the SIMS data accounting for SIMS artefacts 

(40, 42). This took the form of optimising the calibration of the SIMS profiles. Dopant 

profiles were calibrated to different monitoring matrix species, and it was found that the 

SIMS profiles which were calibrated to the 29Si2
- monitoring species gave profiles with 

the best agreement between MEIS and SIMS. Even so, discrepancies occurred in the 

first 3 nm. It has been suggested that a shift to the depth scale needs to be applied to 

align the SIMS profiles to the MEIS ones. Work is continuing in this area. 

In spite of the weakness of SIMS, the technique has significant strengths and 

offers useful comparisons with the MEIS results. SIMS can profile light elements for 

which the MEIS sensitivity is too low. The sensitivity to detect atoms of the order of 

1016 at/cm3 is much greater than MEIS. SIMS registers all of the atoms, whereas in 

MEIS, in the double alignment configuration, atoms in substitutional lattice sites are 

invisible to the analysing beam. This provides an interesting comparison of the 

techniques and gives information as to the fraction of dopant atoms that have taken up 

substitutional positions. The depth range is also much greater with SIMS than that of 
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MEIS, using the scattering conditions typical in this project, and this again is useful for 

studying the diffusion of dopant deeper into a sample. 

 

4.4 Other analysis techniques used 

4.4.1 X-ray techniques 

A variety of X-ray techniques have been used at the ID01 beamline at the ESRF 

in comparison with the MEIS and SIMS studies, providing interesting additional 

information. The techniques are described in more detail in (9, 41, 46, 47) and are only 

briefly covered here. 

Conventional X-ray diffraction (XRD) is sensitive to the strain distribution of 

the crystalline part of the Si wafer in the direction perpendicular to the sample surface. 

The scattering contrast is obtained from the interference of the scattering amplitudes 

from the stack of deformed crystalline layers in the sample. The interference fringes 

appear on both sides of the Bragg peak. The position, periodicity and contrast of such 

fringes are determined by their strain and thickness (9, 46). In this project XRD was 

used to study solid phase epitaxially regrown layers (9, 41). 

X-ray specular reflectivity (SR) measurements, are sensitive to the electron 

density distribution, perpendicular to the sample surface, independent of the sample 

being crystalline or amorphous (9, 47). SR measurements have been used to study the 

distribution of As, including segregation under the oxide (9). 

 

4.4.2 TEM 

A small amount of cross sectional transmission electron microscopy (XTEM) 

was carried out. TEM utilises the wave-like nature of electrons to view the internal 

structure of samples in a manner akin to that of an optical light microscope, yet with a 

resolution several orders of magnitude higher than that of the optical microscope (49). 

Through the use of cross-sectional TEM (XTEM), it is possible to image and 

characterise the damage following ion implantation and annealing. XTEM was carried 

out on a sample at the University of Salford. The sample was prepared by creating a 

glued, sandwiched stack of silicon, with two pieces of the sample to be imaged at the 

centre of the stack and the surfaces of interest glued together. From this stack, a long 

cylindrical stack was cut and glued into a copper cylinder which was then in turn cut 

into thin disks. Both sides of a disk were polished and dimpled using finer and finer 

grades of diamond paste until the centre of the disk was thinned to a thickness of 

approximately 15-20 µm. The sample was ion beam milled using Ar ions at an energy 
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of 3.5 keV until the sample was electron transparent. The sample was imaged in a JEOL 

3010 TEM, operating at 300 keV. Images were taken in down-zone bright-field 

conditions. Additionally energy filtered transmission electron microscopy (EFTEM) 

was carried out on selected samples at CNR-IMM Catania (Italy). In EFTEM, 

transmitted electrons are subject to energy filtering, providing the possibility of 

elemental specific contrast. 

 

4.4.3 Electrical measurements 

Some Hall effect electrical measurements were carried out, using the van der 

Pauw technique (7, 8, 45). From this technique, the sheet resistance Rs, the sheet carrier 

density ns, and the mobility µ, can be determined, using a combination of resistance and 

Hall effect measurements. A very simple description of the technique is given here. 

The sheet resistance of a sample can be determined from several measurements 

of voltage and current across the sample, in a set up illustrated in Figure 4.22a). A dc 

current is applied between two terminals on one side and the voltage is measured across 

the opposite side. This leads to a characteristic Resistance RA. The same types of 

measurement are carried out using terminals rotated by 90° rotation, giving resistance 

RB. The sheet resistance can be obtained from the equation: 

( ) ( ) 1R/RexpR/Rexp sBsA =−+− ππ     (4.11) 

To determine the activated concentration, Hall voltage measurements are 

required. To measure the Hall voltage VH a current is applied between an opposing pair 

of contacts and a constant magnetic field is applied perpendicular to the plane of the 

sample, as shown in Figure 4.22b). The Hall voltage VH is measured across the 

remaining pair of contacts. The sheet carrier density ns can be calculated using: 

Hs qV/IBn =         (4.12) 

 

   
 
Figure 4.22 Set up for van der Pauw measurements. From (45). 

a) b) 
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4.5 Sample production 

Samples have been implanted using an Applied Materials Quantum LEAP 

implanter (12) at AMD Dresden and Applied Materials (UK). Some samples and have 

also been implanted at Salford University using the ultra low energy (ULE) implanter 

(11). The principle behind the two implanters is the same and the Salford implanter is 

described here in section 4.5.1. Major differences between them are the size of sample 

that can be implanted and sample throughput. The implanter at Salford is a research tool 

and can only implant small samples of approximately 12 × 12 mm. The Applied 

implanter is a manufacturing tool and hence wafers of 200mm or 300mm diameter were 

implanted. Unless otherwise stated, the implants used in this thesis were implanted at 

AMD. Annealing was carried out at Salford University using an Steag AST 10 RTP 

system, and at AMD using an Applied Materials RTP Radiance system. These are both 

lamp based tools. 

 

4.5.1 Salford Ultra Low Energy Implanter Laboratory 

A schematic of the ULE implanter (11) is shown in Figure 4.23. The beamline 

consists of three electrically isolated sections; the ion source, beam transport, and target 

chamber. Two Applied Materials ion source assemblies are located symmetrically about 

a mass analysing magnet. The ion sources used are the Bernas type, fitted with ovens 

for solid source materials and also several gas inputs. The sources have a triode 

extraction system, with adjustable gap and lateral alignment, which can adjust the 

profile of the beam. 

Beams are selected by focusing them through an adjustable mass resolving slit 

located beyond the mass analysing magnet. Any neutrals present in the beam are 

removed in a second magnet used to bend the beam through 5 º or 90 º into one of two 

target chambers. For implantation the target chamber is used. The system comprises of 

five stages of differential pumping so that pressures of ~ 10-8 mbar are maintained in the 

target chambers while the sources operate at ~ 10-4 mbar. In the target chamber used for 

the implants is a target mount attached to a precision goniometer with one rotational and 

three directional degrees of freedom. At the final stage a low fill factor deceleration lens 

is located directly in front of the target. The lens allows beams to be transported at 

higher energies (5 – 15 keV) before being decelerated at the target to energies as low as 

20 eV. This set up is called accel – decel mode, also referred to as retard mode. 

Alternatively the transport and target sections may be electrically coupled so that ions 
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remain at the extract ion energy throughout the entire length of the beam line for higher 

energy implants. This is called the drift mode. 

The UHV part of the system comprises of the target chamber, a sample 

preparation chamber, and a loadlock chamber which can be quickly vented to air allow 

the vacuum in the target chamber to be maintained while allowing fast transfer of 

samples. Silicon samples of up to 12 × 12 mm are mounted into sample holders, and are 

transported between chambers by transfer rods. The preparation chamber and the 

loadlock both contain a carousel for storing up to six samples. The target chamber is 

also equipped with X-ray gun, electron gun and electron energy analyser for in situ XPS 

and AES analysis. 

 
4.5.2 Annealing equipment 

Most samples were annealed in a lamp based RTP system. Halogen lamps 

mounted above and below were capable of producing ramp rates of typically 25 – 

70 °Cs-1 Wafers were mounted on a quartz holder. For samples annealed at Salford, 

small samples were placed onto an 8" wafer in the annealer. Samples were annealed in 

 

 
 
Figure 4.23 – Salford ultra low energy ion beam system. 
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an N2/O2 environment to maintain an oxide layer to prevent dopant loss. This resulted in 

some oxide growth for certain annealing conditions. 
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Chapter 5 – Damage accumulation and dopant migration during shallow As 

and Sb implantation 
 

5.1 Introduction 

The studies described in this chapter are concerned with the mode of formation 

of amorphous layers in As and Sb implanted Si. Above the displacement threshold ion 

implantation results in the production and build up of disorder or complete 

amorphisation of the Si lattice in the implant region, depending on implant conditions 

such as dopant ion mass, flux, fluence and implant temperature (1, 2). The mechanisms 

responsible for the formation of a continuous amorphous phase have been investigated 

in considerable detail at medium and high bombardment energies (1-10) and two main 

types of models based on either homogeneous or heterogeneous nucleation of the 

amorphous phase have been proposed for different implant conditions (see also sections 

3.2.2.4 and 3.2.2.5). Under light ion bombardment its growth is generally well 

explained in terms of homogeneous nucleation of the amorphous phase, once a critical 

defect density is exceeded (1, 3-6). On the other hand, for heavy ion bombardment in 

which the energy deposition rates are much higher, heterogeneous nucleation of the 

amorphous phase occurs either through disorder accumulation of overlapping collision 

cascades or within a single collision cascade (1, 7-10). 

However, later studies that also used medium and high energy ion beams and 

were carried out at implant temperatures well above room temperature, for which 

dynamic annealing becomes significant, have demonstrated the occurrence of 

amorphisation or recrystallisation depending on the balance between dose rate and 

bombardment temperature (1,2, 11-13). Under these conditions amorphisation is 

considered to be nucleation limited and may, for example, be mediated by secondary 

defects (14). Nucleation of the amorphous phase may also occur at pre-existing 

amorphous crystalline interfaces and surfaces and results in the planar growth of the 

amorphous layer (14-16). These processes are thought to involve the migration of 

mobile defects (e.g. interstitials, vacancies), annihilation and / or trapping at a 

nucleation centre (17, 18). 

Recent studies of the damage formation for low energy (~1 keV) shallow B 

implants in Si carried out at room temperature, using MEIS (19, 20) have shown that the 

growth of the damage depth distribution is quite unlike the energy deposition function, 

as was previously observed for higher energies and elevated temperatures (16). The 
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damage evolution behaviour observed is strongly influenced by, on the one hand, the 

proximity of the surface, that acts as a nucleation centre for a fraction of the interstitials 

produced along the collision cascade and on the other by the operation of dynamic 

annealing effects even at room temperature. These cause a substantial reduction in the 

disorder at depths where the interstitial and vacancy distributions, which for low 

energies are closely overlapping, have their maxima. 

The work reported here consists of a detailed MEIS study of the mode of 

damage evolution as a function of implant dose and its correlation with dopant 

movement for 2.5 keV As and 2 keV Sb ions implanted into Si at room temperature to 

doses from a few times 1013 cm-2 upwards. 

It will be seen that for both As and Sb ion implantation, the energy deposition 

rate is sufficiently high for the Si matrix to become amorphised at room temperature for 

doses above 1014 cm-2. This study exploits the ability of MEIS to provide quantitative 

information on either the As or Sb implants and the Si damage depth distributions. 

MEIS shows the operation at room temperature of a damage accumulation process for 

low doses that is explained in terms of interstitial trapping at pre-existing nucleation 

sites formed by the oxide / Si crystal interface and the planar growth of the amorphous 

layer from the surface inwards into the bulk through the accumulation of point defects 

produced in the collision cascade. In particular, this work shows a novel dopant 

movement correlated to the growth of the amorphous layer that is driven by differences 

in the energetics of accommodation of these heavy ions in damaged crystalline and 

amorphous Si. 

 

5.2 Experimental 

Implants of 2.5 keV As ions into Cz, p-type Si (100) samples of resistivity 10 – 

20 Ω cm were performed under UHV conditions using the ultra-low energy ion 

implanter at Salford (21). Sb implants at 2 keV, were carried out in p-type (100) Si 

wafers of resistivity of 2– 10 Ω.cm at Applied Materials. In all cases the targets were 

held at room temperature and all implants were performed through the native oxide. 

The MEIS studies reported were carried out using a nominally 200 keV He ion 

beam and the double alignment configuration, in which the [ 111 ] channelling direction 

was combined with the [332] and [111] blocking directions. Using a 200 keV He beam, 

sufficient separation of the dopant and Si peaks could be obtained for the [332] blocking 

direction. Results from the [332] direction only are presented here. The overall depth 

resolution obtained for these conditions was better than 0.7 nm (20). Energy spectra 
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acquired were converted into damage depth distributions in terms of number of 

displaced Si atoms or dopant atoms cm-3, using a standard calibration procedure (22). 

The backscattered ion yield was referenced to the random level measured on a Si 

sample, amorphised by high dose self ion bombardment. In addition the energy scales 

were converted into depth scales using established inelastic energy loss data (23) and 

applying the surface approximation (22, 24). Implanted As / Sb and displaced Si 

distributions can be detected down to levels of ~ 1 × 1019 cm-3 and 1021 cm-3, 

respectively. 

Additional SIMS As profiles were obtained in an Atomika 4500 instrument at 

IMEC using a 0.5 keV 02
+ primary beam at normal incidence. In these measurements a 

crater size of 250 µm was used and mass Si30 was monitored to ensure a better than 1% 

current stability. Depth scale calibration relied on a constant ion beam current and was 

performed using the erosion rate obtained on one deep crater in combination the erosion 

time for each crater. Relative sensitivity factors (RSF, from implant standard) were 

repeatable within 1%. 

 

5.3 Results and discussion 

Considering first the damage evolution during As ion bombardment, a series of 

Si samples was implanted through the native oxide with 2.5 keV As ions to doses 

ranging from 3 × 1013 to 1.8 × 1015 cm-2. The dose dependence of the MEIS spectra 

obtained for these samples is shown in Figure 5.1. Peaks resulting from the As implant, 

the displaced Si atoms and the oxide, respectively, are indicated in the figure. For 

comparison Figure 5.1 also contains the spectrum for a virgin Si sample as well as a 

random spectrum. The virgin Si sample shows two peaks due to scattering off Si (edge 

at 171 keV) and O atoms (edge at 153 keV) both contained in the native oxide. The 

thickness of the native oxide thickness is calculated as ~1.5 nm. It should be noted 

however that in the case of the Si peak there is also a contribution from disordered Si 

atoms at the oxide / Si interface (19, 25). The virgin spectrum is the base against which 

any additional backscattering from displaced Si atoms that results from the As implant 

is measured. The figure shows the changes in the energy spectrum in terms of the 

growth of the As and Si scattering peaks for increasing As implant dose. It is seen that 

the Si damage peak and also the As peak, spread towards lower energies, i.e. greater 

depths, although the movement of the latter is less pronounced. 
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This development of these peaks is more clearly visible after conversion of the 

spectra to the depth profiles of As and of displaced Si atoms. The results are shown in 

Figure 5.2. The use of logarithmic concentration scales in these profiles depicts more 

clearly the effects of the As implant dose changes that cover nearly two decades. The 

depth profiles of the displaced Si atoms (top) were obtained after subtraction of the 

virgin surface peak (shown separately in the figure) and hence represent the 

distributions of the additional damage after each implanted As dose. The common depth 

scale illustrates the correlation between implant and displaced Si. The evolution of these 

two sets of peaks shows an unexpected behaviour for both the growth of the damage 

and the accumulation of the dopant. 
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Figure 5.1 MEIS energy spectra showing the growth of the Si damage and As dopant yield 
as a function of fluence for 2.5 keV As+ ion implantation into virgin Si at room temperature. 
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Starting with the As range distributions (bottom), TRIM (26) calculations show 

that the maximum of the As profile in a pure Si matrix is expected to occur at a depth of 

approximately 5 nm (Rp = 5.5 nm) and hence its maximum range (~3 × Rp,) and 

associated damage might extend to ∼16 nm. The TRIM calculated profile is shown 

adjacent to that measured by MEIS after an As dose of 4 × 1014 cm-2. At or above this 

dose the agreement is very good for depths greater than Rp. Since TRIM provides 
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Figure 5.2 Depth profiles of displaced Si and As implant atoms obtained from 
the MEIS energy spectra in Figure 5.1. TRIM calculated Si vacancy and recoil 
distributions and the As implant profile are shown for comparison. The dose 
dependent peak position of the As implant is indicated by arrows. 
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essentially a “zero dose” profile in a randomised solid, agreement with a low dose 

implant profile may be expected, provided that the Si matrix is amorphised. Figure 5.1 

shows that this is the case for doses above 9 × 1013 cm-2, as evidenced by the Si damage 

peak reaching random level close to the surface, however this is not the case for the 

lowest dose investigated of 3 × 1013 cm-2. 

The development of depth profiles of displaced Si in Figure 5.2 suggests that the 

Si damage build up involves two distinct phases that partly overlap, i.e. an initial growth 

of disorder near to the oxide /Si interface until a ∼4 nm wide amorphous layer centred at 

a depth of ∼3.5 nm is completed, followed by the planar growth of the amorphous layer 

from the surface inwards, until for doses above 1.5 × 1015 cm-2 the amorphous layer 

approaches a saturation depth of ∼10 nm. The increase in the thickness of the 

amorphous layer also causes the dechannelling level to rise, as is seen in Figure 5.1. The 

observed damage evolution behaviour cannot be explained in terms of the 

heterogeneous nucleation model of amorphous phase formation at room temperature (7-

10). In this model the energy deposition in the collision cascade is sufficiently dense to 

produce small amorphous zones (either in a single collision cascade or via cascade 

overlap) and these zones once they spatially overlap at a certain dose, effect a lattice 

phase change. Accordingly, the build up of displaced atoms would be expected to 

follow the shape of the energy deposition function as is given by vacancy and interstitial 

profiles produced by the implant ion. These profiles, again calculated by TRIM, are 

added to the top of Figure 5.2 showing the Si damage distributions, using arbitrary units 

but the same logarithmic scale. The two profiles are spatially close together and have 

their maxima at shallower depths than the TRIM calculated As profile in the bottom of 

Figure 5.2, as expected. It is clear that the growth of the disordered / amorphous Si layer 

does not coincide with the maximum in the energy deposition rate; in fact the damage 

profile for the lowest As implant dose is appreciably shallower than the calculated 

profiles. It appears that for a shallow As implant, initially at low doses, a highly 

damaged/amorphous 4 nm wide (FWHM) near-surface layer builds up, nucleated at the 

oxide/Si interface. No deeper damage is observed at this stage and this suggests that a 

fraction of the point defects produced at greater depths annihilate in dynamic annealing 

processes during the cascade. This behaviour is similar to that observed in previous 

MEIS studies for ULE B+ implants into Si (19, 20) which showed the development of a 

3–4 nm wide near-surface, highly damaged/amorphised layer, independent of implant 

energy up to 2 keV at room temperature. The formation of this layer was ascribed to the 

action of the oxide / Si interface as a sink for interstitials that are generated along the 
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collision cascade and are mobile at room temperature, in combination with the operation 

of dynamic annealing. The migration and trapping of these point defects at the oxide 

interface is the origin of the formation of the amorphous, near-surface damage layer. A 

similar process in which the surface represents a trap capturing interstitials (of which 

there is an excess over vacancies (27)), can also explain the formation of the damage 

layer observed for the case of the low dose, low energy As implants. In this early stage 

amorphisation will be nucleation limited (14, 16). At a later stage in the process, the 

planar growth of the amorphous layer into the underlying bulk material is observed. 

This phenomenon is due not only to the accumulation of mobile interstitials originating 

from greater depths at the advancing amorphous/crystalline interface, but also to the 

expansion of disordered regions due to the increasing density of coverage of the Si 

crystal matrix by the growing number of collision cascades that ultimately overlap. The 

type of planar growth seen here at room temperature has also been observed at elevated 

temperatures in studies of amorphisation / recrystallisation of the Si matrix under higher 

energy ion bombardment (11, 14-16). Similar processes to those described above were 

considered to be responsible for the planar growth. 

Considering next the development of the As profile and its correlation with the 

displaced Si distribution, Figure 5.2 shows that at doses below 1 × 1014 cm-2 the 

implanted As profile is significantly shallower than the TRIM calculated one which is 

also drawn in the figure. However for increasing doses the As profile peak shifts to 

greater depths, from 3.6 nm at 4 × 1014 cm-2 to 5.5 nm for 1.8 × 1015 cm-2, as indicated 

by the arrows in the figure. At the same time the As profile broadens towards the 

surface, as is clearly visible for doses of 4 × 1014 cm-2 and above. The latter behaviour 

can be explained on the basis of range shortening due to the changing composition of 

the matrix through As accumulation, collisional redistribution and / or collective mass 

flows to take account of the accommodation of the implanted ions. Sputtering can be 

largely ignored, as a TRIM calculation shows that 2.5 keV implanted to a dose of 1.8 × 

1015 cm-2 causes the removal of less than 0.3 nm oxide. The incident ions will of course 

cause disorder to the native oxide which remains unnoticed by MEIS. Figure 5.2 clearly 

shows that the movement of As to greater depth with increasing dose occurs in parallel 

with the planar growth of the amorphous layer. This indicates that the two effects are 

closely related. On the basis of ballistics arguments, there is no doubt that a substantial 

fraction of the As is initially stopped beyond the amorphous /crystalline interface. 

Since MEIS does not detect any clear presence of As at these depths, the 

possibility of the dopant having moved into substitutional positions and therefore being 
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no longer “visible” in MEIS has to be considered. This was checked in a control 

experiment using SIMS in which all As present is detected. Figure 5.3 shows the SIMS 

depth profiles, all taken under identical sputter erosion conditions, for As implanted to a 

dose of  8 × 1013 cm-2 into a virgin Si crystalline sample and  to doses of 5 × 1013 cm-2 

and 1 × 1014 cm-2 into a self-ion pre-amorphised Si sample. Although for shallow 

implants SIMS may give rise to small peak shifts, these will be the same in all these 

cases. The TRIM calculated As profile is again included for reference. The approximate 

peak positions for the two cases are indicated by arrows. It is clear that there is a good 

agreement between the As implant and the TRIM calculated profile, as would be 

expected. Significantly however, the SIMS results shows a clear shift “inwards” by ~1 

nm of the maximum of the distribution, for the implant into the crystalline compared to 

the ones into the pre-amorphised Si sample. This corroborates the MEIS evidence and 

confirms that the shallower As peak observed for low implant doses for which the Si 

matrix is not yet fully amorphised is real. The effect of ion beam mixing limited 

resolution of SIMS is likely to cause the tail on the SIMS profiles in Figure 5.3 beyond 

the TRIM profile. 
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Figure 5.3 SIMS depth profiles taken under identical sputter erosion conditions, for As 
implanted to a dose of  8 × 1013 cm-2 into a virgin Si crystalline sample and to doses of 5 × 
1013 cm-2 and 1 × 1014 cm-2 into a self-ion pre-amorphised Si sample. The TRIM calculated 
As profile is shown for comparison 
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The above observation by MEIS of the correlation between the planar growth of 

the amorphous layer and the movement of the As peak to greater depth with increasing 

dose, implies that most of the dopant that initially came to rest beyond Rp, migrates 

towards, on average, shallower depths, back into the growing, highly disordered/ 

amorphous layer in which it is more readily accommodated than in the still crystalline 

material. This movement is possibly initiated or occurs during the quenching stage of 

the cascade and is likely to be point defect mediated. 

The combined damage evolution and dopant movement behaviour observed for 

shallow As implants is, in most respects, replicated for the even heavier Sb ion, 

implanted at 2 keV into Si at room temperature. Sb with a mass of 121 amu compared 

to As 75 amu, is expected to show reduced straggle and should in principle give better 

defined implant profiles. Whereas As is believed to diffuse either through an interstitial 

or vacancy assisted mechanism, Sb diffuses exclusively through the latter (28). 

Figure 5.4 shows the dependence of the MEIS spectra on the Sb dose, over the 

range from 1×1014 cm-2 to 5×1015 cm-2. All implants were again carried out at room 

temperature. As before the spectrum for the virgin Si surface and the random spectrum 

are shown for reference and the peaks due to scattering off implanted Sb, surface Si and 

O are marked. The expected reduced straggling shows itself in the steeper down slope 

of the deep edge of the Sb implant profile compared to the equivalent region of the As 

profile shown in Figure 5.1. The development of the Sb scattering peak as a function of 

dose indicates a peak shift to greater depths, similar to that seen for As. The lowest 

implanted Sb dose of 1×1014 cm-2 has already produced a fully amorphised near surface 

layer as demonstrated by attainment of the Si random level in the MEIS peaks. For 

increasing Sb dose this layer shows a planar growth to greater depth, again akin to that 

found above for As. The growth in width of the near-surface amorphous layer also 

causes the increased dechanneling level seen in the spectra for high Sb doses. For the 

highest dose of 5 × 1015 cm-2 a dilution of the Si peak is observed that manifests itself in 

a dip in the displaced Si signal. This is caused by the unusual growth of the oxide 

thickness, in combination with the high Sb concentration. The oxide layer grows from a 

width of 2 nm at a dose of 3×1015 cm-2 to 4 nm at 5 × 1015 cm-2. This observation and 

other MEIS results (not shown) appear to indicate that a high Sb implant concentration 

at shallow depths promotes the growth of the oxide layer to depths well beyond that of 

the native oxide. 
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The combined behaviour of the displaced Si and the implanted Sb dopant depth 

profiles is shown in Figure 5.5, as before using a common depth scale and logarithmic 

concentration scales. Here too the displaced Si profiles are those obtained after 

subtraction of the virgin Si spectrum and hence represent the additional disorder 

generated by the Sb implant at each dose indicated. The TRIM calculated vacancy 

distribution has been added to the top part of the figure as a representation of the energy 

deposition function. Equally the calculated Sb implant profile is added to the bottom of 

the figure, adjusted to the height of the profile for the dose of 5 × 1014 cm-2. The 

amorphous layer produced for the lowest implant dose investigated of 1 × 1014 cm-2, 

extends to a depth of ~5 nm (half height) and the shape of the disordered layer produced 

at this stage, not surprisingly, coincides with the energy deposition profile for depths 

beyond Rp. The half height of the down slope of the Sb distribution for this implanted 

dose also occurs approximately at this depth. Yet the actual implanted Sb distribution 

should extend to a greater depth as shown by the TRIM calculated Sb profile. Just as 

was seen for the As, Sb ions implanted with a Rp of 5 nm having a maximum range of at 

least twice that figure, migrate out of the as yet not amorphised deeper layer in which 
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Figure 5.4 MEIS energy spectra showing the growth of the Si damage and Sb dopant yield 
as a function of fluence for 2 keV Sb+ ion implantation into virgin Si at room temperature. 
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they are stopped into the amorphised layer nearer the surface, where they are more 

readily accommodated. The correlation between the amorphous layer that grows in a 

planar fashion to greater depths and the “movement” of the Sb profile to greater depths, 

as indicated by arrows, is evident. Although for the Sb implant, the lowest dose of 1 × 

1014 cm-2 shows a later stage in the development of the combined disorder / dopant 

profile behaviour, in essence the observations for the two heavy ion dopants are 

commensurate and both scenarios present evidence of an intricately combined damage 

evolution-dopant migration mechanism. 
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Figure 5.5 Depth profiles of displaced Si and As implant atoms obtained from the MEIS 
energy spectra in Figure 5.4. The TRIM calculated Si vacancy distribution and As implant 
profile are shown for comparison. The dose dependent peak position of the Sb implant is 
indicated by arrows. 
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5.4 Conclusion 

MEIS analysis with additional SIMS depth profiling has been used to investigate 

the growth mode of the amorphous layer as well as the relationship between disorder 

formation and dopant redistribution for shallow As and Sb implants into Si performed at 

room temperature. MEIS studies show that damage evolution caused by these heavy 

ions for doses from 3 × 1013 cm-2 upwards does not follow the profile of the energy 

deposition function, but proceeds from the surface where an initial 4 nm wide 

amorphous layer developed, and then grows inwards in a planar fashion as the dose is 

increased. It is proposed that a fraction of the generated interstitials migrate towards the 

surface, and are captured by the oxide or amorphous /crystal Si interface, where their 

trapping nucleates the growth of a shallow amorphous layer and the subsequent planar 

growth inwards of the damage layer. The observed build up of the As profile, the 

maximum of which moves from a depth of 3.5 nm to 5.5 nm over the dose range studied 

is related to this process: Arsenic that is stopped in the as yet not amorphised layer, 

moves out into the growing disordered layer, in which it is more easily accommodated. 

SIMS studies have confirmed this dopant segregation effect. Low dose, shallow Sb 

implants also exhibit this novel damage evolution / dopant movement effect. 
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Chapter 6 Annealing studies 
 

6.1 Introduction 

In this chapter the results of a range of annealing studies are described and 

discussed, most of which were carried out within the IMPULSE project and as such are 

highly relevant to current technologies and possible solutions for future devices. The 

studies in this chapter fall into three general categories. 

The first category in section 6.2 focuses on implantation and annealing 

conditions that are similar to those used in device production. This is based on 

annealing predominantly using RTA and spike annealing, at temperatures above 

1000 °C. Comparisons with lower temperatures are also included. The effects of 

reduced implant energy are discussed. The predominant feature with these conditions is 

that diffusion of the dopant will be the limiting factor in reducing the junction depth. 

The second category in this chapter is in section 6.3, concerning studies of SPER 

at lower annealing temperatures, in the region of 550 °C to 700 °C. This annealing 

range has been identified as a possible solution for 65 and 45 nm nodes, as the problem 

of diffusion would be minimal (1-3). Note that in the semiconductor industry the 

terminology SPER often refers to annealing at lower temperatures, approximately 550 – 

800 °C. From a physical point of view, regrowth at higher temperatures still occurs by 

the SPER process but is more commonly referred to as RTA/RTP, spike annealing, 

flash etc, based on the annealing equipment used rather than the physical process that 

occur. 

The final category, in section 6.4, is the regrowth behaviour of SOI wafers, 

which are currently being implemented in production. Differences in annealing 

behaviour were observed in SOI compared to bulk Si. 

One of the features of the IMPULSE project was to further develop analytical 

techniques for USJ characterisation. Dispersed throughout this chapter are some of the 

interesting comparisons with various X-ray techniques carried out at the ESRF. As well 

as providing additional information on the samples, these highlight the potential of these 

techniques for future studies. 
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6.2 Studies involving RTA of implanted samples, conditions similar to current 

device production 

6.2.1 Introduction 

In this section there is a discussion of the results of several studies involving 

RTA of As implanted samples. The first study is used to introduce the way in which 

phenomena such as SPER, the segregation of As, As moving into substitutional 

positions and diffusion of dopant can be studied with MEIS and SIMS. The two 

techniques provide complementary information and form the backbone of these studies. 

Similar studies were carried out in which pre-amorphising with a Xe implant 

was introduced and the effects of changing the implantation energy are studied. These 

are coupled with studies using X-ray techniques. 

 

6.2.2 RTA of 2.5 keV As implanted samples 

This first set of samples has no pre-amorphisation and uses an As implant that is 

similar in energy and dose to those used in current technology. The samples are 

annealed with a range of temperatures and times to illustrate different aspects of the 

annealing behaviour, including a > 1000 °C spike anneal which is typical of device 

production. Results of these studies are also presented in (4,5). 

 

6.2.2.1 Experimental 

2.5 keV As+ ion implants into Cz grown Si(100) samples of resistivity 10 – 20 

Ω.cm were performed at room temperature, under UHV conditions using the ultra-low 

energy ion implanter at Salford to a dose of 1.8 × 1015 cm-2. All implants were executed 

through the native oxide using dose rates of up to 1 × 1014 ions sec-1 cm-2. Samples were 

annealed in a Steag AST10 rapid thermal processor at Salford to temperatures of up to 

1050 °C, using ramp rates of 25 °C s-1 in a N2/6% O2 ambient to avoid dose loss.  

MEIS analysis was carried out using a nominally 200 keV He+ beam and the 

double alignment configuration, in which the [ 111 ] channelling direction was combined 

with the [332] blocking direction. Implanted As and displaced Si profiles can be 

detected down to levels of 1 × 1019 cm-3 and 2 × 1020 cm-3, respectively. 

SIMS analysis of the As profiles was carried out in an Atomika 4500 instrument 

at IMEC using a 0.5 keV 02
+ primary beam at normal incidence. Crater size was 250 µm 

and Si30 was monitored to ascertain a better than 1% current stability. The depth scale 

calibration relied on a constant ion current. Relative sensitivity factors (RSF, from an 

implant standard) were repeatable to within 1%. 
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6.2.2.2 Results and Discussion 

Figure 6.1 shows the MEIS energy spectra for 2.5 keV As ions, as-implanted at 

1.8 × 1015 cm-2 and after RTA at 600 °C for 10 s, 700 °C for 10 s, 900 °C for 10 s and 

1050 °C spike annealing. Depth scales have been added to the figure for As, Si and O. 

The as-implanted sample shows that the 2.5 keV As implant amorphises the Si to ~ 9.5 

nm, (half height of the back edge of the damage peak). The As profile is centred around 

5 – 6 nm. Note that all the Si damage peaks include a contribution from the surface peak 

(FWHM 2 nm). 

The annealing behaviour is best introduced by first considering the sample 

annealed at 600 °C for 10s. The annealing produces a reduction in the width of the 

amorphous layer, from 9.5 nm to 6.5 nm (FWHM), due to solid phase epitaxial 

regrowth (SPER). An average regrowth rate of ∼ 0.3 nm s-1 is obtained in this region in 

which the interface moved through a region with a high As concentration. This value 

compares to a value of 1 nms-1 found for intrinsic Si (6, 7). It is known that regrowth 

rate is dopant concentration dependent and that a high As concentration causes a 

reduction in the regrowth rate (6, 7, 28). Regrowth rates with a changing of As 

concentration are examined in more detail in section 6.3.2.1. 

MEIS shows that during annealing there is a close correlation between the 

reduction in the width of the Si damage peak and the movement of the As implant. The 

600 °C anneal has also caused a distinct change in the As distribution. The half height 

of the back edge has moved to a depth of 6.5 nm which coincides with the depth of the 

crystalline/amorphous interface. It also shows that the As yield in front of this interface 

has increased by about 20%. This increase is due to As atoms that apparently could not 

be accommodated in the regrown layer, and therefore segregates out and are 

“snowploughed” in front of the advancing interface (7). Overall the As peak area 

measured by MEIS is reduced by 12 %. SIMS measurements, discussed later, show the 

retention of all the implanted As atoms. Hence the “missing” As atoms have moved into 

substitutional positions where they are no longer visible to the analysing MEIS beam. 
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RTA at 700 °C causes a substantial change in the spectrum indicating the 

completion of the SPER process. The depth of the Si damage peak reduces to 2.8 nm, 

which is still somewhat greater than that of the virgin Si peak (2 nm). This larger width 

is in part accounted for by the growth of the oxide layer from 1.5 nm (for virgin Si) to 

1.8 nm (after 700 °C RTA), also shown in the spectrum. A second reason is given 

below. The SPER of the amorphous layer has produced a segregated layer of As, which 

has been pushed out of the regrown layer and has piled up at the interface. MEIS 

unambiguously shows that this pileup occurs at the interface with the now 1.8 nm thick 

oxide (10). This As yield accounts for about 40 % of the implanted dose. Apart from a 

visible As profile tail, the remainder has moved into substitutional lattice positions and 

is no longer visible to the He+ beam. The tail of the As profile indicates that the 

regrowth is not perfect and that the layer still contains some non-substitutional As 

atoms. RTA at 900 °C causes some further reduction in the visible As profile tail and a 

corresponding growth in the segregated As peak to 47 % of the implanted As dose. 

Taking the system energy resolution into account, the FWHM width of this peak may be 

below 1 nm and in fact the peak may actually be 1 ML thick in agreement with certain 

150 155 160 165 170 175 180 185
0

50

100

150

200

250

300

3 2 1 0

O depth (nm)

As depth (nm)

Si depth (nm)
 virgin
 Random
 1.8e15 as-impl
 600 C 10 sec
 700 C 10 sec
 900 C 10 sec
 1050 C spike

yi
el

d 
(c

ou
nt

s 
pe

r 5
µC

)

Energy (keV)

14 12 10 8 6 4 2 0

 

 

10 8 6 4 2 0
 

 

 

 

 

Figure 6.1 200 keV He MEIS energy spectra for 2.5 keV 1.8E15 As implants, for various 
anneal temperatures. 



 

122 

theory predictions and X-ray fluorescence (XRF) studies (8, 9). Broadening of the 

MEIS peak may also occur since MEIS samples a large area of the samples over which 

there may be a distribution of depths of the SiO2 layer. The small shift of the As peak to 

increased depth is consistent with a small growth in the thickness of the oxide layer 

during annealing at higher temperatures which pushes the segregated As layer in. Spike 

annealing at 1050 °C finally, results in the highest level of damage annealing as 

indicated by the lowest dechannelling level. The increase in the width of the damage 

peak compared to the 700 °C anneal is entirely accounted for by the growth of the oxide 

layer to 2.4 nm. Spike annealing also leads to the highest fraction of substitutional As 

atoms being accommodated in the regrown layer, leaving only 40 % of the implanted 

As, the amount that can be contained in one monolayer (ML) i.e. 7E14 cm-2, visible in 

the segregated layer. Observations of such high levels of segregated As dopant in a very 

shallow layer have been reported previously (10). 

Returning briefly to the movement of As atoms into substitutional sites upon 

SPER regrowth, this observation is consistent with activation and/or the formation of an 

inactive As-vacancy cluster, AsnV (n ≤ 4) (11). For n = 4 the cluster consists of four 

substitutional As atoms tetragonaly clustered around a vacancy that accommodates the 

larger dopant size. The formation of AsnV clusters is accompanied by the ejection of Si 

interstitials (10) that migrate and are trapped at the oxide/Si interface sink (12), and 

their accumulation contributes to the growth in depth of an amorphous layer and thus, 

the width of the surface peak. This is the second effect, referred to above that may 

explain the increase in width of this peak upon RTA. 

The annealing and segregation behaviour described above in Figure 6.1 is 

confirmed by SIMS depth profiling measurements. The results are given in Figure 6.2 

which shows the profiles using both logarithmic and linear concentration scales. The 

Si30 signal (3.09% abundance, multiplied by 32 to give ~ 100 % Si) is shown in Figure 

6.2 for the as-implanted profile only. It was monitored in all cases and found to coincide 

to within 1 %, confirming the current stability of the measurements. The excellent 

quality of SIMS profile of the as implanted sample may be judged in comparison with 

the MEIS result also shown in the bottom part of the figure. Only the marginally 

increased FWHM (∼ 10 %) in the SIMS profile and minor shift (< 0.5 nm) towards the 

surface reflect collisional mixing effects and sputter rate changes in the transient region, 

respectively. The development of the SIMS profiles following annealing wholly 

confirms the MEIS observations. Integration of the profiles shows no As dose loss and 

hence the As invisible in MEIS can only represent dopant atoms that have moved into 
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substitutional sites. The formation of the segregated peak, is clearly visible after the 

high temperature anneals at the depth indicated by MEIS (1.5– 2 nm). The SIMS results 

finally show the onset of As diffusion after 900 °C RTA, and after 1050 °C spike 

annealing. 

 
 

6.2.3 PAI 3keV As implanted samples 

Experiments with comparable implantation and annealing conditions using Xe-

PAI samples were also carried out and results of selected samples are presented here. 

They include a comparison with specular reflectivity (SR) measurements. The dopant 
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Figure 6.2 (Top) SIMS As depth profiles for 2.5 keV 1.8E15 As implants, for various anneal 
temperatures. (Bottom) The same profiles are plotted with a linear concentration scale and 
smaller depth range. The MEIS profile from the as-implanted sample is included in the 
figure for comparison. 
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implantation conditions are those used for device manufacturing, i.e. a 3 keV As+ 

implant to a fluence of 2E15 cm-2. These implants have been carried out into crystalline 

Si (No PAI), and Si pre-amorphised with a 130 keV Xe+ implant to a fluence of 2E14 

cm-2 (PAI). This results in a Si amorphisation depth of 100 nm as measured with XTEM 

(13). The results obtained for two annealing conditions are presented here, these are 

furnace annealing at 600 °C for 20 minutes and spike annealing to 1130 °C. The sample 

after high temperature spike anneal is representative of current manufacturing methods. 

The results following the low temperature furnace anneal are included primarily for 

comparison with SR results. 

 

6.2.3.1 MEIS results 

The MEIS analysis conditions used were a nominally 100 keV He+ beam with the 

samples aligned along the [īīı] channelling direction relative to the beam. The analyser 

was positioned to record data along the [111] and [332] blocking directions. MEIS 

energy spectra from along the [111] blocking direction, for both PAI and NoPAI sample 

series, are shown in Figure 6.3. Also included in the figure for reference is a spectrum 

from a virgin Si sample and a random spectrum taken from an amorphous Si sample. 
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Figure 6.3 MEIS spectra collected along the [111] blocking direction. The non-implanted 
Si sample and a random amorphous Si spectrum are shown for comparison. 
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The energy spectra have been converted into depth profiles. The profiles for both 

the NoPAI and PAI samples are shown in Figure 6.4a) and 6.4b) for As and Si, 

respectively. Figure 6.4 b) shows that the 3 keV As implant produces a ∼11 nm deep 

amorphous layer, as evidenced by the extra Si scattering yield behind the surface peak 

that reaches the random level and extends to a depth of ∼11 nm (half height). Arsenic 

implant profiles for the PAI and NoPAI implants are in close agreement. This is 

expected since Si is amorphised after a As dose of 1014 cm-2 (14, chapter 5). MEIS 

shows that the peak of the As distribution is at 6.3 nm depth, in close agreement with 

TRIM calculations that yield an Rp = 6.4 nm (profiles not shown). Following a 600 °C 

20 min anneal the amorphous layer has recrystallised by SPER. The regrowth is not 

perfect, leaving a surface damage peak of greater width (5 nm) than the surface peak 

width of the virgin sample (2.5 nm) and greater height. The As profile too has 

undergone considerable change with the disappearance from “ beam view” of most of 

the As in the implanted profile and the appearance of a narrow, segregated As peak with 

a maximum at a depth of 3 nm. The former is due to As taking up substitutional 

positions within the regrown Si, where it is no longer visible to the beam. The latter is 

due to the As concentration that exceeds the solid solubility and cannot be 

accommodated in the regrown layer due to solid solubility restrictions, although the 

operation of a simple activated segregation process cannot be excluded. In either case it 

is “snowploughed” ahead of the advancing amorphous/ crystalline interface and forms 

the segregated surface peak (7). 
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Figure 6.4 MEIS depth profiles along the [111] blocking direction a) As depth profiles for all 
the annealed samples. b) Si depth profiles for all the annealed samples. c) Combined depth 
profile of As, Si and O for the PAI 1130 °C spike annealed sample. 
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Integration of the peak and calibration of the ion yield shows that 40 - 46 % of 

the dopant is no longer visible to the beam. From SIMS studies it is known that no As 

has been lost from the matrix, which is consistent with the previous studies (4). 

Spike annealing to 1130°C produces more perfect regrowth. The segregated As 

peak is sharper and the surface damage layer for these anneal conditions is reduced to ~ 

4 nm. The latter includes a substantial component from the silicon contained in the 

oxide layer, which as a result of the RTA has grown in thickness to ~ 3 nm. The anneal 

conditions also affect the percentage of the dopant atoms taking up substitutional 

positions. The 1130 °C spike anneal produces the highest substitutional fraction with ~ 

60 % of the implanted ions accommodated in substitutional lattice positions which is 

consistent with the spike annealing results from section 6.2.2. 

A comparison of MEIS spectra for implants in the PAI samples with the NoPAI 

samples shows the general annealing behaviour remains similar for both. However the 

PAI samples show a higher amount of damage after annealing, as evidenced by the 

slightly wider Si peak and the marginally higher background level, caused by 

dechannelled particles. The slightly better regrowth for the NoPAI samples could be due 

to the fact that there is less distance to regrow. i.e. 11 nm compared to the 100 nm wide 

amorphous layer. If the regrowth rate at 600 °C is ~1 nm/s for intrinsic Si, then the 

NoPAI sample could reach the point of high As concentration, where it slows down, 

about 90s before the PAI sample. In addition Xe incorporation could affect the regrowth 

rate. Slightly thicker oxide layers for the PAI As implant are also seen. 

The detail of the distribution of the oxide layer and the snowploughed As layer 

is more clearly seen by overlaying the Si, As and O depth profiles, as presented in 

Figure 6.4c) The dechannelling background has been removed from under the O peak 

only, since at these energies they become significant. Although the effects of energy 

resolution (& energy straggling) broaden the peaks it is clear that the segregated As is 

situated under the SiO2. The downslope of the oxide peak indicates the existence of 

suboxides, as indicated in (15) which maybe mixed in with the segregated As layer. The 

Si depth profile shown in the figure further demonstrates the fact that the Si surface 

peak contains scattering off Si in the oxide layer and disordered Si at the depth of the 

segregated As peak. 

 

6.2.3.2 Comparison with SIMS 

SIMS results for this set of samples are shown in Figure 6.5. These were 

produced using a 0.5 keV Cs+ primary beam. The sensitivity of SIMS to detect As is 
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greater than MEIS. SIMS is not sensitive to the lattice position of the dopant and so sees 

all of the As present. In combination with MEIS depth profiles SIMS allows the 

substitutional As fraction to be implied. 

For the as-implanted samples there is virtually no difference between the PAI 

and NoPAI samples. The only difference is that there is a small amount of As 

channelled to greater depths that accounts for the slightly higher level in the depth range 

20 – 40 nm in the NoPAI sample. MEIS does not have the sensitivity or depth range to 

observe this. 

The changes in the depth profile following annealing at 600 °C for 20 minutes in 

the SIMS profile are far less dramatic than in the MEIS profile. The pile up of 

segregated As at the surface is visible, with a small reduction in concentration in the 

depth range 5-10 nm to account for this, otherwise the profile is largely the same. In 

combination with MEIS this suggests that As has become substitutional. As has not 

diffused deeper into the sample for the 600 °C anneals. 

Spike annealing causes a dramatic change in the SIMS profile and shows the 

diffusion of As deeper into the bulk. Taking the junction depth to occur at a 

concentration of nominally 1E18 cm-3 this would result in a junction depth of 43.6 nm 

for the PAI sample and 45.9 nm for the NoPAI sample. SIMS suffers from inaccuracies 

in the depth scale in the first few nm and although the segregated As peak can be 

observed, the accuracy of the concentration and depth scale in this region is limited. 

MEIS results are considered much more quantitative. The combined results suggests 

that all the As has been retained, based on the integration of the SIMS profile at depths 

beyond the segregated peak, and using the MEIS results to determine the dose contained 

within the segregated peak. 
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6.2.3.3 Specular reflectivity (SR) results – comparison with MEIS 

These samples were also analysed with several X-ray techniques at beamline 

ID01 at the ERSF, Grenoble (Fr) (16). Results obtained from specular reflectivity (SR) 

experiments provide an interesting and valuable comparison with the MEIS results and 

as such are briefly discussed here. The strengths of the two techniques, notably the 

ability of MEIS to produce depth profiles specific to individual elements and the 

superior depth resolution of SR, have been exploited. The SR results of the PAI and 

NoPAI series are almost identical, hence only the results of the PAI samples are 

reported here. A full explanation of the SR technique and more information on the 

results are given elsewhere (17-20). It should be mentioned that SR measurements are 

sensitive to the electron density perpendicular to the sample surface, independent of 

whether the sample is crystalline or amorphous (18, 19). 

The SR results from the PAI samples are shown in Figure 6.6a) together with the 

measurement of a non-implanted (virgin) sample. These are plots of the measured 

reflected intensity vs z in reciprocal space. The resulting profiles show oscillations, 

which are most pronounced after spike annealing. The period of the oscillations is 

 

20 40 600 20 40 60
1E16

1E17

1E18

1E19

1E20

1E21

1E22

20 40 60

 

1130°C spike

 

 

   No PAI
   PAI

3keV As 2E15 cm-2 

C
on

ce
nt

ra
tio

n 
(a

t/c
m

3 )

as-implanted

 

600°C 20 min

Depth (nm)  
Figure 6.5 SIMS As depth profiles of the 3keV 2E15 samples, with and without PAI, as-
implanted, and after 600C annealing and 1130C spike annealing. 



 

130 

attributed to the interference between the air/SiO2 surface and the interface at the high 

density, subsurface layer to which the As and any Si interstitials are swept by the 

regrowing crystalline front. For the as-implanted sample the As depth distribution is 

broad without sharp interfaces, as can be seen by the MEIS results shown in Figure 6.3 

and 6.4a). As a consequence SR reflectivity appears to be quite similar as the non-

implanted wafer where only one long-period oscillation is observed resulting from the 

thin native oxide. The resulting electron density profiles from a fit of the data are given 

in Figure 6.6 b). 

 

SR does not possess specific mass sensitivity, unlike MEIS which can 

unambiguously distinguish between scattering off different masses. Through a 

comparison with the MEIS profiles (Figure 6.3 and 6.4), regions in the SR density 

profiles (Figure 6.6b) can be attributed to the different layers and features of the 

samples, i.e. the SiO2 layer and the As rich segregated layer, these are indicated in 

Figure 6.6b). A contribution to the As rich peak from Si interstitials swept in front of 

the a/c interface during SPER may also occur. An advantage of the SR measurements is 

that in some instances the thickness of layers may be inferred with more accuracy than 

with MEIS. With MEIS it is unavoidable that for very thin layers some broadening 

occurs due to the system energy resolution and energy straggling. 

Returning to the results and considering first the spike annealed sample, the SR 

density depth profile shows a segregated As rich peak with a width of 0.7 nm. The SR 

result of 0.7 nm agrees well with the theoretical result of 1ML segregated As (8). This 

shows up a significant difference in the As layer thickness between MEIS and SR, with 
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a width of 0.7nm from SR and of 1.7nm from MEIS as given in Table 6.1 below. The 

MEIS determined value is affected by the system resolution broadening and as MEIS 

samples an area on the sample of 1×0.5 mm, any undulation in the layer over that area 

will also result in a broadening of the peak. When the broadening of the MEIS peak is 

considered it would be a fairly good agreement between the techniques. This highlights 

a use of SR to compensate for a weakness in MEIS. The SR result for the depth of the 

As-rich layer in the spike sample, in Figure 6.6 b), is in excellent agreement with the 

MEIS result, in Figure 6.4, both are centred around a depth of 3.2 nm. From MEIS the 

As segregated layer is found to be unambiguously below the oxide layer (Figure 6.4c)). 

 
For the sample annealed at 600 °C, the density fit indicates the presence of an 

additional “third layer”, as indicated in Figure 6.6b), with high density characterised by 

a thickness of 1.9 nm, as well as the SiO2 and As rich segregated layer. This “third 

layer” contains a decaying density profile of As atoms. The As peak in the MEIS depth 

profile does not show any distinction between the segregated peak and the “third layer” 

as seen by SR but includes both. Taking into account both the As-rich and the “third 

layer” agreement on the As layer thickness between the techniques is good for the 

sample annealed at 600 °C being 2.8nm for MEIS and 0.7+1.94=2.64nm for SR. A 

detailed physical description of the “third layer” cannot yet be given (18-20) but what 

can be said is that it is clearly an area of high As concentration. 

 

 

As atoms 
in peak 
(%) by 
MEIS 

As peak 
FWHM 
(nm) by 
MEIS 

“As rich 
layer 

thickness 
(nm) by 

SR 

“Third 
layer” 

thickness 
(nm) by 

SR 

Oxide 
thickness 
(nm) by 
MEIS 

SiO2 
thickness 
(nm) by 

SR 

PAI as-
impl 100 5.5i – – 1.8 1.4 

PAI 
600C 60 2.8 0.7 1.94 2.3 2.2 

PAI 
spike 46 1.7 0.7 – 2.4 2.9 

i As distribution is actually wider than this value based on FWHM. FWHM is not a good criterion to describe as-implanted 
profiles. 
 
Table 6.1 Comparison of layer thicknesses between MEIS and SR on the PAI samples. 
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The as-implanted sample, with a broad As distribution (seen from MEIS), does 

not provide sufficient density contrast to be visible in SR. 

In terms of the behaviour of the oxide layer, both MEIS and SR show the SiO2 

layer growing in thickness with increasing thermal budget. The measurements of the 

width of the SiO2 are in reasonable agreement, within the experimental accuracy and are 

given in Table 6.1. The small differences may be simply due to different measurement 

criteria. MEIS shows that the oxide peaks appear to contain a region of suboxide 

(Figure 6.4c), which are not included in the oxide widths in Table 6.1, based on FWHM. 

It is not clear how the SiO2 layer is defined in the SR measurements. 

To conclude this comparison section, it has been shown that the combined use of 

MEIS and SR can provided complementary and additional information. MEIS has 

provided the essential starting point for an unambiguous modelling of the SR curves. 

SR with the better depth resolution gives the width of the segregated As layer to be 0.7 

nm. Within the accuracy of the two techniques they give good agreement on the depth 

of the segregated peak and the trends in the oxide layer width. 

 

6.2.4 Reduction in implant energy – 1 keV As implantation and annealing 

In terms of improvements in junction depth a common trend in manufacturing 

has been to reduce the implant energy. In this section the results of 1 keV As 

implantation are presented as a comparison to the 3 keV results described in section 

6.2.3. It is shown that diffusion is far more critical in determining the final junction 

depth than the implantation energy and hence a reduction in beam energy may not 

necessarily lead to an improvement in junction depth. 

 

6.2.4.1 Experimental 

MEIS and SIMS analysis was carried out on a similar batch of samples to the 

previous set but with a 1 keV implant instead of 3 keV. The dose was again 2E15 cm-2. 

As with the previous samples, implants were carried out into crystalline (NoPAI) and 

pre-amorphised (PAI) wafers. The pre-amorphising implant was a 130 keV Xe to a dose 

of 2E14 cm-2, producing a 100 nm amorphous layer (13). Samples were annealed with a 

furnace anneal at 600 °C for 20 min, rapid thermal annealed at 1000 °C for 5s and 

1025 °C for 10s, and spike annealed at 1050 °C. MEIS analysis was performed using a 

100 keV He+ beam. The results of the [332] blocking direction are presented here. The 

shallower implantation does not require as large an energy separation of the peaks as in 

the case of a 3 keV implant and so the [332] direction with its better depth resolution 
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can be used without the problem of peak overlap. SIMS analysis was carried out using a 

0.5 keV Cs+ primary beam, as previously. 

 

6.2.4.2 Results and Discussion 

The MEIS energy spectra for the NoPAI samples are shown in Figure 6.7. Depth 

scales have been added to the figure to indicate the depth dependence of scattering off 

arsenic, silicon and oxygen atoms, respectively. Also included in the figures, for 

reference, are spectra from a virgin Si sample and a random spectrum from an 

amorphous sample. The energy spectra have also been converted into depth spectra for 

As, Si and O for NoPAI and PAI samples and they are shown in Figure 6.8a), b) and c), 

respectively. It can be seen that the results of PAI samples are almost identical to the 

NoPAI samples. 
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Figure 6.7 MEIS energy spectra for 1 keV As implanted into crystalline Si following 
various anneals. 
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Figure 6.8 Depth profiles for 1 keV As implants, PAI and NoPAI. a) As, b) Si, c) O. d) 
combined profiles for the PAI 1025 °C 10s annealed sample. 
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Figure 6.7 and 6.8b) show that the 1 keV implant produces a 5.5 – 6 nm wide 

amorphous layer (FWHM). The as-implanted As profiles (Figure 6.7 and 6.8a)) have a 

peak at a depth of around 3.5 nm which corresponds well with TRIM simulation value 

of Rp = 3.75 nm. 

The NoPAI and PAI samples show the same general behaviour after 

implantation and annealing with only minor differences between the two. Following 

annealing the samples have largely recrystallised. The extra width of the Si peaks 

compared to the virgin Si peak with a thickness of 2.5 nm, is mainly a result of the 

increased oxide layer thickness. It also has a contribution from Si atoms in the distortion 

around the segregated As (discussed later) and an accumulation of interstitials trapped at 

the surface sink during annealing. 

The 600 °C 20 min annealed samples have a Si surface peak with a thickness of 

~ 4.8 nm, including the increased oxide thickness of ~ 2.4 nm. This anneal has the 

poorest regrowth. The RTA samples of 1000 °C 5 s and 1025 °C 10 s also have a Si 

peak with a width of 4.8 nm but the higher temperature RTAs produce more oxide 

growth, to a thickness of ~ 3.4 nm. The spike annealed sample has a Si peak width of 

4.4 nm and an oxide layer thickness of just over 2.8 nm. The dechannelling background 

level (between the Si and O peaks) is consequently lowest for the spike annealed 

samples, albeit only by a small amount. 

In the samples annealed to 600 °C a shoulder, located at 0–2 nm, to the Si peak 

around 3-4 nm represents the transition point from pure SiO2 (with concentration 

2.3E15 cm-2 (30)), to region of suboxides and damaged Si. The damage level in this 

region in the other samples is lower as a consequence of less distortion around the 

segregated As. 

As seen before, during SPER some of the As takes substitutional positions 

invisible to the MEIS beam in the regrown layers and the remainder, that exceeds the 

solubility segregates underneath the oxide layer. In the 600 °C sample only a small 

amount of As takes up substitutional positions, 94% remains visible to the MEIS beam 

as indicated in Table 6.2. This amount is significantly higher than for the equivalent 3 

keV implant and anneal where 40% of the implanted As became substitutional, (Table 

6.1). The reason is as follows, for the 3 keV implant with the deeper implant more 

amorphous Si layer can regrow, as indicated in Figure 6.4 b). The 1 keV samples with 

shallower implant depths have a narrower damage region that regrows and hence less 

As is incorporated within the regrown region. In the 1keV 600 °C annealed sample, 

only a small amount of As is ‘snowploughed’ in front of the crystalline/amorphous 
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interface, as evidenced by the higher scattering yield of the 600 °C annealed samples 

compared to the as-implanted ones at a depth around 2.5-3.5 nm (Figure 6.7 and 6.8a)). 

 
The three higher temperature anneals produce a much higher substitutional 

fraction, in the region of 50 – 60% substitutional. The 1025 °C 10 s, with the largest 

thermal budget produces the smallest segregated peak and hence the highest 

substitutional fraction. For these three temperatures the segregated peak forms a narrow 

layer underneath the oxide. As with the previous results, it is likely that the system 

resolution results in some broadening of the peaks. These segregated layers probably 

cause lattice disorder contributing to the increased width of the silicon peak. Figure 

6.8d) clearly illustrates this effect for the 1025 °C 10 s PAI sample in which the As, Si 

and O peaks are plotted on the same depth scale. In the figure the dechannelling 

background has been subtracted from the oxygen profile. 

For the three high temperature samples the percentage of the implanted As in the 

segregated peak goes down with increasing anneal duration, i.e. the 1050 °C spike 

annealed sample has the most segregated As, followed by the 1000 °C 5s and 1025 °C 

10s samples. Here the differences in anneal duration are more significant than the 

differences in anneal temperature. The solubility of As during SPER increases with 

temperature and if the temperature was the only factor involved here it would be 

expected that the 1050 °C spike anneal sample would have the lowest amount of 

segregated As which is not the case. The differences in the amount of segregation 

observed in the MEIS profiles can easily be understood by examination of the SIMS 

profiles in Figure 6.9. For all samples annealed at the high temperatures there is 

diffusion of the As deeper into the bulk, with more diffusion for the longer anneal 

 

Crystalline PAI  

Visible dose Visible % Visible dose Visible % 

as-implanted 2.02e15 100 2.11e15 100 

600 °C 20 min 1.90e15 94 1.78e15 84 

1000 °C 5 s 1.02e15 50 0.973e15 46 

1025 °C 10 s 0.830e15 41 0.825e15 39 

1050 °C spike 1.07e15 53 1.05e15 50 

 

Table 6.2 As dose visible in MEIS, for crystalline and PAI samples implanted at 1 keV. 
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durations with higher thermal budgets. The extra amount of diffused As seen in the 

SIMS profiles accounts for the variation in the amount of segregated As seen in MEIS. 

 
With respect to device production this experiment shows that a reduction in 

beam energy is less important in determining the junction depth than the diffusion. The 

depths of the 3 and 1 keV implants only vary by a few nm. This becomes much less 

significant when compared to the amount of diffusion, which in some cases was 

approximately 40nm. Note that the final junction depths of the 1 and 3 keV spike 

samples are not directly comparable in this study as they are at different temperatures. 

Using a 1 keV beam could be detrimental from the point of view of lower throughput, 

since lower beam currents are usually obtained with a 1 keV beam compared with 3keV 

due to space charge beam blow up effects. Solely changing anneal temperatures for 

spike annealing may result in less diffusion at the lower temperatures, but this doesn’t 

necessarily lead to an increased device performance due to overall processing effects (3). 

Returning to the results discussed in this section, a small growth in the oxide 

layer thickness to 2 nm occurs following implantation. As with previous experiments, 

the growth in thickness of the oxide layer, with increasing anneal temperature and/or 
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Figure 6.9 SIMS profiles for 1 keV As implanted samples, as-implanted and following 
various anneals. 
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duration, is observed. MEIS results have shown that the segregated As is located 

underneath the oxide layer. Figure 6.8 c) shows the O depth profiles for the NoPAI 

samples. The 0.6 nm increase in the oxide layer width is exactly replicated in the shift in 

depths of the As peaks of Figure 6.8a). It is likely from a simple consideration of the 

shape of the O peaks that the oxide layer contains some suboxides (15). The back edge 

of the peak is substantially less steep than the front edge and also less steep than the 

back edge of the corresponding Si peak plotted on the same depth scale in Figure 6.8d). 

This result again shows that the segregated As clearly sits underneath the SiO2 layer, 

although probably in a region of some suboxides. The Si is probably distorted around 

the segregated As and this is reflected in increased backscattering. 

 

6.2.5 BF2 implanted samples 

Similar sets of experiments have been carried out using BF2 implanted samples. 

The regrowth is seen to proceed in the same way. Neither B nor F is visible in MEIS at 

the concentrations used; therefore the results are not presented here. However a novel 

effect involving the interaction between Xe, F and the defect structure was identified. 

This is the subject of chapter 7 of this thesis. 

 

6.3 SPER studies 

6.3.1 Introduction 

There is interest in studies of low temperature SPER, i.e. ~ 550 °C – 800 °C as 

this temperature range has been suggested as a possible solution for the formation of 

USJs in the 65 nm and 45 nm nodes (1-3). These temperatures are currently not used 

due to problems of lower electrical activation / solubility and a high level of defects left 

after annealing. However the real strength of this type of annealing is less diffusion, as 

the results in this section will corroborate. 

The first part of this section shows results of annealing a 3 keV As implanted 

wafer. An isothermal annealing series at 600 °C and an isochronal series for 10 s were 

carried out. MEIS results show the same effects as discussed before, i.e. segregation of 

As, with a fraction of As taking up substitutional positions and the movement of the a/c 

crystalline interface towards the surface in a layer by layer fashion. The As 

substitutionality is observed to follow the depth of the a/c interface. SIMS 

measurements show the same movement of As, seen in MEIS, and also show that the 

As invisible to MEIS is retained and importantly does not diffuse deeper into the bulk. 
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Hall effect measurements have been carried out on these samples to find their sheet 

resistance and the activated dose. 

The second part of this section uses identical implant conditions and a variety of 

anneals. This work forms part of a study carried out in a comparison with X-ray 

techniques at the ESRF to develop X-ray techniques to study defect evolution. The 

specific techniques used were GI-DXS, SR, and XRD. More information on these 

techniques and studies can be found in (18-20). MEIS has proved to be particularly 

useful, providing a basis for the interpretation of some of the X-ray results. It is found 

that the results obtained from MEIS and XRD are in excellent agreement. 

 

6.3.2 Isothermal and Isochronal series 

6.3.2.1 Isothermal series 

A crystalline Cz Si (100) wafer was implanted with 3 keV As+ and a fluence of 

2E15 cm-2. These implant conditions are typical in these studies. The wafer was split 

into small samples which were annealed at the University of Salford at a temperature of 

600 °C for different durations from 5s to 120s. MEIS was carried out with a 100 keV 

He+ beam using the [īīı] channelling direction and the analyser was positioned to record 

the [332] and [111] blocking directions. Results presented here were taken from the 

[111] blocking direction. SIMS analysis was carried out using 0.5 keV and 0.25 keV 

Cs+ beams. Additionally Hall effect measurements were carried out on these samples by 

ITC-IRST staff using the van der Pauw technique and facilities at the University of 

Surrey. 

The MEIS energy spectra for the [111] blocking direction is shown in Figure 

6.10. Included in the figure is the spectrum from the as-implanted sample and the 

random level from an amorphous Si sample. Depth scales are indicated on the figure for 

scattering off Si and As. Depth profiles of Si and As are shown in the top and bottom of 

Figure 6.11 respectively. 
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Figure 6.10 MEIS energy spectra for 3 keV As implants, as-implanted and after annealing at 
600 °C for various times. A random spectra from an amorphous sample is included in the 
figure. Depth scales have been added to indicate scattering off As and Si atoms. 
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Figure 6.10 and the top of Figure 6.11 shows that the implant produces an ~ 11 

nm amorphous layer. The regrowth rate at 600 °C is slow enough to capture various 

intermediate stages of regrowth for the different durations. The regrowth starts at the 

amorphous crystalline (a/c) interface and proceeds to the surface in a layer-by-layer 

fashion as evidenced by the half height of the back edge of the Si peak moving to 

progressively shallower depths with increasing annealing duration. The slopes of the 

 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0

20

40

60

80

100

120

0.01

0.1

1

100

200

300

400

0

1x1022

2x1022

3x1022

4x1022

5x1022

6x1022

0

1x1021

2x1021

3x1021

 

 
Yi

el
d 

(c
ou

nt
s 

pe
r 5

µC

Depth (nm)

 

 

 

nm
/s

co
nc

en
tra

tio
n 

(a
t/c

m
3 )

co
nc

en
tra

tio
n 

(a
t/c

m
3 )

3 keV As 2E15 ions/cm2

As profile

 

Yi
el

d 
(c

ou
nt

s 
pe

r 5
µC

 Random
 as-impl
 600oC 5s
 600oC 10s
 600oC 20s
 600oC 30s
 600oC 40s
 600oC 60s
 600oC 120s

Si profile

SPE Regrowth Rate

 

 

 

 

 
 
Figure 6.11 MEIS Si depth profiles (top), As depth profiles (bottom) and 
approximate regrowth rates (centre). 
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back edges of the Si peaks are very similar for all samples. As mentioned previously 

this slope is mainly caused by a combination of the energy resolution of the MEIS 

system and energy straggling. Their similarity supports the layer-by-layer regrowth 

since deviations from this behaviour would result in a change in width of the a/c 

interface and hence the slope of the back edge. This aspect of the MEIS spectra and 

SPER will be discussed in more detail in section 6.4 in relation to the regrowth of SOI 

wafers. The depths of the a/c interfaces are tabulated in Table 6.3. 

The behaviour of the As can also be observed very clearly with this series of 

samples. The As profiles, in the bottom of Figure 6.11, show the original As peak 

disappearing from “view” of the analysing beam and the As becoming substitutional. 

The segregation of excess As can be clearly observed as discussed before. Both of these 

effects are seen most clearly with the longer anneal durations. A comparison of the Si 

and the As profiles shows that they are closely related. After any of the anneals, the 

depth of the half height of the back edge of the Si peak, representing the a/c interface, 

has moved in a similar fashion to the half height of the back edge of the As peaks. The 

As no longer visible has taken up substitutional positions after the a/c interface has 

swept past. The amount of As visible is shown in Table 6.3 and is also expressed as a 

percentage of the implant. For the sample annealed for 120s the regrowth appears to be 

almost complete. The amount of visible As is also low at 40%. This value is close to the 

values observed for high anneal temperatures (< 1000 °C) seen in section 6.2.3. 

However the As peak is not quite as sharp as those observed for high temperature spike 

anneals and appears to have a “tail” at around 3-5 nm, suggesting imperfect regrowth in 

this region. Figure 6.10 shows that the variation in oxide thickness with anneal 

temperature is comparatively small in this experimental series. 
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In the centre section of Figure 6.11 is a graph showing the approximate regrowth 

rate inferred from these results. A simple consideration of the results reveals that the 

regrowth rate falls dramatically from its initial value as the concentration of the As peak 

increases and as the a/c interface reaches the surface. The regrowth rates are taken as an 

average value based on the distance between successive Si peaks and the time 

differences between them. The accuracy of this method is limited due to the changing 

time intervals, the instantaneous rate may vary quite quickly but this method assumes a 

constant regrowth rate over a period of 5s or longer. There may also be some 

acceleration of rate in a region of low As concentration (4, 23) which inevitably is 

averaged out. Additionally the ramping up and down introduces a small error in the 

timing which is obviously more pronounced with shorter durations. Nonetheless the 

trend seen provides a good illustration of the slowing down of the regrowth around the 

high As concentration and surface. From an initial estimated value in the region of 0.7 

nms-1 (which will be < 1nm-1 for intrinsic Si (6), due to the overlapping over some depth 

in which the As concentration increases), it drops to ~ 0.065 nm s-1 where the local As 

concentration has its maximum concentration of ~ 3E21cm-3. It slows down further in 

the region of the surface to ~ 0.02 nms-1. 

The relation between regrowth, segregation effects and substitutional behaviour 

can be illustrated by plotting the As, Si and O peaks on the same depth scale as shown 

in Figure 6.12 for the as-implanted, 10s, 60s and 120s samples. The O peaks have had 

the Si dechannelling level subtracted. It clearly shows the following observations 

already made, i) that the Si peak contains scattering from the Si atoms in the oxide layer 

and scattering of Si atoms around the As peak, ii) the segregated As peak is located 

 a/c interface depth. Amount of visible As % of implant visible. 

as-impl 10.9 2.0E15 100 

5s 7.4 1.74E15 87 

10s 6.8 1.38E15 69 

20s 6.2 1.35E15 68 

30s 5.5 1.14E15 57 

40s 5.2 1.07E15 54 

60s 4.8 1.01E15 50 

120 3.7 8.0E14 40 

Table 6.3 Depths of the a/c interfaces and the amount of As visible in MEIS for the 
isothermal anneal series. 
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underneath the SiO2 layer, iii) it appears that some suboxides exists around the 

segregated As peak. 

 
SIMS analysis was carried out at with 0.5 keV and 0.25 keV Cs+ primary beams 

and no appreciable difference was observed between the two energies. The SIMS 

profiles for some of the annealed samples are shown in Figure 6.13a) using a 

logarithmic concentration scale and in Figure 6.13b) using a linear concentration scale. 

Note that the depth range is different in the two figures. A profile from an equivalent as-

implanted sample is included in Figure 6.13a). Only minor differences are observed 

between the profiles of the annealed samples and this as-implanted case beyond the near 

surface, i.e. deeper diffusion does not occur. The lack of diffusion to greater depths is 

crucially important in determining the usefulness of this type of annealing for the 

production of shallow junctions. Figure 6.13 shows clearly that the As profiles are 

changed little upon annealing for concentrations below ~2E21 cm-3. This concentration 

is of the order of the maximum solid solubility (21, 22). However clear changes for 

concentrations higher than 2E21 cm-3 do occur, which are most clearly seen in Figure 

6.13b) which has a reduced depth range. SIMS profiles agree with the trend of the 

MEIS results in terms of the segregation of As that cannot be accommodated in the 
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Figure 6.12 As, Si and O depth profiles for the 3 keV As implanted samples, as-implanted 
and following 600 °C annealing for different durations. 
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regrown layers. It should be noted that the depth and concentration accuracy of the 

MEIS profiles in the near surface region is better than the SIMS profiles. 

 
In terms of the electrical activation, Hall effect measurements using the van der 

Pauw technique have been carried out on these samples, the sheet resistance and 

activated dose results are shown in Figure 6.14. For the samples that have regrown the 

sheet resistance is around 750 Ω/□. This value is higher than the requirements currently 

predicted in the ITRS. 

 

5 10 15
0

1x1021

2x1021

3x1021

4x1021

0 10 20 30
1E18

1E19

1E20

1E21

1E22

 

  600°C 10s
  600°C 20s
  600°C 30s
  600°C 120s

b)

As
 c

on
ce

nt
ra

tio
n 

(a
t/c

m
3 )

 600°C 10s
 600°C 20s
 600°C 30s
 600°C 120s
 as-implanted

 
As

 c
on

ce
nt

ra
tio

n 
(a

t/c
m

3 )

Depth (nm)

a)

 
 
Figure 6.13 SIMS results for samples annealed at 600 °C for different durations. 
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6.3.2.2 Isochronal series 

An isochronal anneal series was produced from the same wafer as the isothermal 

series. Anneals for 10s duration were carried out at 600 °C, 650 °C and 700 °C. MEIS, 

SIMS and Hall effect measurements were carried out on these samples with the same 

conditions as used for the isothermal series. MEIS energy spectra are shown in Figure 

6.15. Included in the figure is the random spectrum from an amorphous Si sample and 

an as-implanted spectrum. Depth scales have been added to the figure for scattering off 

As and Si. The differences in regrowth rates with temperatures are reflected in the level 

of regrowth of these samples. The higher anneal temperatures with faster regrowth rates 

have produced a much fuller regrowth. An interesting feature in the 700 °C sample is a 

small bump in the Si background level at an energy of 76 keV, equivalent to a depth 

beyond 12 nm, with the yield scale blown up in the inset. This may correspond to a 

distortion of the Si lattice around defects in the EOR region. As with all samples the 

shape of the As peaks is related to the depth of the regrown Si layer. The sample 

annealed at 700 °C produces a quite well regrown layer, with a small segregated As 

peak. In fact the spectrum from sample annealed at 700 °C for 10s is very similar to that 

from the sample annealed at 600 °C for 120s. 
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Figure 6.14 Sheet resistance and activated dose for a 600 °C anneal with different 
anneal durations. 
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SIMS profiles for these samples are shown in Figure 6.16 a) and b). The two 

graphs contain the same data set but are plotted with different scales on the axes, as 

before. There has not been diffusion deeper into the bulk following these anneals 

(Figure 6.16a)). The segregation behaviour of As observed in MEIS is again seen in 

SIMS, (Figure 6.16b)). 
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Figure 6.15 100keV He MEIS energy spectra for the [111] blocking direction, for 3keV As 
2E15 implanted samples annealed for 10s at 600 °C, 650  °C, and 700 °C. 
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A direct comparison of the MEIS and SIMS depth profiles for these samples is 

shown in Figure 6.17 using the same depth scales for a) 600 °C, b) 650 °C and c) 

700 °C. The MEIS spectra have been converted into As concentration profiles to enable 

proper comparison with the SIMS profiles. As previously mentioned SIMS has some 

inherent problems in calibration of the first couple of nanometres in terms of depth and 

concentration, which does mean that the SIMS results have limited accuracy and this 

must always be born in mind. MEIS (in the double alignment mode) is sensitive only to 

non substitutional As atoms. SIMS however sees all of the As, and so the substitutional 

fraction can be inferred. 

In Figure 6.17a) the profiles for the sample annealed at 600 °C for 10s is given. 

From the MEIS results in Figure 6.15 it can be seen that for this sample there has been 

some regrowth at a depth of 8 – 10 nm (As peak), including a small amount of 

segregation visible between (5 – 6 nm) and only a small amount of As has taken up 

substitutional positions in the regrown layers (8 – 10 nm). In view of this, the MEIS and 

SIMS profiles would be expected to be similar, as is the case. The SIMS profile 

contains some extra As compared to MEIS in the region of 8-10 nm, at a depth where 

there is some substitutional As. Extra As observed in the SIMS profile in the region of 

0 - 4 nm is likely to be caused by inaccuracies in the SIMS calibration. 
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Figure 6.16 0.5 keV Cs+ SIMS As depth profiles for the 3 keV implanted samples annealed 
for 10s at 600 °C, 650 °C and 700 °C. 
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For the sample annealed at 650 °C, where there is a major change in the MEIS 

profile the differences between the results from the two techniques are clearly visible. 

The SIMS profile shows a great deal of extra As from a depth of 4 – 12 nm and this, as 

argued above, must represent substitutional As. For the 0 – 4 nm depth range the SIMS 

profile is higher than the MEIS profile. This is most likely due to the comparatively 

large uncertainty in the calibration of the concentration in SIMS. A similar picture is 

seen with the sample annealed at 700 °C. The segregated peak has tightened up as seen 

in both MEIS and SIMS, and again SIMS probably overestimates the segregated peak 

concentration. However the substitutional fraction from 4 – 12 nm can be clearly seen. 

 
Hall effect measurements were carried out on these samples, and the results are 

given in Figure 6.18. The sheet resistance was as low as 610 Ω/□ for the sample 

annealed at 650 °C for 10s. The 700 °C had a slightly higher Rs value of 684 Ω/□. It is 

suggested that this could be due to As clustering at the higher temperature. From these 

measurements the activated dose can be obtained and this was found to be in the region 

of 2.2E14 -2.4E14 cm-2 which is in reasonably good agreement with the values that 

could be obtained from the shoulder height in the SIMS comparison in Figure 6.17, 

which lends support to the validity of the comparisons. 

 

2 4 6 8 10 12 140 2 4 6 8 10 12 14
0.0

5.0x1020

1.0x1021

1.5x1021

2.0x1021

2.5x1021

3.0x1021

3.5x1021

4.0x1021

2 4 6 8 10 12 14

  
 650°C 10s MEIS
 650°C 10s SIMS

c)b)a)

A
s 

co
nc

en
tra

tio
n 

(a
t/c

m
3 )

 

 

 

Depth (nm)

 600°C 10s MEIS
 600°C 10s SIMS

 

 

 700°C 10s MEIS
 700°C 10s SIMS

 
 
Figure 6.17 MEIS and SIMS combined depth profiles. 
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6.3.3 MEIS and XRD study of SPER on Cz and Epi 3 keV As – Comparison of 

the two techniques 

A set of samples using the same implant conditions as discussed with the 

previous section, i.e. 3 keV As+ 2E15 cm-2, were produced. Implants were carried out 

into both Cz and Epi Si wafers. Several different anneals were used to capture different 

stages of the SPER. The samples were studied with X-ray techniques (XRD, SR and GI-

DXS), reported in more detail elsewhere (19). A comparison of the results from MEIS 

and XRD studies are presented in this section. 

Samples were implanted with 3 keV As ions, to a dose of 2E15 ions/cm2, into 

crystalline Cz and Epi Si wafers. Cz and Epi samples then underwent simultaneous 

anneals with temperatures and times of 550 °C: 200 s; 600 °C: 20 s; 650 °C: 10 s; and 

700 °C: 10 s were chosen based on the requirements of the defect studies. 

 

6.3.3.1 MEIS 

MEIS was carried out using 100 keV He+ ions, with the samples aligned to the 

beam along the [īīı] channelling direction and the analyser positioned to collect data 

along the [ııı] blocking direction. The MEIS energy spectra of the as-implanted and 
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Figure 6.18 Sheet resistance and activated dose for 10 s annealing at different anneal 
temperatures. 
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annealed samples are shown in Figure 6.19. A random spectrum, from an amorphous 

sample and a spectrum from a virgin Si sample are included in the figure for reference. 

Approximate depth scales, for scattering off As, Si and O atoms have been added to the 

figure. 

 
The spectra of both the Cz and Epi as-implanted samples show that there are no 

observable differences using MEIS between the Cz or Epi implanted silicon wafers. 

None are expected in view of the rapid amorphisation rates in Si for As ions. The 

arsenic peaks coincide and the depths of the back edges of the amorphous layer to are 

within 0.2 nm. 

Although the temperatures and times do not follow a systematic isothermal or 

isochronal series, the different anneals have captured various stages of regrowth along 

the way to fully regrown crystalline Si. The 550 °C 200 s annealed Si sample has 

regrown to a depth of ~ 7 nm, and the 600 °C 20 s anneal to a depth of ~ 6 nm. For the 

samples annealed at 650 °C 10 s and 700 °C 10 s the regrowth process is almost 

complete. Any minor differences with the previous set of samples (section 6.3.2.2) can 

be ascribed to small differences between the anneals. 
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Figure 6.19 MEIS energy spectra for the Epi and Cz Si samples, implanted with 3 keV As, as-
implanted and following various anneals. 
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Following annealing it was observed that at the lowest temperatures used, the 

regrowth was marginally slower in the Epi silicon than the Cz silicon. With the 550 °C 

Epi sample the depth of the half height of the silicon damage peak is at 7.3 nm, while 

the Cz sample is ~ 0.4 nm closer to the surface. This behaviour is replicated in the 

position of the half height of the back edge of the arsenic peaks, which are at the same 

depth as the corresponding silicon damage layer. A small amount of segregation has 

occurred, as shown by the additional build-up of arsenic in front of the as-implanted 

peak, (at a depth of 4 to 7 nm). The 600 °C 20 s anneal also does not produce a fully 

regrown layer. Here the difference between Cz and Epi silicon appears to be the starkest, 

with the Epi sample regrown to a depth of 6.4 nm and the Cz has regrown by a further 

0.9 nm to a depth of 5.5 nm. This is repeated in a similar fashion for the back edges of 

the arsenic peak, which appears to be contained within the depth of the silicon damage 

layer. The higher temperature anneals at 650 °C and 700 °C produce a much better 

crystal regrowth. All have a silicon surface peak extending to a depth of 3.5 – 3.8 nm. 

Again the Epi samples are marginally thicker than Cz ones.  

 

6.3.3.2 X-ray Techniques 

Both the Epi and Cz sample series were studied using combined x-ray scattering 

methods (18-20). A summary of GI-DXS and SR findings reported in (19, 20), is given. 

GI-DXS results showed that the EOR region contained point defects, and that the depth 

of the EOR region is the same for all samples. The signal from the EOR region was 

weakest in the 700 °C annealed sample. The segregated As peak provides enough 

electron density to produce an oscillation in the SR spectra for the 650 °C and 700 °C 

samples in the same way as for the RTA samples described in section 6.2.3.3. However 

this contrast is weaker than for the spike annealed sample, and does not provide any 

new information. The results are not presented here. 

XRD results provide an interesting comparison with MEIS. Before this 

comparison is made in section 6.3.3.3, the XRD results are briefly summarised. XRD 

measurements have been carried out on the (004) Bragg peak for both the Epi and Cz 

series. The two series give very similar results, as was also observed with MEIS. Only 

the data for the Epi series is shown in Figure 6.20. They show an oscillation with a 

period getting shorter with increasing annealing temperature. The slope of the intensity 

is associated with disorder and/or roughness at the a/c interface, while the oscillation is 

related to the interference between this interface and the EOR defects region. 
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These XRD curves have been simulated and the strain profiles and static 

disorder parameter Lh resulting from the best fits are shown in Figure 6.21 a) and b) 

respectively. Three regions are observed and are indicated in the figure. 1) A layer at 

and just below zero depth with positive strain and high static disorder. 2) A central area 

with no or negative strain accompanied by no static disorder, 3) a deeper layer with high 

positive strain and low static disorder. The three layers are attributed to the region at the 

a/c interface, the regrown, electrically active layer and the EOR region respectively. The 

main features to note with these results are the increases in the width of the 

recrystallised region in between the EOR region and the surface with increasing anneal 

temperature. Also after annealing to 650 °C and 700 °C the onset of the negative strain 

at depths between 1 and 10 nm, is attributed to the As occupying substitutional sites or 

forming inactive AsnV clusters. 
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Figure 6.20 Radial scan through (004) Bragg reflection for the Epi 
series and a virgin sample. From (18, 19). 
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6.3.3.3 Comparison between MEIS and x-ray scattering results 

Both XRD and MEIS techniques are sensitive to the regrowth of the amorphised 

Si during the annealing but in different ways. While MEIS measures the disordered Si, 

XRD is sensitive to the crystalline part of the sample. Figure 6.22 shows a plot of the 

width of the SPER layer measured by MEIS against that by XRD. There is a linear 

relationship with a constant offset between the results from the two measurement 

techniques. It follows that the definition of the reference points, which the regrown 

layer thickness is measured between, is different for the two techniques but otherwise 

the results tell the same story. The differences become evident when the details of the 

measurements are considered. 
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Figure 6.22 Thickness of the regrown layer: comparison between MEIS and 
XRD results. The constant off-set is due to the different definitions of the 
start and points for the two techniques. 
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Figure 6.21 a) Lattice parameter strain profile in the growth direction resulting from the best 
fit. b) Static disorder depth profile resulting from the best fit. From (18, 19). 

a) b) 

1) 
2) 

3) 



 

155 

The “zero” depth point in the MEIS depth profiles is always taken at the sample 

surface, and the depth of the a/c interface is measured in relation to the surface. XRD 

however takes the “zero” point of the depth scale at some depth in the region of the 

amorphous to crystalline interface as it is only sensitive to the crystalline material and 

hence does not “see” the amorphous Si. Obviously this point is at a different depth for 

each sample. The other difference between the techniques that affects the 

recrystallisation depth measured, results from differences in criteria for the end point. 

The depths in MEIS are based upon the a/c interfaces and as such the regrown layer 

thickness is determined by subtracting the depth of the a/c interface following annealing 

from the depth of the original a/c interface. In XRD the end point is the strained region 

around the EOR defects. This would be deeper than the a/c interface. The regrown layer 

thickness is given from the distance between this point and the region of strain near to 

the zero depth point below the a/c interface, i.e. the distance between region 1 and 3 

shown in Figure 6.21a). 

In Figure 6.23 the strain profiles obtained from XRD measurements (Figure 

6.21a)) have been rescaled by a shift of each profile for direct comparison to the MEIS 

spectra in the following way. The EOR damage region, which causes the strongest 

contrast in XRD curves, has been arbitrarily located at the back edge of the as-

implanted Si amorphous layer and its position has been kept fixed during the annealing, 

as would be expected for EOR defects in this temperature range. The peak is located at 

a depth of 13.5 – 16.5 nm. As a result of this rescaling of the depth, Figure 6.23 shows 

the disordered Si profile from MEIS superimposed by the lattice strain profile from the 

fits of the XRD curves. The a/c interface from XRD always aligns with the back edge of 

the Si peak in MEIS (i.e. area of strong lattice disorder). 
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This procedure demonstrates the excellent agreement of the SPER thickness 

measured by the two techniques. In fact both of the comparisons of MEIS with X-ray 

studies (section 6.2.3.3 and 6.3.3.3) give corroborative results. It has again been shown 

how MEIS can be used as a starting point in the interpretation of the results of the X-ray 

studies, which could become increasingly useful for future defect studies. 

 

6.4 SOI regrowth 

6.4.1 Introduction 

Annealing studies have been carried out to investigate the regrowth behaviour of 

silicon on insulator (SOI). SOI wafers are produced from two bulk Si wafers. An oxide 

layer is grown on one of the wafers, which subsequently forms the buried oxide layer. 

Hydrogen ions are implanted through the oxide into the underlying silicon and form a 

damage layer containing H bubbles at the end of the ions range. The two wafers are then 

bonded together using Van der Waals forces. The implanted wafer is then cut across the 

damage plane leaving a thin layer of Si, which is then polished, on top of a buried oxide 

layer (23). The process is called Smart Cut (24, 25). The wafers used in these studies 

have either a 60 nm, 88 nm or 100 nm Si layer on top of a buried SiO2 layer 
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Figure 6.23 Comparison of MEIS depth profiles with the strain profile from XRD after 
rescaling of the depth. 
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approximately 200 nm wide. Implants have been carried out similar to the ones used 

previously. Annealing conditions used have been predominantly in the low temperature 

range (550 °C to 700 °C) in order to capture intermediate stages of regrowth, rather than 

using higher anneal temperatures typical of device production for which the regrowth 

occurs too quickly. It will be seen that for PAI implant energies which are sufficiently 

high for some damage to extend to the buried oxide (BOX) interface, regrowth is 

different from the normally layer-by-layer regrowth, probably through changed seed 

conditions at the start of the regrowth. 

 

6.4.2 Experimental 

A range of samples were produced to compare the regrowth of 60 nm, 88 nm 

and 100 nm SOI wafers with bulk Si wafers. Implantation was carried out using 

conditions typical for As and BF2 extension implants into crystalline and Xe pre-

amorphised wafers, (3 keV As, to fluences of 2E15 cm-2 and 1E15 cm-2, 3 keV and 1 

keV BF2 implants to a fluence of 7E14cm-2). For the PAI samples 40 keV Xe was 

implanted to a fluence of 1E14cm-2. Anneals were carried out at the University of 

Salford. MEIS was carried out with 100 keV He+ and the samples were aligned along 

the [īīı] direction and the analyser positioned to record the [332] and [111] blocking 

directions. The results from the [111] direction are presented. 

 

6.4.3 Results 

Results of several experimental series are presented in the next few subsections 

and an overall discussion, based on all the results, is given in section 6.4.4. 

 

6.4.3.1 No – PAI samples 

MEIS energy spectra for samples implanted with 3 keV As ions to a dose of 

2E15 ions/cm2 into crystalline bulk Si, 60 nm SOI and 100 nm SOI, respectively, are 

shown in Figure 6.24, for as-implanted samples and following annealing at 600 °C for 

30 s. Also included in the figure is a spectrum from a virgin Si sample and a random 

spectrum taken from an amorphous Si sample. Depth scales have been added to the 

figure to give an indication of the depth of scattering from As, Si and O atoms, 

respectively. The implantation, as is typical, produces an ~ 11 nm wide amorphous layer. 

For the as-implanted samples there are no major differences observed between the 

different wafer types. Following annealing all samples have undergone SPER of part of 

the amorphous layers, with the surface damage peaks extending to a depth of ~ 7 nm 
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(FWHM). Concomitantly, As in the regrown region has taken up substitutional 

positions invisible to the analysing beam. A small amount of As segregation has 

occurred, as evidenced by the slight As yield increase at a depth around 5 nm. These 

findings are entirely similar to those described in section 6.3. No major differences 

between the different materials are observed. With these shallow implants the implant is 

well away from the BOX. In this instance the SOI materials would be expected to 

behave as bulk material, as observed. 

 

 
6.4.3.2 60nm SOI PAI (40 keV Xe) 3 keV As 1E15 

A 60 nm SOI wafer was pre-amorphised with 40 keV Xe+ (PAI) to a dose of 

1E14 ions/cm2. XTEM results (not shown) reveal that the PAI produces an amorphous 

layer to a depth of approximately 35 nm (13). The PAI was followed by a 3 keV As 

implant to a dose of 1E15 ion/cm2. Note that the As dose was half that of the As 

implants previously used in this project, (in section 6.2 and 6.3). This would not be 

expected to fundamentally affect the regrowth mechanism, but probably the regrowth 
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Figure 6.24 MEIS energy spectra from bulk Si, 60 nm SOI and 100 nm SOI samples, 
implanted with 3 keV As to a dose of 2E15 ions/cm2, as-implanted and following annealing 
at 600 °C for 30s. 
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rate. Samples were annealed at temperatures of 550 °C, 600 °C and 650 °C, respectively, 

for different durations and several higher temperature anneals were carried out. 

The MEIS energy spectra for samples annealed at 550 °C for 200 s, 500 s and 

600 s are shown in Figure 6.25a). For all samples the regrowth is clearly not “standard” 

SPER as seen on bulk Si samples. The back edge of the Si damage peaks is stretched 

and distributed over a greater depth than would be expected for standard layer-by-layer 

SPER, even accounting for energy straggling. For example Figure 6.24 is typical for a 

sharp amorphous crystalline interface. The broad amorphous / crystalline interface, of 

~13 nm, is most pronounced in the sample annealed for 600s, where a lower 

dechannelling level and less overlap with the O peak allows more of the a/c interface 

profile to be visible. This broad a/c interface profile is unusual and has not been 

observed in our previous MEIS studies on bulk Si (4, 5). There is no single clearly 

definable depth for the location of the amorphous / crystalline interface. 

The As profiles have not changed compared to the as-implanted profile in Figure 

6.25 following any of the anneals at 550 °C. For the sample annealed for 200s this 

should be expected, regrowth has not passed the depth of the As. For the sample 

annealed for 500s, again this is not too surprising. Regrowth has not come closer to the 

surface than 12 nm, which is close to the depth of the end of the As profile. For the 

sample annealed for 600s however, clearly some Si recrystallisation has occurred at 

depths between 6 and 14 nm but the As present at those depths has not taken up 

substitutional positions or become segregated. This behaviour has not been seen with 

the bulk Si samples. 
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Results from the samples annealed at 600 °C are shown in Figure 6.25b. The 

anneal times used, appear to have captured stages in the regrowth process that follow on 

from the sample annealed at 550 °C for 600s. The sample annealed for 60 s shows a 

profile that could be thought to consist of different damage regions. There is an ~ 7 nm 

wide fully amorphous layer beyond which there is region, at depth from 7 to 16 nm, 

with a high level of residual damage, as evidenced by a scattering yield substantially 

above the dechannelling level of around 75 counts. For the sample annealed for 70 s the 

amorphous layer has reduced to ~ 5 nm and is accompanied by a considerable, but not 

complete, regrowth of the residual damage region seen with the 60 s anneal. Annealing 

for 90 s produces a further reduction in the width of the surface peak and a substantial 

reduction in the residual damage. Annealing for 200 s produces an almost completely 

regrown layer. Here the additional width of the Si peak relative to the virgin spectra is 

to some extent accounted for by the increased oxide layer thickness. However the height 

of the Si peak is greater than that of the virgin sample suggesting that the layer is still 

not quite fully regrown. For this series of samples a general sharpening-up of the a/c 
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Figure 6.25 MEIS energy spectra from 60 nm SOI samples, pre amorphised with 40 keV Xe 
1E14 cm-2 and implanted with 3 keV As to 1E15 cm-2, annealed at a) 550 °C, b) 600 °C, c) 
650 °C, and d) higher temperatures. 



 

161 

interface around the depth of the As peak and surface occurs. With regards to the As 

profiles, for the sample annealed for 60 s, where there is more regrowth than in the case 

of the 550 °C 600 s sample, there is a marginal change in the As peak relative to the as-

implanted spectra, consisting of a small but detectable reduction of the As peak at a 

depth between 6 and 12 nm. Considering there is considerable recrystallisation of areas 

of the Si within this depth region, the change in the Si shape at those depths is 

remarkably small. A small amount of segregation has occurred, as seen by the slightly 

increased As yield between 3 and 6 nm. Overall, integration of the peak shows a 

reduction in the peak area of only 3.5 % compared to the area of the as-implanted 

sample. For increasing anneal durations (≥70s) there is a greater amount of 

substitutional As, as well as As segregation. During SPER on bulk Si, there is normally 

very little or no As left visible in regrown layers, however this is not the case with these 

samples. The sample annealed for 200s gives the clearest example of this, 58% of the 

implanted As is still visible with the MEIS beam, 32% is within the segregated peak but 

26% of the implanted As remains visible within the regrown layers at a depth between 

4-12 nm. From this it must be concluded that the unusual regrowth behaviour also 

appears to affect the perfection of the regrowth and the As moving into substitutional 

positions. In view of the fact that for a 3 keV 2E15 As implant, ≥ 50% segregation is 

found (4) only a small segregation effect would ever be expected for these conditions 

for full regrowth, assuming that segregation is driven by solid solubility limitations. 

The samples annealed at 650 °C go through the same stages of regrowth, albeit 

achieved with shorter anneal durations, as seen in Figure 6.25c). The level of regrowth 

of the sample annealed at 650 °C for 8s falls somewhere between those annealed at 

550 °C for 200 s and 500 s. The sample annealed at 650 °C for 10 s is similar to the 

sample annealed at 550 °C for 600 s. In both cases a wide a/c interface is present. With 

longer anneal durations the level of the residual damage layers comes down with 

increasing time and result in narrower surface peaks as the interface straightens around 

the depth of the high As concentration. The redistributed As peak is related to the shape 

of the regrown Si layer, however there is still As visible in regrown areas. For example 

the 30s anneal causes a segregated As peak as well as visible As in the regrown layers 

between 4 and 10 nm depth, similar to that observed after a 200s anneal at 600 °C. As 

with the SPER studies discussed in section 6.3 the rate of regrowth slows down in the 

As rich regions and may also be affected by the increasing proximity of the surface. 
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The higher temperature anneals carried out at 700 °C for 15s and 1050 °C spike 

anneal, shown in Figure 6.25d) with their faster regrowth rates produced a fully regrown 

layer, with less As visible in the regrown layer and hence a clear segregated peak. 

In summary of these results, the wide amorphous / crystalline transition regions 

observed in the MEIS spectra following anneals where regrowth is not completed are 

unique for SOI. The continued visibility of the As in the regrown layer, typical for the 

regrowth of SOI pre-amorphised samples, is also an unusual feature. 

 

6.4.3.3 Bulk Si, 60, 100 nm SOI, PAI, 3 and 1 keV BF2 

Experiments similar to the ones reported above were carried out using BF2 

implants. Samples were produced from bulk Si, 60 nm, and 100 nm SOI wafers, 

respectively. All samples were pre-amorphised with 40 keV Xe to a dose of 1E14 

ions/cm2, and implanted with 1 or 3 keV BF2
+ to a dose of 7E14 ions/cm2. 

MEIS results for the 3 keV BF2 implants into bulk Si are shown in Figure 6.26a) 

for anneals at 550 °C for 600s and at 600 °C for 60s. For both samples, the regrowth has 

proceeded in the conventional SPER manner as is usual for bulk Si. There is no wide 

transition layer from amorphous to crystalline. The anneals have not produced complete 

regrowth, since there remains a ~ 4 nm wide Si surface peak after the 550 °C anneal and 

a ~ 3 nm wide Si surface peak after the 600 °C anneal. The growth of the oxide layer 

thickness only partially accounts for the width of these layers. 

MEIS results for 60 nm SOI samples using identical implant conditions are 

shown in Figure 6.26b), the only difference with this set of samples is the wafer 

material, i.e. SOI. Si damage profiles with wide a/c interfaces similar to those in the PAI 

As implanted samples (section 6.4.3.2) are also seen with these samples. The sample 

annealed at 550 °C for 600 s has a very broad transition from crystalline to amorphous 

Si taking place over a depth of ~ 14 nm. The sample annealed at 600 °C for 60 s also 

has high level of residual damage at a depth from 6 to 16 nm, behind a 6 nm wide 

highly damaged / amorphous surface peak. The samples annealed at 650 °C and 700 °C 

for 15 s both show good regrowth. This is in contrast to the As implanted sample 

annealed at 650 °C for 15s, shown in 6.25c), which is not yet fully regrown, attributed 

to the effect of the high As concentration slowing down the regrowth. 

Lastly the 100 nm SOI wafer was pre-amorphised and then implanted with 

1 keV BF2 to a dose of 7E14 ions/cm2. An equivalent 3 keV BF2 implanted sample was 

not available. It is not likely that the different BF2 energy will cause a fundamentally 

different behaviour. The results are shown in Figure 6.26c) and they prove almost 
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identical to the 60 nm SOI series in Figure 6.26b) using 3 keV BF2 and hence the same 

observations apply. 

Summarising this section, the unusual regrowth of SOI wafers seen with the PAI 

As implanted samples is also seen with the PAI BF2 implanted samples. The most 

significant feature is the wide a/c interface of up to 14 nm width. Upon continued 

annealing this proceeds towards the surface, where there is a tightening of the a/c 

interface. The regrowth on the PAI SOI samples appears to be delayed relative to the 

rate of regrowth in bulk Si. 

 
 

6.4.3.4 88 nm SOI vs. bulk Si, PAI Xe 40 keV 1E14, As 3 keV 2E15 

In order to confirm the differences in regrowth behaviour for bulk Si and SOI, a 

series of experiments was performed using identical implantations and simultaneous 

anneals on bulk Si and 88 nm SOI. Both wafers were pre-amorphised with 40 keV Xe to 

a dose of 1E14 cm-2 and implanted with 3 keV As to a fluence of 2E15 cm-2, conditions 

typically used in this thesis. Samples were annealed at 600 °C for different durations. 

Figure 6.27 shows results from 88 nm SOI samples (top) and bulk Si samples 

(bottom). The SOI samples show the same wider a/c interface as seen with the previous 

SOI series. The samples annealed for 50s, 60s, and 65s all have downslopes with similar 

gradients. A linear fit through the slopes illustrates this point more clearly. The slope 
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Figure 6.26 MEIS energy spectra from BF2 samples a) bulk Si, b) 60 nm SOI, and c) 100 nm 
SOI. In all cases the wafers were pre amorphised with 40 keV Xe to a fluence of 1E14 cm-2. 
In a) and b) samples were implanted with 3 keV BF2 and in c) with 1 keV BF2. Samples 
were annealed at various temperatures, as indicated. 
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becomes steeper for the sample annealed for 70s, around the depth of the high As 

concentration. In comparison, the bulk samples have downslopes that are generally 

steeper and become steeper as the thickness of the amorphous layer decreases. This 

behaviour is as expected for a sharp interface when accounting for energy straggling. As 

an example to illustrate the differences in amorphous crystalline interfaces between the 

two wafer types, a comparison of the bulk sample annealed for 30s, that has an 

amorphous layer thickness of ~ 17 nm, with the SOI sample annealed for 65s, that has 

an amorphous layer thickness of ~ 11nm (based on FWHM), shows that the SOI sample 

has a ~ 50% less steep gradient, despite the reduced amorphous layer width. 
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Figure 6.27 MEIS energy spectra for SOI (top) and Bulk Si (bottom) wafers. Samples were 
pre-amorphised, implanted with 3 keV As to 2E15 and annealed at 600 °C for various times. 
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The slower, or initially delayed, regrowth on SOI is also apparent with these 

samples. It is most noticeable with the samples annealed for 50s. For the SOI sample, 

regrowth to a depth around 20 nm has occurred but the bulk sample has regrown to a 

depth of approximately 6 nm. The samples annealed for 200s also show a large 

difference in the amount of damage regrowth between SOI and bulk Si. The samples 

annealed for 70s appear to show a similar level of regrowth between bulk Si and SOI. 

However for both samples the a/c interface is at a depth where there is a high As 

concentration and hence the regrowth rate is very slow. The bulk sample has regrown 

by an extra 2nm compared to the SOI sample. With the regrowth rate so low in this area 

this is a significant difference in depth. Indeed the depth of the a/c interface of the bulk 

Si sample annealed for 70s is close to the depth of the SOI sample annealed for 200s. 

 

6.4.4 Discussion 

Before the regrowth mechanisms can be considered it is important to discuss the 

detail of the a/c interfaces. In Figure 6.28a) and b) are 2D schematic illustrations 

showing entirely different possible damage scenarios. In these illustrations black 

represents fully amorphous Si and white represents fully crystalline Si. Different levels 

of shading of grey represent different levels of damage between amorphous and 

crystalline. The right hand side of each illustration represents the surface. The 

approximate shape of the idealised MEIS profile (ignoring energy straggling and system 

resolution convolution) is given underneath each image. Figure 6.28a) illustrates a 

situation where there is a gradual transition from the crystalline region with increasing 

damage until an amorphous layer is reached. In Figure 6.28b) a sharp wavy interface 

between fully crystalline and fully amorphous Si is presented. Both scenarios would 

produce a similar shape in a MEIS profile, hence MEIS alone cannot distinguish 

between them. 

To determine the profile XTEM was carried out on the 60 nm SOI sample, pre-

amorphised, implanted with 3keV As to 1E15 cm-2, and annealed at 550 °C for 600s 

(MEIS result Figure 6.25a)). The result is shown in Figure 6.29. It shows that the a/c 

interface is indeed wavy in an irregular fashion, over a depth range of ~ 14 nm. This in 

excellent agreement with the depth range of the a/c interface from MEIS results. 
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Analysing the differences observed between the annealing of bulk Si and SOI, 

the most likely explanation is based on the accumulation of localised damage areas at 

the buried oxide interface, removing the crystal seed for the regrowth to proceed from in 

patches. In this section the disorder produced at the BOX is considered for the different 

studies presented. 

TRIM results for a 3 keV As implant are shown in Figure 6.30. The calculated 

As depth profile along with the vacancy and interstitial depth profiles are shown in 

Figure 6.30a) whilst a 2D pictorial representation of the calculation is shown in Figure 

 

 
 
Figure 6.29 TEM image from a sample on 60 nm SOI, PAI, 3 keV As and annealed at 
550 °C for 600s. 

 

 
Figure 6.28 Schematic illustrations of possible damage 
scenarios with the associated idealised MEIS profile. 
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6.30b). TRIM calculations show the maximum range of the implant and recoil 

interstitials during a 3 keV As implant does not extend beyond a depth of approximately 

20 nm. Therefore any damage from the implant should be well away from the buried 

oxide interface. MEIS results for the 3 keV As samples showed no significant 

differences between the bulk, 60 nm and 100 nm SOI samples, (Figure 6.24). Combined 

with the TRIM results this would lead to the conclusion that when the damage is well 

away from the BOX and there is a continuous crystalline seed layer the SOI regrowth 

proceeds in the same fashion as bulk Si, as also seen in (26). 

 
Results of TRIM calculations for a 40 keV Xe implant are shown in Figure 6.31, 

likewise the Xe profile and interstitial and vacancy profiles are plotted in Figure 6.31a) 
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Figure 6.30 a) TRIM results for a 3 keV As implant into Si 
including vacancy and interstitial profiles. b) Pictorial 
representation of the TRIM calculation. 
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and the 2D picture in Figure 6.31b). It is clear that for the case of 60 nm SOI some Xe 

and energetic interstitials will reach the BOX. 

 
TRIM results suggest that for the 88 nm and 100 nm SOI wafers the recoiled 

interstitials will not reach the BOX, but could be within ~ 20 nm. However interstitials 

produced in the collision cascade are mobile at room temperature and may migrate to 

and be trapped at the interface, as seen at the surface (14, chapter 5). Excess interstitials 

at the end of the range of the implant will have a higher chance to be trapped at the 

BOX than at the surface. 

The following model is tentatively put forward. The model assumes that due to 

the capture of interstitials from the cascade dendrites extending from the main collision 

cascade envelope towards the SOI interface may be captured in aggregates at the BOX 

interface. It also assumes that the dendrite region means the amorphous / crystal 

interface makes the surface form a less than perfect seed for the SPER. Hence locally at 

these dendrites SPER is retarded and the regrowth interface instead of being flat as in 
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Figure 6.31 a) TRIM results for a 40 keV Xe implant, together 
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the bulk Si becomes wavy in the early stages. This wavy-ness is retained for the full 

regrowth and this may explain the XTEM and MEIS results. This initial formation of 

the wavy layer is the probable reason for the SOI samples lagging behind the bulk Si in 

terms of the amount of regrowth that occurs for the same anneal duration. The proposed 

mechanism is illustrated schematically in Figure 6.32 for one such region. 

 
Once the leading edge of the interface reaches a depth where there is a high As 

concentration, regrowth slows down effectively allowing the back edge to catch up. 

This causes the straightening up of the interface as is observed by MEIS. Arsenic atoms 

that cannot be accommodated as areas of the a/c interface pass by are pushed into 

neighbouring amorphous areas, explaining why there is less modification of the As peak 

at depths where there has been some recrystallisation. 

A previous RBS study of samples where an amorphous Si was deposited on a 

layer containing at least one atomic layer of native oxide showed that upon annealing 

the height of the RBS peak from the amorphous Si was reduced but not the width (27). 

Columnar regrowth of the Si above regions where at isolated points crystal growth 

centres occur, most likely at gaps of the oxide layer, was suggested (27). This is 

consistent with the proposed mechanism in the sense that regrowth could occur 

selectively above small areas of seed and not above other areas without seed. If an 

implant produced an amorphous layer to the BOX, then random nucleation and growth 

would be expected (28, 29). 

 

 
 
Figure 6.32 Illustration of proposed regrowth 
mechanism on SOI wafers. 
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6.5 Conclusion 

In summary, in this chapter a range of studies of the effects of annealing on As 

implanted Si are presented. In the first section results are presented for annealing 

conditions similar to those currently used for device manufacturing, e.g. > 1000 °C 

spike annealing. MEIS results shows the effect of annealing causing recrystallisation of 

the implanted layers. The effect of As segregation is visible in the MEIS spectra. MEIS 

was used as the starting point for the interpretation of specular reflectivity results, the 

results of which suggested that the segregated As is narrower than that measured in 

MEIS. MEIS results showed that the segregated As is located underneath the oxide 

layer. SIMS measurements showed that As which becomes invisible in the MEIS 

spectra following annealing is retained and hence must represent As atoms in 

substitutional lattice positions. SIMS also shows that diffusion of As deeper into the 

bulk is a feature of this type of annealing. It was shown that diffusion played a more 

significant role in determining the final junction depth than the implant energy. 

Studies of the effect of using lower annealing temperatures have been carried out. 

Layer-by-layer SPER regrowth has been observed. During SPER, As takes up 

substitutional lattice sites and any that can’t be accommodated segregates in front of the 

advancing amorphous / crystalline interface. Importantly, diffusion deeper into the bulk 

was not observed with this annealing temperature range. Comparisons between MEIS 

and XRD have shown how MEIS can be used to interpret XRD results. The results of 

the two techniques in terms of the measured regrown layer thickness are in excellent 

agreement. 

Finally unusual regrowth of SOI wafers was observed. For conditions where a 

recoiled interstitials reached, or were close to, the buried oxide interface, a broad 

amorphous / crystalline interface was observed. This is attributed to the damage causing 

regions of imperfect crystalline seed for the regrowth to proceed from. 
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Chapter 7 Interaction between Xe, F and B 
 

7.1 Introduction 

The study reported in this final results chapter formed part of a much wider 

investigation within the IMPULSE project to characterise the behaviour of B and find 

optimum implantation and annealing conditions for CMOS devices. This was a parallel 

study to the study of As implants, parts of which are reported in section 6.2.3 and 6.2.4. 

B doped source/drain and extension regions in Si CMOS devices are usually produced 

using BF2 ions, for reasons of higher beam and hence wafer throughput. As with the As 

studies, 1 and 3 keV BF2 implants were carried out. The energy deposition rate of BF2 is 

sufficient to amorphise the Si matrix at comparatively low doses, unlike B, however the 

use of deeper pre-amorphising implants (PAI) is preferred, as discussed elsewhere in 

this thesis. The benefits of pre-amorphising include suppression of channelling effects 

and the enabling of a good spatial separation of the end-of-range defects and the 

junction depth. Pre-amorphising implants using Xe were carried out instead of Ge, 

which is the most commonly used PAI dopant. Xe offers several advantages, for 

example it forms a sharper amorphous / crystalline interface, which can lead to a lower 

concentration of hairpin dislocations (25). Other manufacturing and transistor device 

advantages exist. The study in this chapter is concerned with the collective behaviour of 

the Xe, F, and the implanted B. 

Many previous studies have been carried out with ion implanted F in Si (1-11). 

These have shown that F becomes mobile at temperatures above 550 °C and is swept in 

front of the a/c interface during SPER. Other studies have shown that when BF2 

implants amorphise Si, upon annealing, a small fraction of F migrates in deeper into the 

bulk and is gettered in low concentrations at defects beyond the original a/c interface 

(4,8,6). For non – amorphising BF2 implants, only F segregation to the surface and out 

diffusion was observed (2). With high dose BF2 implants (1E16 cm-2), bubble formation, 

as described in section 3.4.3, was observed, (9,10). F has also been found to exert an 

influence on retarding the diffusion of B (3, 7), form interstitial and vacancy complexes 

(1) and retard SPER. These studies have not been carried out with the added 

complication of the presence of Xe. Earlier studies of Si implanted with only Xe have 

shown that Xe bubbles can be formed during annealing (12). Bubble formation has also 

been observed with other noble gases (13-15). 

MEIS results presented in this chapter have revealed an unexpected behaviour of 

the implanted Xe. While brief comments regarding Si regrowth and information 
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regarding B profiles relevant to the formation of junctions are included in this chapter, 

the main focus is on this unusual Xe behaviour and the observed associated interaction 

with F and B. 

Following annealing, MEIS studies showed that approximately half of the 

implanted Xe accumulated, surprisingly at a depth defined by the end of range of the B 

and F within amorphous Si. SIMS showed that in the pre-amorphised samples, 

approximately 10 % of the F migrated deeper into the bulk and was trapped at the same 

depth in a ~ 1:1 ratio to Xe (23, 24). A small fraction of the implanted B was also 

trapped. EFTEM micrographs suggest the development of Xe agglomerates that are 

stabilised by F and the defect structure at the depths determined by MEIS (24). 

 

7.2 Experimental 

Implants of 1 and 3 keV BF2
+ ions to a dose of 7 × 1014 cm-2 were carried out at 

room temperature into pre-amorphised and, for comparison, crystalline Cz, p-type 

Si(100). PAI was carried out with 20 keV Xe to a dose of 2 × 1014 cm-2. Following 

implantation various anneals were carried out, including furnace annealing at 600 °C for 

20 minutes, rapid thermal annealing from 950 °C to 1025 °C, and spike annealing at 

temperatures of 1050 °C and 1130 °C. All anneals were performed in a N2/O2 5% 

ambient to reduce dopant loss. 

Medium-energy ion scattering (MEIS) studies were, as previously, carried out 

using a nominally 100 keV He+ ion beam and the double alignment configuration. The 

channelling direction was along the [ 111 ] direction and the blocking direction reported 

is along [111] direction. The overall depth resolution for these conditions was better 

than 0.6 nm. SIMS F depth profiles were obtained using a Cs+ primary beam with an 

impact energy of 0.5 keV or 1 keV and an incidence angle of 45 ° (21). Negative 

secondary ions were collected and depth scales calibrated by use of the final crater 

depth measured by a mechanical stylus profilometer (22). B depth profiles were 

obtained using a 0.5 keV O2
+ beam and collecting secondary positive ions, the depth 

scale was calibrated by a laser interferometer that measures the in-situ depth in order to 

minimise depth scale distortion (22). Energy filtered transmission electron microscopy 

(EFTEM) images of the Xe distribution were obtained at CNR-IMM in Catania by 

detecting the energy filtered image of electrons that had undergone ~670 and ~65 eV 

energy losses, corresponding to the Xe -M and -N excitation edges, respectively. 
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7.3 Results and discussion 

Figure 7.1 shows the MEIS energy spectrum of an as-implanted, PAI, 3 keV 

BF2
+ implanted sample, as well as spectra taken after 10 s annealing at 1025 °C for both 

1 and 3 keV BF2
+ implants. The spectrum of the Xe pre-amorphised, 1 keV BF2 

implanted sample is identical to the 3 keV implanted one, as should be expected, and 

hence is not shown. A virgin Si sample showing scattering from the surface Si and O 

atoms, at energies of 84 keV and 72 keV, respectively, is included as a reference. The 

increased random yield between 70 and 84 keV for the pre-amorphised, as-implanted 

sample is caused by scattering off deeper atoms in the amorphised layer. Spectra 

obtained after annealing show that SPER has restored the Si crystalline state. The 

observed increase of the width of the Si peak compared to the virgin sample is largely 

accounted for by the growth in oxide thickness following implantation and annealing. 

For all of the anneals investigated here the SPER process was completed. 

The behaviour of the Xe implant after annealing forms the main interest in this 

chapter. The Xe is visible in the spectrum between 84 and 95 keV and shown in the 

inset with the yield multiplied by a factor 10 and the Xe depth scale added. The as-

implanted Xe profile extends from ~ 94 keV, down in energy until it merges with the Si 

surface peak at ~ 84 keV. The TRIM calculated Xe profile, added in the inset, shows 

good agreement with the as-implanted shape. Approximately half of the Xe profile is 

visible for energies above the Si peak. TRIM calculations give a mean projected range 

(Rp) of 18 nm for 20 keV Xe. 

Following the 1025 °C 10 s anneals, some of the Xe has migrated to a shallower 

depth where it is trapped, in a relatively narrow distribution, the depths of which are 

dependant on the BF2 implant energy. For the 1 keV BF2 implanted sample the peak 

centre is at ~ 7 nm, and for 3 keV BF2 it is at ~ 13 nm, as indicated with arrows. The Si 

regrowth at all other anneal conditions used is very similar to that shown in Figure 7.1. 
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Figure 7.2 shows Xe depth profiles before and after SPER for different anneals. 

Note that here the depth scale is plotted in the opposite direction to the energy scale in 

Figure 7.1. The Xe concentration scale is also included on the right hand side of the 

figure. The top of the figure contains Xe profiles for 3 keV samples and the bottom 

contains those for the 1 keV samples. Both include profiles from as-implanted, 600 °C 

20 minutes furnace anneal, 1000 °C 5 s RTA and a high temperature spike annealed 

sample. As is observed for the 1025 °C 10s sample in Figure 7.1, for all anneals 

following SPER, Xe has migrated closer to the surface and is trapped in a 5-6 nm wide 

layer (FWHM). For the 1 keV BF2 implanted samples this is centred at approximately 

7 nm, and for 3 keV BF2 at around 13 nm. 

The location of the Xe is consistent for all anneal conditions used. The different 

anneals affect the sharpness of the profile but not the depths of the peaks. Lower 

temperatures generally produced a broader Xe distribution. By referencing the 

integrated peak areas to the random Si yield, the Xe dose could be calculated. 
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Figure 7.1 MEIS energy spectra of Xe pre-amorphised Si samples, implanted with 1 and 3 
keV BF2, before and after annealing at 1025 °C for 10s. The inset shows the depth Xe depth 
profiles before and after annealing. 



 

177 

Approximately half of the nominal 2×1014 cm-2 implanted Xe appears to be contained 

within the peak. The remainder is assumed to have diffused out.  

 
Since the depth of the Xe accumulation is closely related to the energy (hence 

depth) of the BF2
+ implant into the amorphous Si, it was also interesting to study the 

behaviour of the F and B. TRIM calculations show that for the low BF2 implant 

energies used in this study, B and F projectiles have similar ranges. The depth profiles 

of 1.16 keV F, 0.67 keV B, 0.39 keV F and 0.22 keV B, corresponding to 3 and 1 keV 

BF2 implants, respectively, are shown in Figure 7.3. For 3 keV BF2
+ the mean projected 

range (Rp) of F is ~ 4.7 nm, and for 1 keV ~ 2.3 nm. The depth of the Xe accumulation 

is close to 3 × Rp i.e. towards the end of the B and F ranges. 
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Figure 7.2 MEIS Xe depth profiles for Xe pre-amorphised Si samples, implanted with 3 keV 
BF2 (top) and 1 keV BF2 (bottom), as-implanted and after different anneals. 
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SIMS analysis was used for detecting F and B since the sensitivity of MEIS for 

low Z elements is relatively small and any scattering at the F and B concentrations 

present would be contained within the noise level of the Si background. Figure 7.4a) 

shows SIMS depth profiles for F, from pre-amorphised samples, as-implanted and after 

various anneals. Figure 7.4b) shows F depth profiles from the non pre-amorphised 

samples. The BF2 implant energy was 3 keV. Note that the use of SIMS for ultra 

shallow junction profiling has some inherent difficulties in the first few nanometres, 

caused by changing sputtering rates until an equilibrium erosion rate has been reached. 

This can cause some inaccuracies to the depth scale and concentration calibration in the 

first couple of nanometres (22). Disregarding a sharp spike within the first 2 nm that is 

probably a SIMS surface artefact, the as-implanted samples shows profiles with maxima 

that are in close agreement with the TRIM calculation. 

The PAI samples are considered first. After annealing there has been F 

migration to the surface, yielding a F surface peak within the first 3 – 4 nm. (The 

concentration these may be partially influenced by SIMS artefacts). For the pre-

amorphised samples there is the additional migration of some of the F deeper in, 

forming a second peak. An ~6 nm wide peak (FWHM) centred around 12 – 13 nm is 

found. This depth recurs for all the anneal conditions, with a slightly wider distribution 

for the 600 °C sample compared to the higher temperatures. Integration of the second 
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Figure 7.3 TRIM depth profiles for B and F from 1 and 3 keV BF2 implants. 
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peak gives a dose of 1.2E14 cm-2 – 1.7E14 cm-2 which is between 9 - 12 % of the 

implanted F. The dose measured by SIMS suggests total dose retention. F appears to be 

trapped at the oxide interface. 

For the non-PAI samples in Figure 7.4b), the as-implanted sample displays a 

slight channelling tail and is otherwise the same as the PAI sample. For samples 

annealed at high temperatures the F migration to the surface is also observed. However 

the deeper migration observed with PAI samples does not occur in non PAI samples. 

The only variation is with the sample annealed at 600 °C, in which a double peak is 

observed. The second peak is centred around a depth of 7-8 nm. This behaviour is not 

too unusual and can be attributed to trapping of some F around the original a/c interface 

which is consistent with previous studies (4). The MEIS profile in Figure 7.4c) indicates 

the depth of the original a/c interface around 7 – 8 nm which is indeed consistent with 

the F trapping result. Returning to the PAI samples in figure 7.4a), it is worth 

mentioning that the second deeper damage peak at 12 – 13 nm cannot be attributed to 

trapping at the original a/c interface, which is much deeper in the PAI samples. 
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For 1 keV BF2 samples the general behaviour is like that of the 3 keV samples 

and the results are shown in Figure 7.5. For the PAI samples in Figure 7.5a) deeper 

migration of F occurs forming a second peak centred around 7 nm, as well as the 

migration to the surface. For non PAI samples, shown in Figure 7.5b), there is no 

second peak and only migration to the surface occurs. The trapping of F at the depth of 

the original a/c interface, seen with the 600 °C 3 keV non PAI sample in Figure 7.4b), 

has not occurred with the 1 keV samples. 

a) F profile PAI 3 keV BF2  b) F profiles noPAI 3keV BF2 
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Figure 7.4 SIMS F depth profiles for 3 keV BF2 samples, as-implanted and after a variety 
of anneals in a) PAI samples and b) non-PAI samples. The MEIS profile in c) shows the 
non-PAI, 3 keV BF2 as-implanted profile. 
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Figure 7.6 shows combined depth profiles of Xe (from MEIS) and F (from 

SIMS), for as-implanted, 600 °C 20 min, 1000 °C 5 s and spike annealed at 1130 °C or 

1050 °C sample, for both 3 keV and 1 keV BF2 implants. The figure illustrates the close 

link between the Xe and F. For some anneal conditions (e.g. 3keV BF2
+ 1130 °C) the 

relative concentrations of Xe to F would appear to be ~ 1:1, but there are some minor 

deviations with different samples, notably the high temperature 1 keV samples. 
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Figure 7.5 1 keV SIMS profiles for a) PAI samples and b) non-PAI samples. 
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Figure 7.7a) shows SIMS B depth profiles for the 3 keV BF2 implants into 

crystalline and pre-amorphised Si, as-implanted, after 600 °C 20m, 1000 °C 5s RTA, 

and 1130 °C spike annealing. For the as-implanted sample the effect of channelling is 

visible at depths greater than 10 nm. Annealing causes several effects. Segregation of B 

to the surface occurs in all samples. Diffusion deeper into the bulk occurs for the 

1000 °C and 1130 °C samples, the higher temperature causing a greater amount of 

diffusion. Using 1E18cm-3 as a reference concentration for the junction depth gives a 

junction at 43 nm and around 60 nm for the 1000 °C and 1130 °C samples respectively. 
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Figure 7.6 Combined MEIS Xe depth profiles and SIMS F depth profiles for Xe pre-
amorphised samples implanted with 3 keV BF2

+ (left) and 1 keV BF2 (right), as-implanted 
and after various anneals. 
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Returning to the interaction between implanted species, in the pre amorphised 

annealed samples there is an additional B peak formed, centred around 13 – 14 nm, 

Figure 7.7a). This is not present in the non pre-amorphised samples. B is trapped at 

roughly the same depth as the trapped Xe and F. This occurs for all anneals. The 600 °C 

PAI has the B peak superimposed on the back edge of the main peak, making it appear 

to be a broader layer and not a separate peak. Subtraction of the non PAI spectra from 
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Figure 7.7 a) SIMS B depth profiles for Si implanted with 3 keV BF2 with and without Xe 
pre-amorphisation, as-implanted, and after anneals of 600 °C 20mins, 1000 °C 5s and 
1130 °C spike. b) B profiles from PAI samples with the corresponding non PAI profiles 
subtracted, showing the trapped B. 
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the corresponding PAI sample, yields a clear peak shape similar to the rest of the 

anneals, as shown in Figure 7.7b). Integration of the B peaks in Figure 7.7b) shows that 

the amount of B in the trapped peak goes down with increasing annealing temperature. 

Starting from 4E20 cm-3 for the 600 °C sample, the amount falls to 3.03E20 cm-3 for 

950 °C, 2.63E20 cm-3 for 1000 °C, 1.46E20 cm-3 for 1025 °C and 1E20 cm-3 for the 

sample annealed at 1130 °C. As a B peak is formed with the 600 °C sample it is clear 

that some B has to have moved in deeper to form the trapped peak during SPER. The B 

peak formation is therefore not associated with trapping during B diffusion. In fact the 

amount of trapped B, shown in Figure 7.7b) goes down in the samples where there is 

more diffusion and so it would indicate that some of the trapped B dissolves during high 

temperature annealing. 

Comparison with the amount of accumulated F at the same depth shows that 

initially there is four times the amount of trapped F to B. The amount of F trapped has 

less variation with temperature than B and so for the 1130 °C sample there is 

approximately 14 times more trapped F than B. The combined behaviour is shown in 

Figure 7.8, with the SIMS F and B profile overlaid on top of the MEIS Xe profile, for 

the 3 keV 1000 °C 5s and 1130 °C spike samples. 

 
Since noble gases, including Xe have previously been observed to form bubbles 

in Si (12-15), the possible formation of Xe agglomerates or bubbles was checked using 

EFTEM experiments. Figure 7.9a) shows cross sectional EFTEM images using 

electrons that have undergone a ~ 670 eV loss (M excitation edge of Xe) for a Xe PAI, 

3 keV BF2 implanted sample, annealed to 1025 °C. Any Xe present appears as a bright 

area. To check that the areas indeed represent Xe, an image using N excitation edge 

electrons (~65 eV loss) was taken and is shown in Figure 7.9b). Both figures show the 
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Figure 7.8 Combined MEIS Xe depth profiles with SIMS F and B depth profiles overlaid, 
for a) 1000 °C 5s and b) 1130 °C spike samples. 
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existence of Xe agglomerates at depth between 10 and 15 nm, in agreement with the 

MEIS peak observed at ~13 nm for the 3 keV BF2 implant. The size of these 

agglomerates was seen to grow with increasing anneal temperature, in a ripening 

process. It is likely that the agglomerated Xe is in bubbles. 

 
Summarising the above observations and considering the results from literature 

it appears that during SPER most F migrates, probably in front of the moving a/c 

interface to the surface where it is trapped. The rest of the implanted F, approximately 

10 %, moves in deeper, to a depth surrounding the EOR of the BF2
+ implant. Xe equally 

moves to the surface and ~ 50 % is trapped at a depth that coincides with the depth of 

the deeper F peak. The remainder of the Xe is assumed to diffuse out. During SPER a 

small amount of B is trapped at the same depth. 

The precise details of the interaction, i.e. the exact sequence of events, are not 

known, nor the reasons for the interaction. Trapping of some F at a depth of the EOR of 

the BF2 has been observed before (4), but in these cases the samples were not pre-

amorphised and so there would be a clear defect structure in the damaged crystalline Si 

to act as a gettering site. In this set of experiments, the end of range of the BF2, was 

located in amorphous Si. It is known that defect structures can exist within an 

 
a) Xe M-edge, ~ 670 eV energy loss electrons 

 

 
b) Xe N-edge, ~ 65 eV energy loss electrons 

 
Figure 7.9 EFTEM images of a Xe PAI, 3keV BF2 implanted Si 
sample after annealing to 1025 °C for 10 s using electrons with an 
energy loss corresponding to (a) the M ionisation edge and (b) from 
the N ionisation edge of Xe. 
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amorphous matrix, (16) i.e. local changes in density, sometimes referred to as volume 

defects. The depth of the Xe, F and B accumulation at the depth of the EOR of the BF2 

implant may indicate that the implant accumulation observed is related to this type of 

defect structure. 

MEIS and SIMS studies (not shown) of Ge PAI samples, with similar implant 

and anneal conditions, do not show any accumulation effect of F, B or Ge. The 

accumulation effect of Xe F and B may therefore be related to a chemical interaction, 

possibly forming a Xe-F compound, since for Si pre-amorphised with Ge such an 

accumulation is not seen. The damage structure still plays a role however. 

As both Xe and F are known to form bubbles under certain conditions it is 

suggested that F mediated and/or stabilised Xe bubbles may be formed. The EFTEM 

images showing round agglomerates of Xe may support the formation of bubbles. An 

alternative argument is that it may also be that it may be energetically favourable to 

accommodate Xe, F and B together in crystalline Si to reduce lattice strain. 

 

7.4 Conclusion 

To conclude, it has been observed that following SPER half the Xe from the PAI 

is trapped in a ~ 6 nm wide peak, at a depth that is dependant on the energy of the 

subsequent BF2 implant, during SPER. The depth of the trapped Xe is 3 × Rp of the post 

PAI BF2 implanted species. After annealing, 9 – 12% of the implanted F had 

accumulated at the same depth, in peaks of similar width and of similar concentration to 

Xe. The remainder of the F is segregated at the surface. A small amount of B is also 

trapped around the same depth during SPER. This effect is attributed to the formation of 

F mediated and/or stabilised Xe bubbles / agglomerates, or possibly even a Xe-F 

compound. It appears to be closely related to a defect structure within an amorphous 

matrix, and as well as some chemical interaction between the Xe, F and B.  

This interaction does not directly have an effect on the operation of current 

devices as its depth of occurrence is well above the junction depth. It could, however, 

have an effect on the sheet resistance of the conductive layer. It was observed that, upon 

activation/anneal, Xe pre-amorphised samples had a ~40% higher sheet resistance than 

non pre-amorphised ones (results not shown). The explanation for the higher sheet 

resistance is not clear at this stage. 
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Chapter 8 Conclusion 
 

The studies presented in this thesis are concerned with issues relating to 

formation of damage during low energy ion implantation into Si and its subsequent 

annealing. The focus is on those implant conditions that are typical of source/drain and 

extensions, for current and future CMOS devices. 

The primary analysis technique used has been MEIS and to a lesser extent SIMS. 

Work has been carried out to improve the methodologies of both MEIS and SIMS. For 

MEIS the object has been to remove inaccuracies in the methodology that caused small 

depth scale errors, of the order of up to 0.5 nm, to occur. These are notably: i) the use of 

consistent stopping power data for different beam energies, ii) the accurate 

determination of the beam energy from experimental data, iii) the use of a recursive 

depth scale calibration instead of using the surface approximation method. MEIS results 

have also been used as a reference to determine the optimum way of processing 

experimental SIMS profiles through ratio-ing these to bulk monitoring species to correct 

for the effects of SIMS artefacts that are the cause of unreliable depth profiles in the 

first few nm. Comparisons have also been made between MEIS results of As implants 

into Si and results of various X-ray techniques applied to these samples. These were 

useful for several reasons. Firstly they provided a basis for the interpretation of the X-

ray results, to help develop the application of these techniques to study low energy ion 

implants. Potentially these techniques can monitor and provide an understanding of 

defect evolution. These measurements can also be carried out with a greater depth 

resolution than that of MEIS. For example, specular reflectivity measurements were 

useful for measuring segregated As peaks following annealing. Good agreement 

between the results of X-ray diffraction and MEIS was found in studies of SPER. 

The damage build up during implantation, with increasing implantation dose, 

has been studied for As and Sb implants and these studies identified an unusual damage 

evolution and dopant migration effect. For both species it was found that the damage 

evolution does not follow the energy deposition function and that initially, implantation 

causes the formation of a narrow, 4 nm wide, damaged / amorphous layer under the 

surface oxide. For increasing dose the amorphous layer then grows to a greater depth in 

a layer-by-layer fashion. This implies that mobile interstitials are trapped at a surface 

SiO2 sink causing the build up of the damaged / amorphous layer. The location of the 

implanted ions follows a similar trend, in that they were initially found to be located at a 

similar depth as the narrow damaged layer, although a fraction of the implant was 
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stopped at depths beyond the observed profiles. This implies a movement of dopant 

species back to a depth closer to the surface and indicates that As and Sb is more readily 

accommodated in the amorphous layer than the damaged crystalline layer. Implantation 

carried out into an amorphous matrix does not show this movement of the dopant back 

towards the surface, in agreement with the proposed mechanism. 

A range of annealing studies was performed using As implants. The first strand 

focused on implantation and annealing conditions that are similar to current device 

manufacturing conditions, i.e. using predominantly spike annealing above 1000 °C. 

MEIS results showed that for many anneals, complete regrowth of damaged layers was 

achieved. For temperatures of 700 °C and above, the regrowth rate was sufficient to 

complete regrowth within a timeframe of several seconds. Segregation of As occurred, 

as did the disappearance of the dopant from view of the He+ beam. Combined SIMS 

studies showed the full retention of the As, and hence the As lost from view is equated 

to As taking up substitutional positions. For higher temperature anneals, i.e. > 900 °C 

diffusion of the As to greater depths was observed. Any improvements in depth using a 

1 keV implant compared to a 3 keV implant, which lead to shallower implant depths, 

were found to be negated by the greater effect of diffusion during subsequent annealing. 

Diffusion, which is influenced by the level and nature of the implant damage, 

has been identified as a limiting factor in reducing the junction depth in future devices. 

Further SPER annealing studies were carried out using low anneal temperatures (550 °C 

– 700 °C). MEIS results captured various stages of regrowth within these samples. This 

highlighted the layer-by-layer nature of the regrowth process. Changes in the As 

profiles were observed that matched the depth of the amorphous / crystalline interface, 

showing how As became substitutional or segregated out with the movement of the 

interface. With these low anneal temperatures, importantly, deeper As diffusion was not 

observed. A reduction in the regrowth rate was observed with increasing As 

concentration and proximity to the surface. 

Finally annealing studies using SOI wafers were carried out. For samples where 

the implant damage was well away from the buried oxide layer, MEIS results showed 

that the regrowth behaviour of SOI samples was the same as for bulk Si samples. For 

samples where a small amount of implantation damage extended to the depth of the 

buried oxide layer, or a depth close to the buried oxide, MEIS results showed that the 

amorphous / crystalline interface of annealed samples could be much wider than those 

observed for bulk Si samples. In SOI samples the interface was observed to be 

distributed over a depth of approximately 14 nm. This unusual behaviour was attributed 
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to the accumulation of small pockets of damage at the buried oxide interface, due to 

interstitial trapping and this resulted in the local absence of a seed for the damaged Si to 

rearrange upon. For the cases where the range of the implantation was not sufficient to 

reach the buried oxide, this effect was attributed to the accumulation of mobile 

interstitials that were trapped at the buried oxide interface. TEM micrographs showed 

that the amorphous / crystalline interface was wavy over the same depth range as 

observed with MEIS. It is proposed that locally, where there is no seed, regrowth is 

initially delayed. The initial delay is responsible for producing the wavy interface. The 

regrowth of SOI samples was observed to either proceed with a slower rate, or be 

initially delayed compared to bulk Si samples. This observation fits in with the 

proposed explanation. 

MEIS studies also demonstrated an interaction between Xe, used to pre – 

amorphise the samples, and F and B, from a subsequent BF2 implantation following 

annealing. It was observed that approximately half of the Xe became trapped at a depth 

that was dependent on the energy of the BF2 implant, which corresponded to ~ 3 × Rp of 

the F and B atoms. SIMS analysis showed that following annealing most of the 

implanted F had segregated to the surface, but a small fraction had moved in deeper and 

was trapped at the same depth as the Xe in an ~ 1:1 ratio. B similarly was observed to 

be trapped at the same depth albeit with a concentration of around a quarter or lower of 

the other species. EFTEM studies showed that the Xe was present in spherical 

agglomerates or bubbles. It was proposed that this interaction is caused by some defect 

structure (e.g. a density variation or volume defect) at the EOR of the F and B implant 

within amorphous Si, and some chemical interaction between F and Xe. The possibility 

of the formation of a Xe F compound cannot be excluded either. 

Further studies may be carried out in several areas. In terms of improvement of 

the techniques, there is scope for further experiments to compare the results between 

MEIS, SIMS and the X-ray methods with the aim of a better understanding of the 

effects studied and a further optimisation of the techniques. 

There is also scope for further studies regarding the regrowth behaviour in SOI. 

It would of interest to carry out more experiments directly comparing bulk Si with SOI 

samples and to vary systematically the depths of implantation damage. This area of 

study would also benefit from more TEM experiments. 

In order to understand the Xe F and B interaction better, experiments should be 

carried out with individual B and F implantations rather than BF2 to try to understand 
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the role of each individual element. Such studies are expected to provide further 

information on the mechanisms of the agglomeration at the particular depths observed. 

 


