
M
ultimodal environments seek to
create computational scenarios
that fuse sensory data (sight,
sound, touch, and perhaps

smell) to form an advanced, realistic, and intu-
itive user interface. This can be particularly com-
pelling in medical applications, where surgeons
use a range of sensory motor cues.1-4 Sample
applications include simulators, education and
training, surgical planning, and scientifically ana-
lyzing and evaluating new procedures.

Developing such a multimodal environment
is a complex task involving integrating numer-
ous algorithms and technologies. Increasingly,
researchers are developing open source libraries
and toolkits applicable to this field such as the
Visualization Tool Kit (VTK) for visualization, the
Insight Toolkit (ITK) for segmentation and regis-
tration, and the Numerical Library (VNL) for
numerical algorithms. Single libraries from these
toolkits form a good starting point for efficiently

developing a complex application. However, this
usually requires extending the core implementa-
tion with new library modules. In addition, inte-
grating new modules can quickly become
confusing in the absence of a good software
architecture.

To address this, researchers have developed
semicomplete application frameworks that can
run independently, hiding the core implementa-
tion’s complexity. As such, they can be dedicat-
ed to produce custom applications.5 However,
these systems form frameworks that aren’t mul-
timodal because they don’t let us integrate dif-
ferent visual representations or other modalities
such as haptics and speech. This has motivated
research in developing truly multimodal frame-
works,6 but the benefits of such integration are
still largely unexplored. For the haptic modality
in particular, hardware and software that can
provide effective touch feedback can enhance the
growth of innovative medical applications.

From this rationale, the Multisense project
aims to combine different sensory devices (hap-
tics, speech, visualization, and tracking) in a
unique virtual reality environment for orthope-
dic surgery. We developed the Multisense
demonstrator on top of a multimodal application
framework (MAF)7 that supports multimodal
visualization, interaction, and improved syn-
chronization of multiple cues.

This article focuses on applying this multi-
modal interaction environment to total hip
replacement (THR) surgery and, in particular, to
the preoperative planning surgical-access phase.8

After validation, this approach will be highly rele-
vant to other orthopedic and medical applications.

Hip arthroplasty planner
Hip arthroplasty is a procedure in which dis-

eased hip joints are removed and replaced with
artificial parts—the socket and prosthesis.
Researchers have developed different systems for
THR preoperative planning,4,9 operating in 2D
using a mouse and flat screen to produce pseudo-
3D interaction. This approach makes little or no
use of multisensory inputs, which leads to prob-
lems because the graphics interface strongly
affects implant positioning accuracy.10

A team of orthopedic surgeons defined four
specific tasks that form the basis for our multi-
modal hip arthroplasty planning environment:

❚ Preparing the subject-specific musculoskeletal
model. Effective planning requires a complete
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and accurate musculoskeletal model usually
only available from magnetic resonance imag-
ing (MRI) data. Related work shows how we
can map patient computerized tomography
(CT) scans to data and models from the Visual
Human to provide complete bone and soft tis-
sue models of the hip and thigh muscles.10

❚ Surgical-access planning. The critical surgical-
access phase consists of three main surgical
tasks: determining the initial incision location
and size, retracting the muscles, and dislocat-
ing the femur.

❚ Components positioning. Here the surgeon posi-
tions the prosthesis with respect to the femur.
During this process, the surgeon can check
functional indicators: feasibility of the
planned position, primary component stabil-
ity, and range of joint motion.

❚ Surgical simulation. After determining the pros-
theses’ pose, the surgeon can interactively
position the neck resection plane to verify the
reamer’s insertion path. Once the surgeon
accepts that position, the system generates a
model of the postoperative anatomy for final
verifications and inspections.

The medical users exploited these surgical
activities to identify the possible benefits that can
be gained on these tasks by integrating the haptic
modality in the preoperative planning applica-
tion. Based on this study, we defined the haptic
requirements of this specific application. 

Haptic requirements 
From this series of procedures, the medical

users selected scenarios in which they felt haptic
feedback would be of the greatest benefit. These
included the ability to locate and size the inci-
sion, evaluate the surgical access they can
achieve through that incision, and identify the
functional impairment produced by any damage
to the soft tissues (muscle or skin).

In addition, haptic feedback can help position
and orient the implant while preventing the sur-
geon from positioning the component in a non-
feasible location. Based on the position and
orientation selected, the surgeon can evaluate
this specific location using a number of haptic-
enabled indicators including the thigh joint’s
range of motion after the simulation and the
component’s stability. The benefits will include

accurately positioning the implant and improved
execution time.

Considering these surgical activities, the med-
ical users defined the following haptic tasks:

❚ Force feedback for evaluating surgical access.
Force (or touch) feedback can help surgeons
accurately locate and size an incision. During
the retraction, it can help surgeons estimate
the relationship between visibility and mus-
cle damage. Force feedback can also help them
evaluate the incision aperture size while dis-
locating the femur.

❚ Force feedback for evaluating the planned-posi-
tion feasibility. Reaction forces generated by
contact with the surrounding tissues let the
user refine the planned position, check the
feasibility of planned position, and evaluate
the component’s primary stability in this
position.

We identified the multimodal interface’s
requirements using the characteristics of these
haptic tasks. These requirements let us determine
the necessary features of the multimodal system’s
software and hardware modules.

Multimodal system requirements 
Any multimodal system must interact with

complex data incorporating several features:

❚ integration of multiple I/O devices and
modalities;

❚ seamless synchronization of the different
update loops running at much different rates;

❚ a distributed architecture that copes with the
computational load and simulation loops;

❚ support for complex multimodal visualization
with multiple representation of the data;

❚ support for dynamically exchangeable haptic
rendering algorithms; and

❚ modularity and extensibility, with simple
application-level modules hiding the system
architecture’s complexity and synchroniza-
tion problems.

We developed a multimodal application frame-
work to address these requirements and a suitable
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haptic software and hardware device to provide
the haptic modltity within the framework.

Multimodal application framework
The multimodal application framework (MAF)

is a software library for rapidly developing inno-
vative multimodal environments for medical
applications. It supports the Multimodal Display
and Interaction (MDI) paradigm with multimodal
visualization and interaction, haptics, and syn-
chronization of the multiple cues. An MAF con-
sists of components that control system resources,
which are organized as data entities and applica-
tion services. A data entity is a Virtual Medical
Entity (VME). We distinguish the application ser-
vices views, operations (Op), GUIs, and devices.

Every MAF application is an instance of a logic
component. The logic component’s main role is
to control communication. Figure 1a shows the
MAF architecture with the logic, manager, and all
MAF resources. Figure 1b gives an example of the
MAF multidisplay paradigm we used in this
application.

Interaction and synchronization model 
User interaction involves the I/O devices,

views subsystem, and operation subsystem. The
MDI paradigm requires gathering, synchronizing,
and integrating inputs coming from multiple I/O
devices. When users interact with the applica-
tion, a stream of events is sent to the framework:
discrete events (low-frequency events causing a
change in the application state) and continuous
events (high-frequency user interactions).

Handling input events is complex because the
user might perform any set of interactive and
dynamic actions. Thus, managing the interaction
with a single, monolithic component is imprac-
tical. MAF involves collaboration among many
components. GUI events are processed directly
by application components (for example, opera-
tions or logic), and events coming from I/O
devices are typically processed by specific objects
named interactors. The general MAF interaction
model for I/O devices implies three elements: a
semiotic unit (I/O device), semantic unit (inter-
actor), and an application component. 

MAF manages interactions with multiple I/O
devices, through routing, locking, and fusion
mechanisms within the Interaction Manager.
This synchronizes inputs from different devices
using the Device Manager subcomponent
responsible for keeping the list of connected
devices and for synchronizing their inputs with
the application’s main visualization loop (see
Figure 2). For haptic devices, which require high
and decoupled update rates, high-speed loops
run inside the haptic subsystem, and only events
sent at visualization rates pass to and from the
MAF. MAF ensures synchronization by sending
events to them—for example, each time a hap-
tic surface rendering is started an event contain-
ing the rendered surface is sent to the haptic
device and, hence, to the haptic rendering serv-
er/library. This data synchronization is rare, so it
has minimal overhead.

During continuous interaction, the visualiza-
tion and haptic loops are synchronized by the
haptic device sending events (at the graphics rate)
to the visualization loop. Hence, we can compute
haptic and graphical models in a decoupled but
synchronized fashion.

System hardware architecture
To address the intensive computation needs

and particularly to accommodate the different
update rates (for example, visualization systems
update at 50 to 100 Hz while haptic devices
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update at more than 1,000 Hz), the multimodal
system architecture uses multiple networked ded-
icated machines (see Figure 3). 

We use a dedicated graphics server to perform
the graphics rendering, and the haptic server
manages the haptic subsystem via a TCP/IP inter-
face. The advantage of this approach over a sin-
gle machine, multithreaded approach is that it
minimizes the coupling between local rates run-
ning on different machines. Also, the rates for
critical processes such as the haptic servo input
and feedback control process are more consis-
tent, enabling stable haptic rendering even for
complex environments. This approach also gives
us separate, extensible, and reconfigurable con-
trol of the different input feedback subsystems.
The disadvantage is it increases synchronization
requirements between the various subsystems,
which the MAF directly addresses.

Haptic subsystem implementation 
We designed a haptic device to support either

one- or two-handed operation and fabricated it
to suit the application workspace and interaction
requirements we defined earlier. The device con-
sists of two three-degrees-of-freedom (DOF)
closed-chain mechanisms, each forming a classic
five-bar planar device that can also be rotated
around the axis along its base (see Figure 4a, next
page). We selected the inner and outer link lengths
to provide a workspace that satisfies the motion-
range requirements of both the surgical-access
and the component-position-feasibility tasks. 

To support two-handed interactions, we can
configure the device to work in two modes. The
double-independent mode provides two mecha-
nisms (6-DOF input and 3-DOF feedback) with
two separate haptic interface points; the coupled
mode configuration provides a single linked
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mechanism (6-DOF input and 5-DOF feedback).11

The haptic rendering library coordinates the
input and haptic feedback signals. We developed
this library to support the haptic modality within
the MAF (see Figure 4b). We use a multithreaded
approach that includes four core processes: device
control, haptic rendering, event and command
handling, and communication. Four respective
managers manage these process threads.

We provide a haptic tool as a mechanism for
force feedback and couple it to the haptic device
within the haptic manager object. The haptic
rendering process, managed by the haptic man-
ager, uses the current tool to gather force
requests within the haptic world space and asks
the device to supply the user with the comput-
ed haptic feedback. The haptic subsystem runs
on a dedicated haptic machine, and communi-

cation between the haptic module and the visu-
alization station is performed using the haptic
subsystem API.

Surgical-access haptic modules
Surgical-access planning consists of a skin

incision, muscle retraction, and femur head dis-
location. The initial incision is defined by two
reference points under force-feedback control.
With the incision defined, the surgeon controls
the aperture size using two additional reference
points automatically created when the incision
line is defined (see Figure 5). 

We implemented the incision haptic render-
er as a standard surface renderer, letting surgeons
accurately locate the reference points while pro-
viding them with feedback on the constraints
imposed by the skin surface.
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The skin incision and retraction is followed by
the much more complex task of muscle retrac-
tion, which has a higher probability of damaging
muscles and other tissues. During this procedure,
the surgeon introduces the retractor between the
muscles and retracts one toward the edge of the
skin incision. The retracted muscle is held in posi-
tion while the next muscle is retracted and so
forth until the head of the femur and the acetab-
ulum are visible.

To simulate this, the haptic and visual sub-
systems must cooperate within the MAF to pro-
vide the correct level of synchronization. We
implemented the muscle retraction haptic ren-
derer, which lets the user estimate the trade-off
between visibility and muscle damage during the
retraction, as a combined haptic node formed
from two haptic renderers (see Figure 6a). The
first node represents the surface of the muscle to
be retracted and is implemented as a surface hap-
tic renderer permitting interaction with the mus-
cle surface. The second node implements the
retraction haptic model realized using a two-

spring (200 to 400 Newton meter [N/m]) model
(see Figure 6b).

We tuned the spring parameters using a Finite
Element (FE) analysis of muscle and actual
patient data. The state of the MAF operation con-
trols switching between the surface and retrac-
tion models. When the femur and acetabulum
are visible, the femur head can be dislocated from
the socket to allow access through the aperture
(see Figure 7). To let the user assess the difficulty
in operating through the aperture, we generate
force feedback during the dislocation.

This is modeled when a collision occurs
between the femur head and the surrounding
soft tissue objects (muscles and skin). To simulate
the resistance caused by muscle elongation, we
generate additional feedback forces from the
muscles connecting the femur and ileum. We
modeled each muscle as a spring/damper:
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where KM and Bm are the specific muscle stiffness
and damping parameters, dm is the muscle elon-
gation, am is the unit vector of the muscle line of
axes, and uf is the femur bone velocity vector.
This is adequate because the rendering of the
force generated by the muscle elongations is a
simulation feature we added to improve realism
in this operation and doesn’t affect the actual
planning. To permit interactive operation during
the dislocation, the system visualizes the muscle
lines of axis with coloration dependent on the
strain (see Figure 8a).

To improve the realism of a femur head dislo-
cation, we implemented a pop-up effect by con-
necting a strong (1000 N/m) spring—only active
in close proximity to the socket’s center, between
the femur head and socket centers:

(2)

where KE and BE are the pop-up stiffness and
damping parameters, pd is the femur head dislo-
cation distance vector, rd is the pop-up spring’s
active sphere radius, and uf is the femur bone
velocity vector. When the femur head disloca-
tion distance becomes greater than this distance,
a force discontinuity is created dropping the
force to 0 Newton (N) for 40 milliseconds (see
Figure 8b), creating a discontinuity that the user
perceives as the femur head popping out. 

Preliminary experimental results
We performed two preliminary validation

experiments involving five subjects to evaluate

the multimodal benefits and effectiveness using
the system shown in Figure 3. Two subjects
involved in the system development were well-
trained users, and three subjects had no previous
system experience.

We gave each user an explanatory test sheet.
Experiment 1 evaluated the benefits of force feed-
back on the accuracy of defining the incision
aperture. A reference aperture was defined, and
the subjects were asked to execute a skin incision
using the immersive multimodal interface with
the haptic feedback modality active in the first
case. Each subject tried to replicate the reference
aperture. The users then repeated the process
with the haptic modality disabled.

In the second case, with the haptic modality
disabled, the system provided visual feedback
(color changes) indicating contact between the
device avatar and the skin. The users repeated the
test five times for each case. We recorded the
time required to carry out the positioning. Figure
9 gives the distance error between the position of
the incision points and the position of the points
of the reference incision with the haptic multi-
modal interface enabled and disabled.

The users obtained significantly higher accu-
racy using force feedback in this experiment.
Their execution time was also considerably
reduced. The average execution times we record-
ed for the haptic- and nonhaptic-enabled execu-
tion were 31 and 57 seconds, respectively. This
shows that integrating the haptic cues provides
benefits in terms of accuracy and execution time.

Another important observation is there was
no significant difference in the performance
among the five subjects. This initial indication

F p u p

F p

popup E d E f d d

popup d

K B r= ⎡⎣ ⎤⎦ ⋅ + ⎡⎣ ⎤⎦ ⋅ <

=

,

0, >> rd

(b)(a)

0 5 10 15 20
0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

Femur head dislocation distance (mm)

Fo
rc

e 
(N

ew
to

n)

Femur head pop-up
force slope

Femur head pop-up
force effect

Muscle elongation
force slope

Figure 8. (a) A

visualization of a

femur dislocation, and

(b) the force profile

recorded during the

dislocation.

Authorized licensed use limited to: UNIVERSITY OF SALFORD. Downloaded on March 24, 2009 at 10:07 from IEEE Xplore.  Restrictions apply.



shows that the user effect wasn’t significant in
the multimodal environment, and we achieved
a good level of accuracy and usability even with
minimal prior experience. 

Experiment 2 demonstrated the benefits in
terms of execution time using the two-handed
interaction paradigm. We configured the haptic
device to work in the two-handed operation mode
where the left part of the device was for tool
manipulation and the right for manipulating the
camera of the visual scene. We asked the subjects
to position and orient the retractor tool close to a
predefined location between two muscles without
actually performing the retraction. This task
required complex manipulations of the retractor
tool while simultaneously manipulating the cam-
era. The subjects performed this operation five
times using the haptic device, and then they
repeated the same process using a standard mouse.

We recorded the execution times in both
cases. The time required to execute the task using
a two-handed interaction was considerably
reduced (on average 43 seconds) compared to
that achieved with the mouse (on average 105
seconds). These results show the effectiveness of
this type of interface when complex manipula-
tion is necessary. 

Conclusions
We’re currently evaluating the complete mul-

timodal system. Our initial experiments have
helped us validate the multimodal interface in
the surgical access task. We might also see bene-
fits from using this multimodal interface in other
aspects of medical planning. We plan to exten-
sively evaluate these avenues in the future to
assess the usefulness of the planning procedures’
various modules. These tests will involve a broad-
er selection of clinical users.

We’ll also work on enhancing the system’s abil-
ity to address the haptic tasks requirements of
other surgery procedures. These will include alter-
ations or trimmings in both the system hardware
(mechanical structures) and software with the
incorporation of other surgical haptic renderers to
form a library of surgical haptic procedures. MM
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