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Comparison of ideal mask-based speech enhancement
algorithms for speech mixed with white noise
at low mixture signal-to-noise ratios

Simone Graetzera) and Carl Hopkinsb)

Acoustics Research Unit, School of Architecture, University of Liverpool, Liverpool, L69 7ZN, United Kingdom

ABSTRACT:
The literature shows that the intelligibility of noisy speech can be improved by applying an ideal binary or soft gain

mask in the time-frequency domain for signal-to-noise ratios (SNRs) between –10 and þ10 dB. In this study, two

mask-based algorithms are compared when applied to speech mixed with white Gaussian noise (WGN) at lower

SNRs, that is, SNRs from �29 to –5 dB. These comprise an Ideal Binary Mask (IBM) with a Local Criterion (LC)

set to 0 dB and an Ideal Ratio Mask (IRM). The performance of three intrusive Short-Time Objective Intelligibility

(STOI) variants—STOI, STOIþ, and Extended Short-Time Objective Intelligibility (ESTOI)—is compared with

that of other monaural intelligibility metrics that can be used before and after mask-based processing. The results

show that IRMs can be used to obtain near maximal speech intelligibility (>90% for sentence material) even at very

low mixture SNRs, while IBMs with LC¼ 0 provide limited intelligibility gains for SNR < 214 dB. It is also shown

that, unlike STOI, STOIþ and ESTOI are suitable metrics for speech mixed with WGN at low SNRs and processed

by IBMs with LC¼ 0 even when speech is high-pass filtered to flatten the spectral tilt before masking.
VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1121/10.0016494

(Received 16 June 2022; revised 11 November 2022; accepted 21 November 2022; published online 13 December 2022)

[Editor: John H. L. Hansen] Pages: 3458–3470

I. INTRODUCTION

Degraded speech signals, such as those transmitted

along a noisy channel, can be enhanced by means of time-

frequency segregation (TFS). In this approach, signals can

be decomposed into time-frequency (T–F) units and, on the

basis of a local estimate of the signal-to-noise ratio (SNR), a

user-defined rule sets the gain of each unit to one or zero to

form an Ideal Binary Mask (IBM). Ideal binary masks are

estimated with access to the clean speech signal where the

user specifies a Local Criterion (LC). For example, with

LC¼ 0 dB, the gain is set to one when the (local) SNR is at

least 0 dB. The degraded signal is enhanced by multiplying

it by the IBM, such that where the interference dominates

the target speech, the signal energy is discarded. This is a

traditional definition of a binary mask matrix where LC¼ 0

is implied. An IBM with LC¼ 0 has been considered theo-

retically optimal1 and is used in this paper. In the case of

signals mixed with broadband noise at very low SNRs, the

enhanced signal effectively becomes binary-gated noise,

i.e., noise onto which crude approximations of speech tem-

poral envelopes have been imposed. An unwanted feature of

IBMs can be tone-like artefacts in the enhanced signal; this

distortion is often referred to as musical noise. An

alternative mask-based speech enhancement algorithm that

minimises or avoids these artefacts is the Ideal Ratio Mask

(IRM), in which mask gain values are estimates of the target

and mixture signal energy ratios.2 When IRMs are applied

to very noisy speech, the modulated noise is essentially

noise-vocoded speech, where there is a continuous range of

modulation gains (e.g., Shannon et al.,3 Souza and Rosen4).

The ideal mask approach might be considered similar to the

noise vocoder approach when the global SNR of the mixed

signal is not so low that the signal is essentially pure noise,

but there is an important difference. When noise is vocoded,

even when the target speech envelope is reconstructed per-

fectly from the noise signal, the target temporal fine struc-

ture will be entirely absent, and this is likely to affect the

quality of the enhanced speech, if not the intelligibility (see,

e.g., Kates and Arehart5,6).

Assessments of IBMs and IRMs in the literature tend to

use SNRs between –10 and þ10 dB, for which IRMs have

been shown to have potential advantages relative to IBMs in

terms of speech quality and intelligibility.7,8 In this paper,

the aim is to assess the intelligibility benefits of both ideal

binary and ideal ratio masks for speech mixed with white

Gaussian noise (WGN) at low SNRs that range from –29 to

–5 dB. The benefits can be estimated as a difference from

the baseline—where the speech has not been enhanced—for

SNRs from –26 to –5 dB. A baseline intelligibility score of

0% at SNR ¼ –29 dB is extrapolated from the value of 0% at

SNR ¼ –26 dB because the value at –26 dB has already

fallen to 0%. The baseline conditions and results are
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described in a previous paper that is hereafter described as

the “baseline.”9

Listening tests provide information about the improve-

ment in intelligibility that can be achieved by masking algo-

rithms. However, it is not always feasible to run these tests.

Correlation-based “objective” or instrumental metrics such

as Short-Time Objective Intelligibility (STOI)10 have been

shown to perform relatively well in predicting relative intel-

ligibility and, in particular, the effects on intelligibility of

non-linear speech processing, where the noise or degrada-

tion is not additive (e.g., in the context of noise suppression,

where a measure must be able to assess intelligibility accu-

rately when the enhanced signal contains no target speech

fine structure). STOI was introduced for intelligibility pre-

diction before and after the application of T-F varying gain

functions, or TFS. STOI tends to outperform traditional

objective metrics for ideal TFS-processed speech at least for

sentences for which intelligibility scores are� 20% and

mixture SNRs that exceed –10 dB.11

STOI was defined by Taal et al.10 to include a normal-

isation procedure to compensate for global level differences

and a clipping procedure to put an upper bound on the sensi-

tivity to severely degraded T–F units. Recent work by the

current authors on the evaluation of STOI for speech mixed

with noise at low SNRs, both before and after enhancement

with IBMs, indicates that an improved STOI-based metric—

referred to in this paper as STOIþ—for SNRs equal to or

lower than 0 dB would not use clipping.9,12

In several other investigations or extensions of STOI,

the clipping procedure has been removed.13–15 Jensen and

Taal16 developed Extended Short-Time Objective

Intelligibility (ESTOI) to improve STOI performance for

highly fluctuating or modulated noise sources (also indicat-

ing that the metric is suitable for non-modulated noise sig-

nals), which does not incorporate the clipping procedure.

Steinmetzger and colleagues17 evaluated whether STOI

could predict the masker periodicity benefit and commented

that STOI’s underprediction of the benefit appears to origi-

nate from the clipping procedure. Specifically, the authors

argued that the clipping algorithm “discards a substantial

portion of the subtle envelope differences between the aperi-

odic and periodic maskers. Consequently, some of the

acoustic properties of the masker are not represented in

STOI.” (p. 2568). The only published comparison of results

with and without clipping that is known to the authors is in

Graetzer and Hopkins.9

As noted in the baseline study,9 stationary noise (e.g.,

WGN) can be used for masking in speech security applica-

tions where the focus is on the risk of only a few words

being intelligible; this tends to occur when SNR < –10 dB.

The experiments reported in this paper build on the baseline

study9 by comparing the performance of the IBM with

LC¼ 0 and the IRM for WGN and low SNRs relative to the

baseline, and compare the performance of STOI with other

intrusive forms of STOI—STOIþ and ESTOI—and with

Non-Intrusive Short-Time Objective Intelligibility (NI-

STOI),18 the Normalised Covariance Metric (NCM)19 and

the Coherence Speech Intelligibility Metric (CSII),20,21 and

the Normalised Sub-band Envelope Correlation metric

(NSEC).22 The aims of the study were to (a) identify differ-

ences in the percentages of words correctly identified in

speech degraded by additive WGN and enhanced by two

masking algorithms, IBM with LC¼ 0 and IRM, and (b) to

evaluate the performance of STOI, STOIþ, and ESTOI rela-

tive to a non-intrusive form of STOI, NI-STOI, and some

well known measures, in predicting the percentages of

words correctly identified for speech processed by an IBM

algorithm with LC¼ 0.

In Sec. II, the experimental procedures will be outlined,

including a brief discussion of how STOIþ differs from con-

ventional STOI. In Sec. III, the effects of SNR, high-pass fil-

ter (HPF), and talker gender on intelligibility scores, and the

performance of metrics in estimating those scores, will be

reported. It will be shown that both STOIþ and ESTOI per-

form better than STOI for high-pass (HP) filtered speech at

the low SNRs considered. In Sec. IV, the reasons for the

variable performance of the HPF, and the relative perfor-

mance of STOI, STOIþ, ESTOI, and the other metrics are

discussed.

II. EXPERIMENTAL PROCEDURES

The experiment received prior approval from the

University of Liverpool Committee on Research Ethics.

A. Speech signal processing

1. Speech recordings

Twelve talkers (six male, six female) between 21 and

47 years of age were recorded in an anechoic chamber using

a 0.5 in. Br€uel & Kjær (B&K) type 4190 microphone (Br€uel

& Kjær, Nærum, Denmark) at 1 m on axis, a B&K type

2669 preamplifier and a LANXI type 3050 front end with a

B&K Time Data Recorder. The sampling frequency for the

recordings was 65.536 kHz. The talkers were native British

English speakers with an accent similar to Received

Pronunciation (Standard Southern English).

The speech recordings are identical to those described

in the baseline study.9 Talkers produced the Institute of

Electrical and Electronics Engineers (IEEE) sentences,23

which form 72 word lists in total (where each list comprises

ten sentences), in a pseudo-random order. Before the record-

ing session, the talkers were asked to “speak normally as

you would in everyday conversation” in order to elicit a nor-

mal vocal effort, where vocal effort is defined as the equiva-

lent continuous A-weighted sound pressure level (SPL) of

speech measured at a distance of 1 m in front of the mouth,

i.e., on-axis. If the talker hesitated or made an error, s/he

repeated the sentence. These recordings are freely available

for download in the ARU speech corpus.24

2. Signal processing

The signal processing prior to the creation of T–F

masks was identical to that described in the baseline paper.9
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As in the baseline paper, the spectral tilt was flattened using

a HPF. This filter was designed to give amplitudes of zero

and one at normalised frequencies between zero and one

(Nyquist), with an approximately linear relationship

between amplitude and normalised frequency. The spectral

tilt is removed because in speech security, there is usually a

need to assess worst-case scenarios, and one potential sce-

nario is speech produced in the presence of background

noise, which leads to a flattening of spectral tilt that can reli-

ably increase speech intelligibility compared to speech pro-

duced in quiet (e.g., Lu and Cooke25).

In the present study, two speech enhancement algo-

rithms were evaluated: IBM with LC¼ 0 and IRM.

Algorithms were based on publicly available code.26 The

frequency range for both mask types was from 80 Hz to

12 kHz. The lower limit of this range was decided on the

basis of where the background noise below 100 Hz

approaches the long-term average male speech spectra and

the upper limit equals half the sampling rate (after down-

sampling to fs ¼ 24 kHz).

The process of speech enhancement by means of IBM

algorithms involves multiplying signals by binary gain val-

ues based on the local SNR in each T–F unit. The gain func-

tion is given in Eq. (1), where T denotes the target speech

and M, the masker in dB, t denotes time, and f, frequency.

This function involves assessing whether, in each channel

and frame, the difference between the energy in the target

cochleagram and the scaled masker cochleagram is greater

than LC in dB,

IBM t; fð Þ ¼ 1 if T t; fð Þ �M t; fð Þ > LC
0 otherwise:

�
(1)

To obtain the signals, a fourth-order gammatone filter-

bank was designed with 128 channels, a gammatone filter

length of 2048 samples (85 ms for a 24 kHz sampling rate),

and a frequency range of 80 Hz to 12 kHz with frequencies

equally spaced on the ERB rate scale,27 with middle-ear

loudness-based gain normalisation. The output of the gam-

matone filterbank was used to generate a cochleagram that

had a window length of 320 sample points (approximately

13.3 ms for a 24 kHz sampling rate) with a frame shift equal

to half the window size.

The IRM is obtained on the basis of the gain function

shown in Eq. (2),

IRM t; fð Þ ¼ jT t; fð Þj2

jT t; fð Þj2þjM t; fð Þj2

 !b

: (2)

The “tuning” or compression constant is set to b ¼ 0.5.

Wang and colleagues8 “experimented with different b val-

ues and found b ¼ 0.5 to be the best choice” (p. 1851). A

preliminary investigation by the present authors was consis-

tent with this finding. Wang et al.8 pointed out that when b
¼ 0.5, Eq. (2) becomes similar to the square-root Wiener fil-

ter. Note that in a comparison of different algorithms for

noise suppression, a Wiener filter was found to give a

similar performance to envelope restoration (i.e., matching

the envelope of the noisy speech to the clean speech) where

the latter provided the highest predicted intelligibility.28

Within each channel and frame, a raised cosine window

is multiplied by the output of the gain function plus weights

to create weighted mask values. The filterbank output is

multiplied by the mask values to obtain the synthesised sig-

nal. An example speech signal with associated cochleagrams

and both IBM and IRM masks is shown in Fig. 1. This illus-

trates the hard gating used by the IBM compared to the

softer decisions made by the IRM, which lets through signal

energy over a wider range of frequencies.

B. Listening tests

Twenty-four listeners (12 male and 12 female) took part in

the experiment. These listeners had not been exposed previously

to the speech material. They were pseudo-randomly selected

from a larger set of 48 untrained listeners aged between 18 and

45 years (full dataset, l ¼ 30.0 years, r ¼ 8.0 years; male sub-

set, l ¼ 25.7 years, r ¼ 6.4 years; female subset, l ¼
31.8 years, r ¼ 7.6 years). (The other listeners were assigned to

other mask types, which are not discussed here.) Six males and

six females were assigned pseudo-randomly to each mask type.

All listeners used British English as a first language and had a

good (self-reported) spelling ability. Their hearing thresholds

were tested using an Otovation Amplitude T3 audiometer

(AMPT3-0111-042) (Otovation LLC, King of Prussia, PA) with

supra-aural Telephonics audiometric headphones (TDH-39P

296D000-1) (Telephonics, Farmingdale, NY) and did not

exceed 20 dB hearing level (HL) between 125 Hz and 8 kHz.29

The listening test procedure, conditions, and equipment were

identical to those used in the baseline study.9

The listening experiment was conducted in a sound-

attenuated booth with diotic presentation using Beyer Dynamic

DT770 Pro circumaural headphones (Beyer Dynamic GmbH &

Co. KG, Heilbronn, Germany). The audio output of the system

was calibrated using the Head-and-Torso Simulator (HATS)

with Br€uel & Kjær (Nærum, Denmark) type 4189 microphones

in each ear canal. The background noise at the entrance to the

ear canal during testing was estimated to be 22 dB LAeq by using

the Br€uel & Kjær type 4100 HATS (Br€uel & Kjær, Nærum,

Denmark) wearing the headphones when they were connected

to the PC that was running the experiment from a MATLAB

graphical user interface.

The presentation level was chosen by the subjects at the

beginning of the experiment to be 70 or 75 dB LAeq. When

setting the presentation level, listeners heard sentences proc-

essed by their assigned masking algorithm with a mixture

SNR ¼ –5 dB. In the familiarisation stage, listeners heard

one clean sentence and four enhanced speech sentences at

SNRs equal to –5, –8, –11, or –14 dB. These sentences were

selected pseudo-randomly from the talkers that were

assigned to the listener.

Listeners were asked to identify as many words as pos-

sible in each sentence and were able to correct their spelling.

They had �15 s after the sentence played to enter the words
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they had heard into the text box and make any corrections.

They were allowed to pause the test at any time and were

offered breaks of up to five minutes every �30 min.

Listener responses were scored according to the number

of words identified correctly. Scores were expressed as the

percentage of words identified correctly in each word list,

which comprised ten sentences. Homophones and some

alternative spellings were allowed and the words “a” and

“the” were removed from the analysis. See Graetzer and

Hopkins9 for details.

C. Implementation of metrics

In this paper, STOI, STOIþ, ESTOI, NCM, CSII,

NSEC, and NI-STOI are evaluated for two mask-based

speech intelligibility enhancement methods.

1. STOI and STOI1

STOI10 is based on the correlation between the enve-

lopes of a clean, x, and a degraded or processed speech sig-

nal, y, decomposed into regions that are approximately

384 ms (30 samples) in length (where fs¼ 10 kHz). The pro-

cedure used was identical to that described in Taal et al.10

The output, d, is typically positive, limited to values� 1,

and ideally has a monotonic relationship with speech intelli-

gibility scores. Previous studies (such as those by the

authors9 and Tang et al.30) suggest that STOI d rarely falls

below 0.3, even for signals associated with 0% intelligibility

scores, and where the Speech Intelligibility Index (SII),31

NCM, and CSII are zero. In testing, it was found that STOI

and STOIþ varied at the second decimal place with pseudo-

randomly selected segments of additive WGN. Hence,

correlations were computed based on objective indices that

are averaged over sentences within word lists. For consis-

tency, for all metrics considered, scores are averaged over

sentences within word lists.

As the relationship between STOI-based measures and

intelligibility scores is monotonic, STOI-based values were

converted to mapped values, i.e., predicted intelligibility

scores, via a transfer function, specifically, a logistic func-

tion, to linearise the relationship between STOI-based mea-

sures and intelligibility scores and therefore report linear

correlation coefficients (q values) and determine the distri-

bution of prediction errors. The logistic function was used to

map the variable d (representing STOI or STOIþ values)

with the free parameters, a (slope) and b (centre), as shown

in Eq. (3). Free parameters a and b were fitted to the data

using a nonlinear least squares procedure and with starting

values derived from Taal et al.10 As in the case of Taal et al.
the (a,b) parameter values are derived from a single data set;

there are no separate training, validation, and test datasets,

f dð Þ ¼ 100

1þ exp ad þ bð Þ : (3)

2. ESTOI

ESTOI was calculated using the procedure described in

the baseline paper.9 Jensen and Taal16 proposed ESTOI as a

measure to improve on STOI in the case of highly modu-

lated noise sources. Like STOI, ESTOI operates within a

384 ms analysis region on amplitude envelopes of clean and

degraded signals but, as mentioned, it does not use the clip-

ping procedure. Publicly available code16 was used in this

FIG. 1. (Color online) Example of speech with mixture SNR ¼ –14 dB when processed with an IBM and an IRM.
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study. Signals are passed through a one-third octave filter-

bank and temporal envelopes are extracted in each fre-

quency band. The resulting row- and column-normalised

short-time envelope spectrograms are decomposed into

orthogonal one-dimensional subspaces, which are assigned

intelligibility scores. Intermediate intelligibility scores

derived from these subspace intelligibility scores are aver-

aged to obtain the final intelligibility index, d. ESTOI was

mapped using Eq. (3).

3. NCM

NCM19 was calculated using publicly available code.32

This measure is based on apparent SNRs within frequency

bands that are calculated on the basis of the squared normal-

ised covariance—hence, correlation—between the enve-

lopes of x and y. The covariance in each frequency band is

used to derive an apparent or modulation signal-to-noise

ratio (aSNR), which is treated in the manner of SNR values

in the Speech Transmission Index (STI)33 method to derive

a final, band-weighted, value of between 0 and 1. The proce-

dure was identical to that described in the baseline paper.9

Logistic mapping was performed after Taal et al.10 using

Eq. (3).

4. CSII

CSII was originally developed by Kates and Arehart21

for predicting the speech intelligibility of peak- or centre-

clipping distortions, such as those associated with hearing

aids. CSII assesses the coherence of the clean and degraded/

processed signals on the basis of the magnitude squared

coherence function. In later work, CSII was separated into

three separate indices, CSIIHigh, CSIIMid, and CSIILow, based

on the root mean square (rms) level of the signal envelope.34

The CSIIHigh index is associated with segments at or above

the overall rms level of the signal; the CSIIMid index, at or

up to 10 dB below the same level, and the CSIILow index,

from 10 to 30 dB below the level. Each Hanning windowed

frame of the signal envelopes is assigned to one of the three

amplitude regions. CSIILow and CSIIMid can be combined

linearly and transformed with a logistic function to derive a

fourth measure, termed I3. In this paper, as in the baseline

paper,9 the short-time CSII implementation32 was used in

which CSII is averaged over short-time segments of 30 ms

in length with a 25% window skip rate. In this paper, the

critical band weighting function of NCM and CSII was set

to ANSI S3.531 weighting for “Short Passages.” Preliminary

testing indicated that CSIILow performs poorly and CSIII3

performs no better than CSIIMid under the present experi-

mental conditions, and so are not considered further in this

paper.

The best fitting nonlinear function was found for

CSIIHigh and CSIIMid measures from the following set: the

original function used for STOI-based metrics [Eq. (3)], the

second function provided by Taal et al.35 as shown in Eq.

(4) and a linear fit.

f xð Þ ¼ 100

1þ axþ bð Þc : (4)

The prediction error indicated that Eq. (3) tended to per-

form as well as or better than these alternatives; hence, the

logistic function was also fit to the CSII metrics.

5. NSEC

Boldt and Ellis22 developed NSEC based on the correla-

tion of the envelopes of the original speech, x, and the

degraded speech, y, after T–F decomposition, frequency

equalisation, amplitude compression, and DC removal. In

this implementation, the energy envelopes are derived via a

16 channel Gammatone filterbank with center frequencies

from 80 to 8000 Hz, equally spaced on the ERB scale, and

with a window length of 0.08 s with a 50% overlap. For

more information, see Boldt and Ellis.22 The original map-

ping function proposed by the authors is given in Eq. (5).

However, Taal et al.36 obtained better performance with Eq.

(4). Hence, the latter function is applied to NSEC scores in

this paper, as in the baseline paper,9

f xð Þ ¼ 1

1þ e b�xð Þ=a
: (5)

6. NI-STOI

NI-STOI18 is a non-intrusive variant of the STOI algo-

rithm in which clean speech envelopes are estimated from

the degraded/processed signal envelopes. In the method

applied here, the true clean speech signal is used only to

determine which frames contain speech via a voice activity

detector. A faint noise signal is added to the degraded signal

to allow NI-STOI to predict the intelligibility of signals

“where aggressive speech processing renders the presented

signal almost inaudible” (Andersen et al.,18 p. 5086).

Further details are available in Andersen et al.18

D. Evaluation procedures

The experiment conducted evaluates the effectiveness of

objective measures for the prediction of ideal TFS-processed

speech intelligibility with reference to the clean signal by

comparing predicted and measured intelligibility scores.

These measures are compared on the basis of summary statis-

tics such as minimum and maximum values, correlation coef-

ficients, estimates of the prediction error, and estimates of

metric bias and reliability. The distribution of metric values

relative to intelligibility scores is also considered.

The figures of merit included Pearson’s product-

moment (q) and Kendall’s tau (s) correlations between the

metrics and intelligibility scores, and the standard deviation

of the prediction error (re). As in the baseline paper,9 the

prediction error was calculated as re ¼ rd

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2

p
where

rd is the standard deviation of the percentage words correct.

Figures of merit q and re are applied to the mapped objec-

tive scores, while s is rank based and therefore independent

of the mapping.
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To compute metric bias, b, the measured scores, v, were

subtracted from the corresponding predicted scores, w.

Similarly, the mean bias, �b, was calculated according to Eq.

(6), where N is in this case the number of measured scores,

b ¼ 1

N
�
X

w� vð Þ: (6)

Predicted scores are mapped metric values, multiplied by

100 if a fraction. In boxplots of the prediction bias for each

metric, the interquartile range, indicated by the length of the

box, and the length of the box whiskers indicate the reliability

of the predictions, with smaller boxes or shorter whiskers indi-

cating higher reliability. The position of the box plus whiskers,

and especially the horizontal line marking the median, indi-

cates overall prediction bias, with positions above the zero

line indicating metrics that overpredict intelligibility, and posi-

tions below the zero line indicating underprediction.

Logistic regression models were fitted via the glm function

in R v.3.5.137 with percentages of words identified correctly

(measured intelligibility scores) expressed as the number of

words correctly identified (“successes”) and the number of

words incorrectly identified (“failures”) and with talker gender,

and SNR and filter condition and their interaction, as fixed

effects. The model was chosen based on nested model compari-

sons using likelihood ratio tests with a Chi-squared test statistic.

The resulting logistic regression model can be described

as shown in Eq. (7) where SNR is treated as a discrete vari-

able, Filter indicates filter condition (non-HPF¼ 0,

HPF¼ 1), and Gender indicates talker gender (male¼ 0,

female¼ 1). The reference levels were SNR ¼ –5 dB, non-

HPF and male. As nested model comparisons using likeli-

hood ratio tests indicated that there was an interaction of

SNR and filter, and therefore to provide statistical informa-

tion about the effects of the filter at each SNR, it was neces-

sary to limit the number of SNR levels to be included in the

model (due to complexity of interpretation and limited

space). As median intelligibility scores at SNR < –17 dB

were zero, only SNR levels equal to or greater than –17 dB

were included in the model. The Tukey method was used to

conduct post hoc pairwise tests of SNR and filter. Adjusted

p values were calculated using the Bonferroni method.

Random effects were not incorporated into the model for

reasons of interpretability (i.e., so that the coefficients did

not have an interpretation conditional on the random

effects). Note that the reduced range of SNRs from –17 to

–5 dB is used only in the logistic regression model,

logit pð Þ ¼ b0 þ b1SNRþ b2Filter þ b3Gender

þ b4SNR � Filter þ e: (7)

III. RESULTS

A. Word recognition scores

Figure 2 shows the intelligibility scores for each mask-

ing algorithm, IBM with LC¼ 0 and IRM, expressed as

words identified correctly per word list by each listener per

talker, SNR, and filter condition. Noisy speech medians9 for

male and female talkers are also shown in the figure to indi-

cate the effect of the IBM or IRM.

Scores for noisy speech were close to 0% below

–11 dB, with a speech reception threshold (associated with

intelligibility scores of 50%) close to –5 dB. The size of the

intelligibility gains, in terms of the difference between noisy

and enhanced speech medians, tended to be largest for IBM

LC¼ 0 at SNRs between –11 and –8 dB. Below SNR
¼ –11 dB, mask density (defined as the number of ones in

the mask as a proportion of the total number of values)

was< 5%. For the IBM with LC¼ 0 condition, there was a

linear relationship between mask density and intelligibility

scores, such that a decrease in density was associated with a

decrease in intelligibility. For the IRM, the size of the gains

tended to be constant with SNRs between –29 and –11 dB

and then gradually decreased as the SNR increased from

–11 to –5 dB. The IRM gave consistently high numbers of

words correctly identified compared to the IBM. For exam-

ple, performance at SNR � –20 dB improved from 0% to

5% with IBM LC¼ 0 to close to 100% correct when the

IRM was applied. As is evident in Fig. 2, unlike the IBM

with LC¼ 0, the performance of the IRM did not depend on

SNR. As the percentages of words correctly identified for

the IRM are close to 100%, in this paper, analysis of the

metrics is confined to the IBM mask type only.

For the IBM with LC¼ 0, a logistic regression model was

fit to the intelligibility scores. This was expressed as successes

and failures out of trials with SNR, filter condition, talker gen-

der, and the interaction of SNR and filter condition as fixed

effects. The reference conditions were –5 dB SNR, the non-

HPF condition, and male talker gender. The results are shown

in Table I. There was an effect of SNR such that when moving

from –5 to –8 dB SNR, there was a 0.62 decrease in the log

odds (O¼ 0.54) of identifying a word correctly, and the

decrease in the log odds became larger as the SNR decreased,

as would be expected. There was a main effect of filter on

intelligibility scores such that the HPF was beneficial to intel-

ligibility when the SNR was –5 dB; there was an estimated

0.27 increase in the log odds of identifying a word correctly

(O¼ 1.31). However, the benefit of the HPF tended to be

more apparent for male talkers than female talkers. There was

a main effect of talker gender such that, at the reference level

of SNR ¼ –5 dB, there was a slight decrease in the odds of

identifying a word correctly when the talker was female

(O¼ 0.73). However at –14 and –17 dB SNR, there was no

observable difference between talker genders.

The HPF tended to improve intelligibility at SNRs

between –11 and –5 dB for male talkers and –8 and –5 dB for

female talkers. However, the use of the HPF was detrimental

at lower SNRs ( –14 and –17 dB SNR). A likelihood ratio test

of nested models with and without the interaction of SNR and

the filter HPF condition was significant (p< 0.0001). To eval-

uate the interaction, post hoc Tukey tests were run with p values

adjusted for the number of comparisons. In this context, the

concern is whether at a given SNR there is an effect of

the HPF. At all SNRs considered in the model except –5 dB,
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the log odds of identifying a word correctly were lower in the

HPF condition than in the non-HPF condition, with the log

odds decreasing as the SNR is lowered.

The result for SNR ¼ –5 dB has already been reported.

At SNR ¼ –8 and –11 dB, there is no difference between fil-

ter conditions (p¼ 1). At SNR ¼ –14 dB, the log odds

decreased by 0.35 (SE¼ 0.08, z ¼ –4.57, p< 0.001). At

SNR ¼ –17 dB, the log odds decreased by 0.64 (SE¼ 0.13, z
¼ –4.97, p< 0.0001). In sum, the HPF does not improve the

intelligibility of speech mixed with WGN and processed by

an IBM with LC¼ 0 at –17� SNR � –8 dB. The approxi-

mate R2 derived from the full model deviance and the null

model deviance is 0.62.

B. Objective intelligibility metric results

Table II provides a summary of the metric statistics for

the IBM mask type only. All metrics except STOI extend

FIG. 2. (Color online) Boxplots of speech intelligibility scores for IBM with LC¼ 0 (upper plots) and IRM (lower plots). Corresponding noisy speech

medians are shown as red squares for male talkers and red diamonds for female talkers (including the value of 0% words correctly identified at SNR
¼ –29 dB, which is extrapolated from the value of 0% at SNR ¼ –26 dB using shape-preserving piecewise cubic interpolation). At each SNR, the

boxes that correspond to male and female talkers are shown on the left, and right, respectively.

TABLE I. Logistic regression model output for WGN mixed with speech at

SNRs between –17 and –5 dB inclusive and processed by an IBM with

LC¼ 0. The interaction of SNR and Filter is discussed in Sec. III A.

Estimate Odds SE z p

(Intercept) 0.31 1.36 0.04 8.12 <0.0001

–17 dB SNR –3.00 0.05 0.08 –35.27 <0.0001

–14 dB SNR –1.94 0.14 0.06 –31.34 <0.0001

–11 dB SNR –1.32 0.27 0.05 –24.17 <0.0001

–8 dB SNR –0.62 0.54 0.05 –12.22 <0.0001

Filter HPF 0.27 1.31 0.05 5.29 <0.0001

Talker female –0.31 0.73 0.03 –11.22 <0.0001

TABLE II. Summary of metric statistics for the non-HPF and HPF condi-

tions for the IBM mask type only.

Metric Minimum Median Mean Maximum Interquartile range Range

STOI 0.25 0.60 0.60 0.98 0.27 0.73

STOIþ 0 0.52 0.48 0.88 0.39 0.88

ESTOI –0.09 0.21 0.25 0.73 0.44 0.81

NCM 0 0.45 0.46 0.90 0.35 0.90

CSIIHigh 0 0.47 0.44 0.85 0.42 0.85

CSIIMid 0 0.16 0.20 0.56 0.33 0.56

NSEC 0.09 0.71 0.66 0.92 0.26 0.83

NI-STOI 0.07 0.85 0.82 0.92 0.07 0.85
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down to approximately zero, while STOI extends down to

0.25 for these data. CSIIMid and STOI have the smallest

ranges at 0.56 and 0.73, while STOIþ, ESTOI, NCM,

CSIIHigh, NSEC, and NI-STOI have a range of 0.8–0.9. NI-

STOI has the smallest interquartile range of 0.07.

For the IBM mask type, the distribution of metric val-

ues according to intelligibility scores is shown in Fig. 3 for

STOI and STOIþ, Fig. 4 for ESTOI and NCM, Fig. 5 for

CSIIHigh and CSIIMid, and Fig. 6 for NSEC and NI-STOI.

The logistic function parameter values are reported within

FIG. 3. (Color online) IBM with LC¼ 0: scatterplots of STOI and STOIþ by intelligibility scores with fitted lines deriving from the rotationally symmetric

logistic function.

FIG. 4. (Color online) IBM with LC¼ 0: scatterplots of ESTOI and NCM by intelligibility scores with fitted lines deriving from the rotationally symmetric

logistic function.
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the figures; these values and their confidence intervals are

provided in the Appendix (Tables IV and V).

In previous work by the authors on noisy speech,9 there

were found to be discontinuities in the relationship between

the values of two metrics, NCM and CSIImid, and intelligi-

bility scores; however, these are not evident for the IBM

with LC¼ 0. There are no obvious discontinuities in the

relationship between metric values and intelligibility scores

for any of the metrics shown in Figs. 3–6. There is evidence

of a problem with the STOI metric in Fig. 3 where there are

intelligibility scores of 0% associated with STOI d values of

close to 1 in the HPF condition. These data points increase

FIG. 5. (Color online) IBM with LC¼ 0: scatterplots of CSIIHigh and CSIIMid by intelligibility scores with fitted lines deriving from the rotationally symmet-

ric logistic function.

FIG. 6. (Color online) IBM with LC¼ 0: scatterplots of NSEC and NI-STOI by intelligibility scores with fitted lines deriving from the rotationally symmet-

ric logistic function.

3466 J. Acoust. Soc. Am. 152 (6), December 2022 Simone Graetzer and Carl Hopkins

https://doi.org/10.1121/10.0016494

D
ow

nloaded from
 http://pubs.aip.org/asa/jasa/article-pdf/152/6/3458/16532547/3458_1_online.pdf

https://doi.org/10.1121/10.0016494


the shallowness of the slope of the fitted line relative to the

non-HPF condition. This pattern is not observed for STOIþ.

The relationship between metric value and percentage of

words correctly identified is similar for STOIþ (Fig. 3) and

ESTOI and NCM (Fig. 4). Aside from STOI, those metrics

that have a higher centre value in the logistic function (i.e.,

b> 0.6), tend not to extend down to zero in the non-HPF

condition. As shown in Fig. 6, NI-STOI has the steepest

slope and the highest centre values, with a long left tail of

zero values in the HPF condition. This pattern may have

negative implications, at least when the range of metric val-

ues is large, as in the case of the HPF condition. This is,

first, because there may be an expectation that the whole

range from 0 to 1 will be used, and that values along that

scale will respond to a simple intelligibility rating, e.g.,

“bad,” “fair,” or “good,” as in the case of STI. However,

mapping potentially avoids the need for a metric to span

from zero to one. Second, as the slope of the fitted line is

extremely steep (as is reflected in the very small interquar-

tile range), prediction of a single intelligibility score given a

single metric value may be difficult.

Conventional figures of merit—correlation coefficients

(q, s) and the standard deviation of the prediction error

(re)—are reported for IBM LC¼ 0 in Table III. For q, 95%

confidence intervals are reported to allow the identification

of significant differences between metrics.

In the non-HPF condition, for male speakers, CSIIHigh

does not perform as well as NCM or CSIIMid, while the

other metrics perform similarly. For female speakers, NSEC

does not perform as well as STOI, ESTOI, NCM, CSIIHigh,

and CSIIMid or NI-STOI, while STOI and STOIþ do not

perform as well as NCM (although there is only a difference

of 0.02 in Kendall’s s); NCM and ESTOI perform similarly.

In the HPF condition, for male speakers, STOIþ,

ESTOI and NSEC perform similarly well and greatly

outperform STOI. For female speakers, STOIþ, ESTOI,

NCM and NI-STOI perform similarly well, and greatly out-

perform STOI. In this condition, STOI performs less well

than the other metrics both for male and female speakers

due to an overestimation of the intelligibility of HP-filtered

speech mixed with WGN at very low SNRs (Fig. 3).

However, STOIþ, which excludes the normalisation and

clipping procedures, performs as well as other metrics, i.e.,

q confidence intervals overlap. Likewise, ESTOI performs

well.

With regard to metric bias and reliability, in the HPF

condition, STOI is positively biased and highly unreliable

(Fig. 7). The STOIþ median bias is closer to 0% than the

median biases of STOI, ESTOI, NCM, and CSIIMid. The

performance is similar for STOIþ, NSEC, and NI-STOI.

Across both filter conditions, STOIþ, NCM, and NI-STOI

have a relatively small bias and high reliability, with a

median close to zero and relatively small interquartile

ranges. Of the three intrusive STOI metrics, STOIþ has the

smallest bias.

IV. DISCUSSION

While the use of the IRM algorithm resulted in scores

close to 100% for all SNRs between –29 and –5 dB, IBM

LC¼ 0 resulted in limited intelligibility gains for SNRs at

and below –17 dB. In fact, median intelligibility scores were

0% below –17 dB SNR. The results presented here support

the claim7 that soft masks and continuous gain functions

result in speech with higher intelligibility than binary masks.

They are also consistent with the finding by Kjems et al.38

that when LC¼ 0, the intelligibility of binary-masked

speech will decrease as the SNR decreases.

Regarding the use of a high-pass filter, at all SNRs

except –5 dB, the filter applied in the present study provided

no significant benefit to intelligibility. At SNR ¼ –14 and

TABLE III. Figures of merit for objective metrics for male and female talkers. For q, CIl indicates the lower bound of the 95% confidence interval, while

CIu indicates the upper bound of the same. Boldface is used to indicate the better performing metrics within a given condition.

Males Females

q (CIl–CIu) s re q (CIl–CIu) s re

Non-HPF STOI 0.85(0.81–0.88) 0.75 11.83 0.86(0.83–0.89) 0.73 10.1

STOIþ 0.86(0.82–0.89) 0.75 11.61 0.86(0.82–0.89) 0.73 10.13

ESTOI 0.88(0.85–0.91) 0.75 10.64 0.91(0.88–0.93) 0.76 8.49

NCM 0.89(0.86–0.92) 0.76 10.26 0.91(0.89–0.93) 0.75 8.27

CSIIHigh 0.82(0.77–0.86) 0.73 12.92 0.88(0.85–0.91) 0.73 9.41

CSIIMid 0.89(0.86–0.92) 0.77 10.19 0.89(0.86–0.91) 0.72 9.18

NSEC 0.88(0.85–0.91) 0.74 10.58 0.79(0.73–0.83) 0.65 12.33

NI-STOI 0.88(0.85–0.91) 0.75 10.57 0.90(0.87–0.92) 0.75 8.79

HPF STOI 0.61(0.52–0.69) 0.50 19.56 0.37(0.25–0.48) 0.26 21.45

STOIþ 0.93(0.91–0.94) 0.76 9.24 0.95(0.93–0.96) 0.76 7.35

ESTOI 0.93(0.91–0.94) 0.75 9.18 0.95(0.93–0.96) 0.77 7.26

NCM 0.92(0.90–0.94) 0.75 9.73 0.96(0.95–0.97) 0.76 6.53

CSIIHigh 0.90(0.87–0.92) 0.74 10.89 0.93(0.91–0.95) 0.75 8.39

CSIIMid 0.92(0.89–0.94) 0.75 9.89 0.90(0.87–0.92) 0.74 10.21

NSEC 0.93(0.90–0.94) 0.75 9.28 0.93(0.91–0.94) 0.75 8.58

NI-STOI 0.92(0.90–0.94) 0.75 9.73 0.96(0.95–0.97) 0.77 6.11
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–17 dB, the lower intelligibility scores for the HPF condition

compared to the non-HPF condition reflect the fact that at

these low SNRs, when processed by IBMs with LC¼ 0,

HPF signals consist of isolated short bursts of high fre-

quency energy, musical noise, and less energy than

non-HPF signals. This is because mask density is low. At

SNR ¼ –5 dB, any intelligibility gains in the HPF relative to

the non-HPF condition are likely to be due to the preserva-

tion of high, as well as low to mid, frequency energy in the

enhanced signal.

In the present study, logistic regression modelling indi-

cated that speech intelligibility for signals processed by

IBM LC¼ 0 was lower for female than male talkers at the

reference SNR of –5 dB, but this difference was not apparent

at SNR ¼ –17 dB. The reason for this is not known but in

the baseline study, when no speech enhancement method

was applied, speech intelligibility was slightly higher for

female than male talkers at the lower SNR of –17 dB.

The performance of STOI in predicting speech intelligi-

bility at low mixture SNRs was evaluated and compared

with that of other STOI-based intrusive metrics, STOIþ and

ESTOI, in addition to NCM, CSIIHigh, CSIIMid, NSEC, and

NI-STOI. STOIþ outperformed STOI for the HPF condition

using IBM with LC¼ 0 and performed similarly to more

complex metrics, NCM and CSIIMid. STOIþ performed par-

ticularly well relative to other metrics when the speech was

HP-filtered, both in terms of conventional figures of merit

and in terms of prediction bias and reliability. However, in

the non-HPF condition, STOI and STOIþ performed simi-

larly. NI-STOI also performed well on conventional figures

of merit across filter conditions, despite the fact that it has

no access to the clean reference signal except in voice activ-

ity detection. The reason for the poor performance of STOI

in the HPF condition is evident in Fig. 3: STOI overesti-

mates the intelligibility of some signals associated with 0%

words correctly identified. This occurs when the application

of the binary mask results in zero energy within a large

number of frequency bands and regions because, due to the

normalisation and clipping procedure, in these bands and

regions, x is correlated with itself. The present and baseline

studies indicate that when predicting speech intelligibility

for normal-hearing listeners both before and after mask-

based speech enhancement, if mixture SNRs are relatively

low, STOIþ, ESTOI, and NCM would be a suitable choice

of objective metric. An advantage of ESTOI is that it can be

applied to speech mixed with both modulated and unmodu-

lated noise sources.16

Taal et al.10 assessed STOI with IBMs using only 15

listeners and speech material from a single female Danish

talker. Previous studies typically used one to three, and at

most five, SNRs per noise type. In contrast, the present study

used recordings of 12 British English talkers with nine

SNRs ranging from –29 to –5 dB, with 24 listeners.

However, as only WGN is considered, caution should be

taken in extending the findings to fluctuating and/or narrow-

band noise sources.

FIG. 7. (Color online) Prediction bias and reliability for the eight different metrics across talkers and SNRs for non-HPF (left) and HPF (right) speech

enhanced by an IBM mask with LC¼ 0. The bias is typically positive, except for NSEC.
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V. CONCLUSIONS

Two ideal masking algorithms—IBM LC¼ 0 and

IRM—have been evaluated using listening tests with

normal-hearing listeners. The commonly used IBM with

LC¼ 0 performs poorly relative to the IRM for WGN and

SNRs at and below –17 dB. The results for the IRM demon-

strated large improvements in intelligibility over IBM with

LC¼ 0 even at very low SNRs, i.e., –26 and –29 dB.

It was demonstrated that emphasising the higher frequen-

cies of speech by means of a high-pass filter prior to mixing

with WGN can make the speech more audible, hence intelligi-

ble, at these frequencies when SNR is relatively favourable, at

SNR ¼ –5 dB. However, when the mask density is very low,

the IBM-processed signal is sparse, and intelligibility scores

are low regardless of whether the filter has been applied.

When signals were high-pass filtered before mixing

with WGN at low mixture SNRs and processed with IBM

LC¼ 0, STOI overestimated intelligibility while STOIþ and

ESTOI performed relatively well, as did NCM. However,

caution should be taken when choosing intelligibility met-

rics to ensure that the metric has been validated for a spe-

cific, or at least similar, condition.
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APPENDIX

The logistic function parameter values are reported

within the figures; these values and their confidence inter-

vals are provided in Tables IV and V.

TABLE IV. Free parameters for the logistic mapping of STOI, STOIþ, ESTOI, NCM, CSIIHigh, CSIIMid, and NI-STOI with 95% confidence intervals.

Males Females

a b a b

Non-HPF STOI –12.94 10.42 –11.67 9.70

(–14.76 to –11.12) (9.02–11.81) (–13.27 to –10.06) (8.45–10.95)

STOIþ –11.97 9.54 –10.82 8.94

(–13.62 to –10.32) (8.30–10.78) (–12.33 to –9.31) (7.78–10.10)

ESTOI –7.14 4.21 –7.55 4.81

(–8.01 to –6.27) (3.75–4.68) (–8.40 to –6.70) (4.33–5.29)

NCM –10.12 7.58 –10.47 8.20

(–11.32 to –8.92) (6.73–8.42) (–11.62 to –9.31) (7.35–9.05)

CSIIHigh –10.15 8.17 –12.86 10.51

(–11.80 to –8.49) (6.93–9.41) (–14.52 to –11.21) (9.24–11.79)

CSIIMid –9.52 4.50 –8.99 4.56

(–10.65 to –8.40) (4.01–4.98) (–10.04 to –7.94) (4.09–5.03)

NI-STOI –64.91 58.20 –60.68 54.61

(–72.50 to –57.31) (51.45–64.95) (–67.31 to –54.05) (48.71–60.51)

HPF STOI –6.35 5.57 –3.22 3.74

(–7.89 to –4.80) (4.41–6.73) (–4.59 to –1.85) (2.74–4.74)

STOIþ –9.64 7.24 –10.24 7.28

(–10.67 to –8.62) (6.49–7.98) (–11.16 to –9.33) (6.66–7.91)

ESTOI –7.36 4.28 –9.18 5.11

(–8.10 to –6.62) (3.87–4.70) (–10.00 to –8.35) (4.67–5.54)

NCM –8.44 6.40 –10.71 7.83

(–9.34 to –7.53) (5.74–7.05) (–11.57 to –9.85) (7.23–8.44)

CSIIHigh –9.28 6.03 –12.43 7.83

(–10.45 to –8.11) (5.31–6.76) (–13.79 to –11.07) (7.00–8.66)

CSIIMid –9.37 3.94 –10.81 4.59

(–10.36 to –8.37) (3.55–4.34) (–12.16 to –9.46) (4.05–5.13)

NI-STOI –54.91 (–61.66 to –48.16) 49.35 (43.31–55.38) –66.82 (–72.06 to –61.58) 60.08 (55.39–64.77)

TABLE V. Free parameters for NSEC logistic mapping with 95% confidence intervals. Confidence intervals are not provided for c as these are unrealistic

(one exception is males with non-HPF).

Males Females

a b c a b c

Non-HPF 0.95 (–3.49–5.40) 0.19 (–3.59–3.97) –22.79 (–133.21–87.64) 0.05(–5.37–5.48) 0.95 (–3.75–5.66) –298.24

HPF 0.06 (–4.83–4.96) 0.95 (–3.31–5.20) –398.16 0.01(–5.02–5.04) 0.99 (–3.26–5.24) –2282.17
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