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Phishing involves malicious activity whereby phishers, in the disguise of legitimate entities, obtain illegitimate access to the victims‘ 
personal and private information, usually through emails. Currently, phishing attacks and threats are being handled effectively through 

the use of the latest phishing email detection solutions. Most current phishing detection systems assume phishing attacks to be in 

English, though attacks in other languages are growing. In particular, Arabic is a widely used language and therefore represents a 

vulnerable target. However, there is a significant shortage of corpora that can be used to develop Arabic phishing detection systems. 

This paper presents the development of a new English-Arabic parallel phishing email corpus that has been developed from the anti-

phishing share task text (IWSPA-AP 2018). The email content was to be translated, and the task had been allotted to 10 volunteers who 

had a university background and were English and Arabic language experts. To evaluate the effectiveness of the new corpus, we 

develop phishing email detection models using Term Frequency–Inverse Document Frequency (TF-IDF) and Multilayer Perceptron 

using 1258 emails in Arabic and English that have equal ratios of legitimate and phishing emails. The experimental findings show that 

the accuracy reaches 96.82% for the Arabic dataset and 94.63% for the emails in English, providing some assurance of the potential 

value of the parallel corpus developed. 

CCS CONCEPTS • Computing methodologies → Language resources; Phishing Emails Detection. 

Additional Keywords and Phrases: English–Arabic Parallel Corpus, Phishing Emails, Multilayer Perceptron, Term 

Frequency–Inverse Document Frequency. 

1 INTRODUCTION 

Phishing is a deceitful social engineering method. The act of phishing involves the use of electronic 

platforms for fraudulent access to sensitive data and information (including usernames, passwords and credit 

card information) with the intention of abusing this sensitive data for personal benefits. The culprit usually 

pretends to be a reliable party. Phishing activities mainly involve email spoofing and text messaging, which 

are meant to deceive the users. The phisher-generated email or message directs users to a fake website 

disguised as a legitimate one wherein users are coerced to provide their personal information [1]. Currently, 

phishing attacks and threats are handled through the use of the latest phishing email detection solutions that 

are developed using a corpus. 
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Data in a corpus can be in one or multiple languages (e.g. parallel corpora). Arabic and English are both 

popular languages used extensively across the globe. Arabic enjoys the status of the official language in over 

20 countries. Arabic encompasses many different dialects of the Central Semitic languages. English is 

popularly recognised as the principal language used in business and education and establishes a common 

communication link between people speaking different languages. Two of the six official languages of the 

United Nations are Arabic and English [2]. 

The significance of language corpora in Natural Language Processing (NLP), specifically for Machine 

Translation (MT), has increased in recent years. Corpus enables the researchers to achieve better results 

during the training of statistical-based language modelling. Statistical-based MT systems can be developed 

with the help of large-scale parallel corpora. There are various applications of parallel corpora. For instance, 

they can be applied to train sequence-to-sequence paraphrasing models. These corpora are also helpful 

during summarisation, machine translation, text simplification and various paraphrastic tasks. Besides, model 

training, parallel corpora are applied in information retrieval, question answering and other analysis tasks. 

Keeping in view the current shortage of parallel English–Arabic phishing emails, this paper develops a new 

English–Arabic parallel corpus.  

The rest of this paper is organised as follows. Section 2 highlights the features of the Arabic Language 

that make it different from English, Section 3 presents the related work on Arabic-English Corpora, and 

Section 4 presents how the new corpus was created.  Sections 5 to 7 present the experimental settings, 

features used, and result and evaluation, Section 8 concludes the paper. 

1.1 Arabic: A Global Language 

For over 400 million people in the world, the primary language spoken is [3], [4]. Over the years, much 

advancement has been made for Arabic-related computing research and applications. Specifically, a large 

number of individuals use the Arabic language for Internet access [5]. There are several users who only 

speak the Arabic language and nothing else, which is why they are unable to comprehend vast amounts of 

the English data present [6]. Furthermore, there has been a worldwide expansion of interest within Arabic 

nations in terms of economics, politics, culture and other aspects. Since the Arabic speakers are in large 

numbers and English holds a significant importance, it is necessary that the language translation be carried 

out using high-quality parallel corpora. Yet, MT is faced with challenges due to the structural difference 

amongst the languages. As compared to the European languages, Arabic needs separate treatment since it has 

an exclusive morphology, and as indicated in Table 1, in terms of graphology features, English and Arabic 

are quite different. 
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Table 1: The difference between English and Arabic. 

 English Arabic 

Connection Usually, diagonal strokes link each character to 

the next  

In Arabic letters, the baseline is connected 

with horizontal strokes 

Character versions  Characters have limited shape variations in 

English 

According to their relative position in the 

word, Arabic letters might have up to four 

distinct shapes 

Capitalisation Yes No 

Direction Follows the left-to-right direction in 

reading/writing  

Follows the right-to-left direction in 

reading/writing  

Features  English-writing has a specific geometrical feature  The letters or segmented sub-letters are 

different from the segments in English 

Gender differentiation No differentiation Verb and sentence structure  

Language codes en | eng ar | arb 

Plural forms  Singular and plural  Singular, dual and plural  

Position of Adjective Before the noun After the noun 

Place with most 

speakers 

The United States of America Egypt 

Segmentation  Handwriting can be segmented into different 

letters or sub-letters using any analytical 

segmentation method 

The letters or segmented sub-letters vary 

from those in English 

Size of alphabet 26 letters  28 letters  

Types of sentences Verbal  Nominal and verbal 

Total speakers 1.348 billion 274 million 

1.2 Arabic–English parallel corpora 

Recently, Arabic researchers have been focusing extensively on parallel corpora. The awareness about the 

importance of parallel corpora among masses has also elevated. However, there are not many Arabic–
English parallel corpora available in the literature. Research indicates ([7], p. 327) that the shortage of these 

corpora may be attributed to the limited availability of financial and material resources and the prevailing 

uncertainty of the concerned authorities about the effectiveness and significance of corpora. Among the most 

prominent English–Arabic corpora projects is ―the English–Arabic Parallel Corpus of the United Nations 

Texts (EAPCOUNT)‖, based on 341 paragraph-aligned texts [8]. A compilation of a couple of sub-corpora, 
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it includes 5,392,491 words. One subset includes English content in original form, while the other includes 

the corresponding Arabic translations. The corpus was developed by compiling textual content from UN 

resolutions and annual reports and texts extracted from the literature issued by international institutions [8]. 

Likewise, another such project was sponsored by the European Commission whereby the experts at the 

Language Technology Lab in Germany developed a multilingual parallel corpus, MultiUN [9]. This 300-

million word long parallel corpus was actually a compilation of chunks of data obtained from the UN 

documents issued at the UN‘s official website during the period from 2000 to 2009 (see [9]). Another 

parallel corpus, namely the Open Parallel Corpus (OPUS), was developed by Tiedemann (2012) [10], who 

offered it to be used as a free multilingual parallel corpus; he obtained online translated texts and compiled 

them into the corpus. OPUS allowed parallel as well as monolingual data to be processed through its open-

source tools; it also facilitated the research process by offering a number of search interfaces. The OPUS was 

developed on an automatic basis without involving any manual processing, as mentioned on the website. The 

European Union sponsored the development of a multilingual parallel corpus namely the EuroMatrix based 

on texts taken from the European Parliament proceedings; the extracted texts were originally in English and 

translated into Arabic and more languages. This EU-developed corpus contained 1.5 million Arabic words 

out of a total of 51 million words. This corpus intended to facilitate and support machine translation systems. 

Considering the corpus development in Arab countries, experts at the Kuwait University obtained extracts of 

Arabic translations from the book series ―World of Knowledge‖ and compiled it to formulate a parallel 
corpus; this book series was issued in Kuwait by the National Council for Culture, Arts and Letters 

(NCCAL). There were a total of 3 million words in this corpus; the corpus could only be accessed and used 

by staff and students associated with the Kuwait University, specifically those enrolled for the lexicography 

and translation programs [7]. A number of projects of parallel corpora (including the Arabic language 

projects) had been initiated by the Linguistic Data Consortium (LDC). GALE Phase 2 Arabic Broadcast 

News Parallel Text is among their prominent projects containing data obtained and recorded under the 

LDC‘s supervision. The data contained extracts of news aired from 2005 to 2007 in the form of Arabic 

source texts with its English translations. There were 60 source-translation document pairs containing 42,089 

Arabic source text words with corresponding English translations in the corpus (See [11]). Moreover, the 

LDC automatically incorporated texts from a couple of monolingual corpora, including the Arabic Gigaword 

Second Edition (LDC2006T02) and English Gigaword Second Edition (LDC2005T12) to come up with 

Arabic-English Automatically Extracted Parallel Text. This corpus was based on Chinese and French new 

articles issued by the Xinhua News Agency (Chinese) and Agence France-Presse (French). There were 

1,124,609 sentence pairs in the corpus with about 31 million English words (See [11]). Another multilingual 

corpus was developed at UMIST by [12]. The corpus contained texts pertaining to IT in the English language 

with Arabic and Swedish translational corpora. There were 1 million tokens of Arabic text and 2.7 million 

tokens of Swedish text. The IT content was extracted from multilingual IT websites and included guides and 

manuals meant for instructing the users of computer systems, hardware, and software. The corpus can only 

be used by researchers after obtaining prior copyright approval, as it cannot be freely accessed by the public. 

The Qatar Computing Research Institute also executed the corpus of AMARA [13], [14] that extracted data 

from educational platforms like Technology, Entertainment, and Design (TED) and the Khan Academy in 

the form of video captions developed by the community. The corpora contained both Arabic (2.6 million) 

words and English (3.9 million) words. This corpus was designed for the machine translation of data. The 
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corpus was equipped with an editor which allowed the generation of subtitles (see [15]). Data including 27.8 

million Arabic words and 30.8 million English words for a parallel corpus was collected by [16]. He 

extracted data from the Al-Hayat newspaper and the OPUS corpus. The corpus was anticipated to facilitate 

researchers exploring machine translation. Similarly, Hassan and Atwell (2016) [17] compiled about 2 

million holy words of the Prophet Mohammad (Peace Be Upon Him) to develop a Hadith corpus in Arabic 

with translations in multiple languages of English, French, and Russian.  

The main issue is the limited number of publicly available text corpora [18]–[20] for phishing email. 

Recently, it has become common to devise linguistic tools on the basis of parallel corpora (i.e. Tokenizer, 

Part-of-Speech (PoS) Taggers, Stemmers, Lemmatizers, Named Entity Recognition (ENR)). Similarly, the 

parallel corpora and parallel text processing are characterised with limited representation of the Arabic 

language. This research mainly intends to develop an English–Arabic parallel phishing email corpus created 

from the English and Arabic text provided by the leading security and privacy analytics anti-phishing shared 

task (IWSPA-AP 2018) to address the issue of a lack of superior quality English/ Arabic parallel texts; this 

was quite helpful for the researchers, since the absence of parallel corpus left the researchers with no choice 

but to resort to manual translations that proved to be inaccurate and involved lengthy procedures [21]. 

Additionally, most available corpora were not feasible to be used by students and researchers due to their 

high cost and lower quality. Hence, the research mentioned in this study was particularly aimed at coming up 

with a parallel corpus to fulfil the needs of the researchers intending to design statistical translation software 

who required parallel corpora for the training of statistical models. Hence, the success of corpora being 

proposed in this study is expected to bridge this gap and provide a cheap and effective alternative to those 

who fail to afford the expensive data. Table 2 presents the statistics about English–Arabic parallel corpus, 

including the amount of Arabic and English words for both phishing and legitimate e-mails. 

Table 2: English–Arabic parallel corpus for email phishing. 
Language Type Total 

Legitimate emails Phishing emails 

Arabic Words 24138 18262 42400 
English Words 23554 18079 41633 

Total 47692 36341 84033 

2 ARABIC-ENGLISH PHISHING EMAIL CORPUS 

In this section, we will describe how the Arabic-English Phishing Email Corpus has been created. 

2.1 Dataset description 

This paper presents the development of a new English-Arabic parallel phishing email corpus that has been 

developed from the anti-phishing share task text (IWSPA-AP 2018) corresponded with the 8th ACM 

Conference on Data and Application Security and Privacy in detecting phishing email through an anti-

phishing shared task [22], which is a common practice associated with machine learning and text analysis in 

the area of cybersecurity. The organisers of (IWSPA-AP 2018) [EDMB+18] provided the email corpus. 

Researchers in [23]–[32] evaluated their models by using IWSPA-AP 2018 dataset. The point of the anti-

phishing shared undertaking is to assemble a classifier to differentiate phishing emails from spam and 

authentic email. The two sub-tasks can be accommodated within unconstrained categories, which implies 
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that members undertaking training may use any other external corpus. The anti-phishing shared tasks involve 

two sub-tasks: the first one is associated with the testing of emails with a header, while the second is 

associated with the testing of emails without a header. The descriptive statistics of training and testing email 

corpus related to these tasks are summed up in Table 3 and Table 4 

Table 3: Training email corpus details. 

Training Dataset Legitimate Spam Total 

With header 4082 501 4583 

Without header 5088 612 5700 

Table 4: Testing email corpus details. 

Training Dataset Data Samples 

With header 4195 

Without header 4300 

2.2 Creating the Corpus 

The IWSPA-AP version 2.0 training dataset will be used by us in order to build the Arabic–English parallel 

corpus. There exists two approaches: (i) translation by making use of the free APIs provided by service 

providers as Google or Microsoft (ii) working from scratch for the translation of the English text. A good 

translation is not provided by the first technique because of the translation quality. Therefore, the second one 

is used in this work, i.e., translating from scratch with the aid of 10 volunteers who are English and Arabic 

language experts.  The 10 translators were divided into two groups, with one group translating and the other 

checking the translation for grammatical and spelling errors. The roles were then exchanged for the next 

batch and the process repeated until all the emails were translated. The translators were asked to make sure 

that: 

1) The Modern Standard Arabic language is followed. 

2) A valuable sentence is written, which must end using a period (.). 

3) Multiple phrases or words should not be typed. 

4) The speech style used should be polite, and punctuation marks must be correct. 

5) Factual data should only be provided when commenting on the email. 

6) One must not mention aspects which may occur in the future. 

7) Imagination and speculation shouldn‘t be present. 
8) Feelings related to the email scene should not be stated. 

9) Poetic style shouldn‘t be used excessively. 
10)Must not write the nationality, places or person names like American Flag or Washington City. 

11)All essential details to be mentioned and non-essential ones to be ignored. 

The translation and proofreading process took six months from 15 September 2021 through 15 March 

2022, 12 weeks, and 12 weeks for proofreading and quality control. Every month, 200 emails were translated 

and audited (100 legitimate emails and 100 phishing emails). In the first week of every month, 100 e-mails 

presented in an MS Word file were distributed equally to the ten volunteers, with ten new e-mails for each 
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volunteer (5 legitimate e-mails and 5 phishing e-mails).  In the first week of every month, the first group 

checks the emails translated by the second group, and the second group also checks the emails translated by 

the first group and ensures the level of the translated text. The sixth volunteer checks the emails translated by 

the first volunteer, while the seventh volunteer checks the emails translated by the second volunteer, and so 

on. The translator must complete the process of transferring the text and its content with all credibility and 

integrity. He should not delete or add anything on his own and according to his whims, and he can add some 

and a few margins for clarification if the translator wants this matter, and the translator should not highlight 

or show what his personal view is in the content of the text he is translating, as well as working to take into 

account the nature of the repeated words and their meaning. The process is repeated in the third and fourth 

weeks of every month. 

2.3 Judging the quality of the translation 

Figure 1 illustrates the process of translating texts from English to Arabic, including the quality control 

procedures taken. The following criteria are used to judge the level of quality of the translation process: 

1. Coherence of meaning and work to achieve consistency. 

2. Integration and Comprehensiveness. 

3. Matching the method. 

4. Grammar and spelling. 

Table 5 shows a sample of the translation correction process that includes checking the punctuation, 

rewording some sentences, and solving the ambiguity of some cultural expressions. Figure 2 also depicts a 

sample sentence taken from the corpus with sentence ID number as well as English and Arabic translations 

of the sample sentence. 

 

Figure 1: Human translation from English to Arabic. 
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Table 5: Examples of translation corrections. 

No. Source (English Text) Translation (Arabic Text) Corrected (Arabic Text) 

1 This is an urgent notice from the board 
of governors federal reserve bank 

washington DC. Open attached letter and 
read carefully and respond accordingly. 

 ϚϨΑ ϲψفΎحϣ سϠΠϣ Ϧϣ ϞΟΎϋ έΎόا اشάϫ
ΔϤλΎόϟا ϦτϨاشϭ ϲف ϲϟاέΪϴϔϟا ϲρΎϴΘح . ااحΘاف

.Ϛϟάϟ ΎϘفϭ ΐΠΘاسϭ ΔϳΎϨόΑ Ύϫأήϗاϭ ΔϘفήϤϟا ΔϟΎسήϟا 

 ϲψفΎحϣ  ΓέاΩ· سϠΠϣ Ϧϣ ϞΟΎϋ έΎόا ·شάϫ
 ϦτϨاشϭ ϲف ϲϟاέΪϴϔϟا ϲρΎϴΘااح ϚϨΒϟا

ΔϤλΎόϟا . Ύϫأήϗاϭ ΔϘفήϤϟا ΔϟΎسήϟح اΘاف
Ϛϟάϟ ΎًϘفϭ ΐΠΘاسϭ ΔϳΎϨόΑ.  

2 As part of our duty to strengthening our 
security and improving your overall mail 
experience, we have detected your mail 

settings is out of date. We want to 
upgrade all email account scheduled for 

today. To Complete this procedure, 
CLICK HERE to upgrade your account. 

If your settings is not updated today, 
your account will be inactive and cannot 

send or receive message any longer. 

 ΔΑήΠΗ ϦϴحسΗϭ ΎϨϨϣأ ΰϳΰόΗ ϲف ΎϨΒΟاϭ Ϧϣ ءΰΠϛ
 ϙΪϳήΑ ΕاΩاΪϋ· ϥأ ΎϨϔθΘϛا ،ΔϴϟΎϤΟاإ ϙΪϳήΑ

ΔϤϳΪϗ . ΪϳήΒϟا ΕΎΑΎحس ϊϴϤΟ ΔϴϗήΗ Ϊϳήϧ
اإϲϧϭήΘϜϟ اΓέήϘϤϟ اϡϮϴϟ. إάϫ ϝΎϤϛا اإήΟاء، 

ϚΑΎحس ΔϴϗήΘϟ ΎϨϫ ήϘϧا . ϚΗاΩاΪϋ· ثϳΪحΗ ϢΘϳ Ϣϟ اΫ·
 ϝΎسέ· ϪϨϜϤϳ اϭ ςθϧ ήϴغ ϚΑΎحس ϥϮϜϴفس ،ϡϮϴϟا

.ϥϵا ΪόΑ ΔϟΎسήϟا ϝΎΒϘΘاس ϭأ 

 ϥΎϣاأ ΰϳΰόΗ ϲف ϞΜϤΘϤϟا ΎϨΒΟاϭ Ϧϣ ءΰΠϛ
 ΎϨϔθΘϛا ، ϡΎϋ ϞϜθΑ ΪϳήΒϟا ΔΑήΠΗ ϦϴحسΗϭ

 ΕاΩاΪϋ· ϥأΔϤϳΪϗ ϚϳΪϟ ΪϳήΒϟا . ΔϴϗήΗ Ϊϳήϧ
 ΔϟϭΪΠϤϟا ϲϧϭήΘϜϟاإ ΪϳήΒϟا ΕΎΑΎحس ϊϴϤΟ

ϡϮϴϟا اάϬϟ . ΎϨϫ ήϘϧاء ، اήΟا اإάϫ ϝΎϤϛإ
ϚΑΎحس ΔϴϗήΘϟ . ϚΗاΩاΪϋ· ثϳΪحΗ ϢΘϳ Ϣϟ اΫ·

 ϪϨϜϤϳ اϭ ςθϧ ήϴغ ϚΑΎحس ϥϮϜϴفس ، ϡϮϴϟا
ϥϵا ΪόΑ ϞئΎسήϟا ϝΎΒϘΘاس ϭأ ϝΎسέ·.  

3 This is to notify all Students, Staffs of 
organization that we are validating active 

accounts. 
Kindly confirm that your account is still 

in use by clicking the validation link 
below: 

 ΎϨϧأΑ ϢϴψϨΘϟا ϲϔυϮϣϭ Ώاτϟا ϊϴϤΟ έΎτا إخάϫ
ΔτθϨϟا ΕΎΑΎحسϟا Δحλ Ϧϣ ϖϘحΘϧ.  

 Ϊϴϗ ϝاΰϳ ا ϚΑΎحس ϥأ ϰϠϋ ΪϴϛأΘϟا ϰΟήϳ
:ϩΎϧΩأ ϖϘحΘϟا ςΑاέ ϕϮف ήϘϨϟا ϝخا Ϧϣ ϡاΪΨΘااس 

 ϲϔυϮϣϭ Ώاτϟا ϊϴϤΟ έΎτا إخάϫ
 ΕΎΑΎحسϟا Δحλ Ϧϣ ϖϘحΘϧ ΎϨϧأΑ ΔسسΆϤϟا

ΔτθϨϟا.  
 Ϊϴϗ ϝاΰϳ ا ϚΑΎحس ϥأ Ϧϣ ΪϛأΘϟا ϰΟήϳ

 ϖϘحΘϟا ςΑاέ ϰϠϋ ήϘϨϟا ϝخا Ϧϣ ϡاΪΨΘااس
ϩΎϧΩأ:  

 

 

Figure 2: Example from the new Arabic/English parallel corpus. 
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3 EXPERIMENTAL SETTINGS 

3.1 Data Pre-processing  

Data pre-processing is an important step in detecting phishing emails. Cleaning of data is necessary so that 

all unnecessary words and characters are removed. After data cleaning, it is possible to use formal feature 

extraction. The following are common steps in data pre-processing for phishing emails: 

 Text Cleaning: Remove punctuation, numbers, and special characters, lowercase all text. 

 Removing Stopwords: Remove common words such as "and", "the", "is", etc. which do not add meaning to the 

text. 

 Tokenization: Divide text into individual words or phrases. 

 Stemming/Lemmatization: Reduce words to their root form to reduce dimensionality. 

 Vectorization: Convert text into numerical representations, such as bag-of-words or word embeddings. 

 Balancing Classes: Handle imbalanced datasets by oversampling or undersampling to ensure that both classes are 

represented equally. 

 Split Data: Divide data into training and testing sets to evaluate the performance of the model. 

By implementing these pre-processing steps, the data is prepared for further analysis and modeling in 

detecting phishing emails. 

3.2 Email cleaning 

Through this procedure, emails are cleaned, and unnecessary information and non-English/Arabic characters 

are removed. Using the Python Regex, the non-special characters, such as ―?‖, ―!‖, and ―‘‖, and 
alphanumeric characters are not removed. White spaces are removed. The pseudocode applied is mentioned 

in Figure 3 along with the example. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Email cleansing. 
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3.3 Email cleaning 

Through this procedure, emails are cleaned, and unnecessary information and non-English/Arabic characters 

are removed. Using the Python Regex, the non-special characters, such as ―?‖, ―!‖, and ―‘‖, and 
alphanumeric characters are not removed. White spaces are removed. The pseudocode applied is mentioned 

in Figure 3 along with the example. 

3.3.1Tokenisation 

Through tokenisation [33], each email is broken down into words keeping in mind the white spaces. The 

words are then considered to be tokens. The split () function is applied in the current study. The tokenisation 

procedure is illustrated in Figure 4. 

 

Figure 4: Email tokenization. 

 

3.3.2Stop-word and rare-word removal  

The commonly used words are referred to as stop words, and they are the ones which help create ideas. 

However, they do not have a significance of their own, unlike conjunctions, articles, prepositions, and the 

like. The stopwords list has been extracted from the Natural Language Toolkit (NLTK) [34]. Words in 

English such as ―off‖, ―no‖, ―aren‘t‖, ―too‖, ―an‖, ―being‖, ―only‖, ―ll‖, ―o‖, ―its‖, ―them‖, and ―might‖ and 
in Arabic such as ϲف" ―, ― "Ϟϛ ― ,‖ϝΎϗ― ,‖اϪϧ― ,‖حϴث― , "" Ϧϣ ,  are part of the stop words list. A word which is 

present seven times or fewer is removed. Figure 5 indicates the stop-word and rare-word removal procedure. 
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Figure 5: Stopword removal. 

 

4 FEATURES USED 

Feature extraction is the process of transforming raw data into acceptable inputs (i.e., features) that may be 

processed by a machine learning algorithm. To put it another way, the extracted features must reflect the 

primary textual material in a manner that most suits the requirements of the classifier algorithm applied. 

Minimal feature extraction is usually required, except deep learning neural networks, which can conduct 

feature extraction on their own. Furthermore, a weak classifier fed with relevant features is thought to 

outperform a robust classifier fed with low-quality features. Bag-of-Words (BoW) [35]–[38], Document-

Term Matrix (DTM) [39], Term Frequency–Inverse Document Frequency (TF-IDF) [40]–[45], Word 

Embeddings [46]–[48], and Character-level Convolutional Networks [46], [48], [49] are prominent features 

extraction methods for Arabic text classification. The TF-IDF is used in this research. BoW just creates a set 

of vectors representing the number of times a word appears in a document. The TF-IDF, on the other side, 

assigns a score to every word in a document that represents how important that word is in that document. 

The data on the more significant words, as well as the less significant ones, will be included in every 

document. As a result, documents containing comparable words will have identical vectors.  

 

4.1 TF-IDF 

The TF-IDF (Term Frequency-Inverse Document Frequency) weight is employed in information retrieval to 

measure the value of a word to a document in a set of documents. The relevance of a word rises in direct 

relation to the quantity of occurrence in the document (term frequency) and falls in inverse relation to the 

word's document frequency in the set. The IDF is a measure of the term's discriminating power. It calculates 

the frequency of a term over many documents. As a result, a word with a high term frequency in one 

document and a lower document frequency in the entire set of documents has a high TF-IDF weight.  

We employed the term frequency-inverse document frequency word weights, or TF-IDF weights, as 

clustering features, as described in [50]. The following parameters and terminology are used to construct 
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these weights. Let us assume we are extracting features from a data set E made up of |E| emails. Let N (w; 

m) be the quantity w appears in m for a word w and an email m. Assume you are looking at a set T = 

{t1…tk} of terms t1...., tk. TF (w, m) denotes the repetends of a word w € T in an email m and is described as 

the quantity w appears in m, normalized over the number of repetends of all words in m: 

 

TF (w, m) = 
       ∑                                          (1) 

 

DF(w) stands for the document frequency of the word w, which is described as the proportion of emails in 

a data set in which the word w appears at minimum once. To determine the importance of every term, the 

inverse document frequency is employed. IDF (w) is the symbol for it, and it is determined by the formula 

below. 

 
 

IDF (w) = log ( 
          )                                           (2) 

 
The TF-IDF weight of w in m, or term frequency-inverse document frequency of a word w in email m, is 

specified as  

 
 

TF-IDF (w, m) = TF (w, m) × IDF (w, m)                             (3)  

 
We compiled a list of words with the maximum TF-IDF values across the entire data set of emails. The 

TF-IDF values of these words in the email were calculated for every email. These weights and other features 

were compiled into a vector. We employed Genism, a Python and NumPy package for vector space 

modeling of text documents, to calculate the TF-IDF values. 

 

5 EXPERIMENTAL RESULT AND EVALUATION 

5.1 Experimental Setup 

All of the experiments in this paper were conducted using a PC Lenovo "LEGION 5" with (15IMH05H 

GAMING Core™ i7-10750H 2.6 GHz 1TB +512 GB SSD 16GB 15.6" (1920x1080) 144 Hz BT WIN10). 

The scikit learn, TensorFlow, and Keras libraries are used to develop the models. All the methods were 

evaluated using an 80/20 split of training and testing. Multilayer Perceptron (MLP), k-Nearest Neighbor 

(KNN), Decision Trees (DT), Logistics Regression (LR), Support Vector Machines (SVM), Random Forest 

(RF), Naive Bayes (NB), and XGBoost classifiers were utilized in this research.  
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5.1.1Multilayer Perceptron (MLP) 

Multilayer Perceptron (MLP) is referred to as the feed-forward artificial neural network which includes 

several layers, mostly 3, of the neurons. Each of these neurons is referred to as a processing unit that can be 

activated by applying the activation function. This MLP is a supervised machine learning procedure where 

the network is trained with the help of a labelled training data set. Using a trained MLP, it would be possible 

to map the input data set (email features in this case) into the output set (email class). The MLP classifier for 

the present system contains these parameters: 

“class sklearn.neural_network.MLPClassifier(hidden_layer_sizes=(100,), activation='relu', *, sover='adam', 

alpha=0.0001, batch_size='auto', learning_rate='constant', learning_rate_init=0.001, power_t=0.5, max_iter

=200, shuffle=True, random_state=None, tol=0.0001, verbose=False, warm_start=False, momentum=0.9, ne

sterovs_momentum=True, early_stopping=False, validation_fraction=0.1, beta_1=0.9, beta_2=0.999, epsilon

=1e08, n_iter_no_change=10, max_fun=15000”. 

5.1.2The k-nearest neighbors algorithm (KNN) 

Presently, academics prefer the KNN classifier because it is easy, polished, and straightforward. If new 

sample data x occurs, KNN will use some distance measure to find the k neighbors closest to the unlabeled 

data starting from the training space. These are parameters that were used in the study:  

 

“class sklearn.neighbors.KNeighborsClassifier(n_neighbors=5, *, weights='uniform', algorithm='auto', leaf_s

ize=30, p=2, metric='minkowski', metric_params=None, n_jobs=None)”. 

5.1.3Decision Trees (DT) 

Regarding classification and regression, Decision Trees (DTs) are a non-parametric supervised learning 

approach. The objective is to learn simple decision rules from data features to develop a model that predicts 

the significance of a target variable. A tree is an equivalent to a piecewise constant. A Decision Tree 

Classifier is a class that can classify a dataset into multi-class. DecisionTreeClassifier, like other classifiers, 

requires two arrays as input: a sparse or dense array X of shape (n samples, n features) containing the 

training samples, and an array Y of integer values of shape (n samples) containing the class labels for the 

training samples. These are the parameters that were used in the ongoing study: 

 

“class sklearn.tree.DecisionTreeClassifier(*, criterion='gini', splitter='best', max_depth=None, min_sample

s_split=2, min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_features=None, random_state=None, 

max_leaf_nodes=None, min_impurity_decrease=0.0, class_weight=None, ccp_alpha=0.0)”. 

5.1.4Logistics Regression (LR) 

Logistic regression (LR) is called logit regression, maximum-entropy classification (MaxEnt), or the log-

linear classifier in academia. A logistic function is used to model the probability of the probable results of a 

particular attempt in this model. In Logistic Regression, logistic regression is used with configurable ℓ1, ℓ2, 
or Elastic-Net regularization, this solution can accommodate binary, One-vs-Rest, or multinomial logistic 

regression. The LR topology layout for the present model contains these parameters: 
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“class sklearn.linear_model.LogisticRegression(penalty='l2', *, dual=False, tol=0.0001, C=1.0, fit_intercept

=True, intercept_scaling=1, class_weight=None, random_state=None, solver='lbfgs', max_iter=100, multi_cl

ass='auto', verbose=0, warm_start=False, n_jobs=None, l1_ratio=None)”. 

5.1.5Support Vector Machines (SVM) 

The SVM has been used for pattern recognition and classification problems since it is deemed 

straightforward and adequate for the computation of machine learning algorithms. As opposed to other 

classifiers, the classification performance is relatively efficient due to the minimal training data. As a result, 

the textual data was categorized by employing the support vector machine in the ongoing study, with 

these parameters. 

 

“class sklearn.svm.SVC(*, C=1.0, kernel='rbf', degree=3, gamma='scale', coef0=0.0, shrinking=True, probab

ility=False, tol=0.001, cache_size=200, class_weight=None, verbose=False, max_iter=-

 1, decision_function_shape='ovr', break_ties=False, random_state=None)”. 

5.1.6Random Forest (RF) 

A random forest (RF) is a meta estimator that employs averaging to increase predictive accuracy and minimize 

overfitting by adopting a set of decision tree classifiers on different sub-samples of the dataset. If bootstrap=True 

(default), the sub-sample size is specified by the max sample‘s parameter; alternatively, the entire dataset is utilized to 
create every tree. These are parameters that were used in the study: 

“class sklearn.ensemble.RandomForestClassifier(n_estimators=100, *, criterion='gini', max_depth=None, mi

n_samples_split=2, min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_features='auto', max_leaf_node

s=None, min_impurity_decrease=0.0, bootstrap=True, oob_score=False, n_jobs=None, random_state=None,

 verbose=0, warm_start=False, class_weight=None, ccp_alpha=0.0, max_samples=None)”. 

5.1.7Naive Bayes (NB) 

The "naive" supposition of conditional independence in between each pair of features provided the value of the class 

variable is used in Naive Bayes approaches, which are a collection of supervised learning algorithms depending on 

employing Bayes' theorem. Within the present model, the following parameters are present for the NB topology. 

“class sklearn.naive_bayes.GaussianNB(*, priors=None, var_smoothing=1e-09)”. 

5.1.8Extreme Gradient Boosting (XGBoost) 

Using gradient boosted decision trees, the module sklearn.ensemble offers approaches for both classification and 

regression. The Gradient Boosting Classifier and Gradient Boosting Regressor are given underneath, along with their 

parameters and application. These estimators' most essential parameters are n_estimators and learning_rate. Within the 

current research, the following parameters have been applied: 

―class sklearn.ensemble.GradientBoostingClassifier(*, loss='deviance', learning_rate=0.1, n_estimators=100,

 subsample=1.0, criterion='friedman_mse', min_samples_split=2, min_samples_leaf=1, min_weight_fraction_
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leaf=0.0, max_depth=3, min_impurity_decrease=0.0, init=None, random_state=None, max_features=None, v

erbose=0, max_leaf_nodes=None, warm_start=False, validation_fraction=0.1, n_iter_no_change=None, tol=

0.0001, ccp_alpha=0.0)‖. 

5.2 Model Evaluation 

A confusion matrix is a type of table that is commonly used in machine learning to assess the performance of 

a classification model. The table compares the predicted and actual classes of the model to determine how 

well it is performing. It is a square matrix that has rows and columns representing the predicted and actual 

classes, respectively. The diagonal elements of the matrix indicate the number of instances that are correctly 

classified, while the off-diagonal elements indicate the number of instances that are misclassified. To gain a 

better understanding of these measures, one can examine the confusion matrix presented in Table 6. 

Multilayer Perceptron (MLP), k-Nearest Neighbor (KNN), Decision Trees (DT), Logistics Regression (LR), 

Support Vector Machines (SVM), Random Forest (RF), Naive Bayes (NB), and XGBoost classifiers were 

utilized in this research.  

 

Table 6: Confusion matrix. 

 Predicted Negative Predicted Positive 

Actual Negative True Negative (TN) False Positive (FP) 

Actual Positive False Negative (FN) True Positive (TP) 

 

The actual classes are represented by the rows and the predicted classes are represented by the columns. The 

four elements of the confusion matrix are defined as follows: 

 True Positive (TP): The number of instances that are actually positive and are correctly classified as positive by 

the model. 

 False Positive (FP): The number of instances that are actually negative but are incorrectly classified as positive by 

the model. 

 True Negative (TN): The number of instances that are actually negative and are correctly classified as negative by 

the model. 

 False Negative (FN): The number of instances that are actually positive but are incorrectly classified as negative 

by the model. 

Using the values in the confusion matrix, various performance metrics can be calculated, such as accuracy, precision, 

recall, and F1 score. These metrics can provide insight into how well the classification model is performing and can be 

used to make adjustments to improve the model's performance. 

Precision             (4) 

Recall              
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F1-measure                                               (6) 

Accuracy                         (7) 

5.3 Overall Result 

Table 7 presents the outcome of applying the classifiers for filtering the phishing emails written in English. The highest 

accuracy level is indicated by MLP 94.63%, then precision, 94.91%, recall, 94.76%, and F1-Score, 94.78%. Table 8 

presents the results on the Arabic text. Outcomes indicate that the highest accuracy level, 96.82%, is for MLP followed 

by precision, 97.10%, recall, 96.56%, and F1-Score, 96.77%. The results indicate that the complete performance for the 

classifiers is much more efficient when using the Arabic Corpus as compared to the English Corpus. We found that the 

difference between the training accuracy between the English and Arabic text is very small and this indicates the quality 

of the translation. The results also showed that the Logistic Regression (LR) has a short training time to Arabic & 

English corpus using TF-IDF. 

 

Table 7: Results of classical ML classifiers to English corpus using TF-IDF. 

Classifier  Accuracy Precision Recall F1-Score TP FN FP TN Time (sec.) 

MLP 94.63% 94.91% 94.76% 94.78% 42.06% 3.17% 1.98% 52.78% 1s 

KNN 91.66% 91.63% 92.00% 91.64% 43.25% 1.98% 6.35% 48.41% 0.0974s 

DT 89.68% 89.58% 89.58% 89.58% 40.08% 5.16% 5.16% 49.60% 0.163s 

LR 93.74% 93.14% 93.52% 93.76% 41.27% 3.97% 1.19% 53.57% 0.0949s 

SVM 93.62% 93.01% 93.60% 93.77% 41.67% 3.57% 1.59% 53.17% 0.238s 

RF 93.54% 93.72% 93.90% 93.80% 43.25% 1.98% 3.17% 51.59% 0.133s 

NB 90.47% 90.89% 90.00% 90.29% 38.49% 6.75% 2.78% 51.98% 0.219s 

XGBoost 91.66% 92.39% 91.09% 91.48% 38.49% 6.75% 1.59% 53.17% 18s 

Table 8: Results of classical ML classifiers to Arabic corpus using TF-IDF. 

Classifier  Accuracy Precision Recall F1-Score TP FN FP TN Time (sec.) 

MLP 96.82% 97.10% 96.56% 96.77% 42.46% 2.78% 0.40% 54.37% 5s 

KNN 89.68% 90.00% 90.27% 89.67% 43.65% 1.59% 8.73% 46.03% 0.113s 

DT 89.28% 89.27% 89.07% 89.16% 39.29% 5.95% 4.76% 50.00% 0.205s 

LR 95.23% 95.63% 94.88% 95.16% 41.27% 3.97% 0.79% 53.97% 0.0975s 

SVM 96.42% 96.63% 96.20% 96.38% 42.46% 2.78% 0.79% 53.97% 0.369s 

RF 94.84% 94.76% 94.83% 94.79% 42.86% 2.38% 2.78% 51.98% 0.158s 

NB 88.49% 88.91% 87.96% 88.26% 37.30% 7.94% 3.57% 51.19% 0.384s 

XGBoost 91.66% 92.20% 91.17% 91.50% 38.89% 6.35% 1.98% 52.78% 51.5s 
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6 CONCLUSION 

This paper presented the development of a new corpus (English-Arabic Phishing Email) which created based on the 

translation of English email bodies extracted from IWSPA-AP v2.0 dataset. To test the suitability of this new corpus, the 

study used 8 machine learning algorithms to develop different phishing detection models. The experimental findings 

demonstrated that the overall accuracy of phishing email detection models reached 96.82% for the Arabic emails and 

94.63% for the English emails, with the best results obtained when using MLP classifier and TF-IDF feature extraction 

technique. These outcomes have facilitated researchers to align direct key issues with multilingual corpora specifically 

with Arabic language processing. The researchers have been able to solve various technical and linguistic issues because 

of the language diversity and nature of corpus. However, there is still room for further research on the various 

presumptions and observations entailed in this paper. The researchers can work on the horizontal and vertical extension 

of the corpus in future research. The horizontal extension involves enhancing the corpus in size or introducing more 

language diversity in the corpus. 
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APPENDICES 

Snapshot of English–Arabic Parallel Text Corpus for Phishing Email. 
 
No. English Text Arabic Text 

1 You have 1 new Important security notification regarding 
2017 payroll schedule. View Message Now. 

 ϡΎόϟ ΐΗاϭήϟا ϝϭΪΟ ιϮμΨΑ ϢϬϣ ΪϳΪΟ Ϊاحϭ ϥΎϣأ έΎόش· ϚϳΪϟ2017 .  
ϥϵا ΔϟΎسήϟا νήϋ 

2 You have new messages for your organization account. 
Continue here now to receive your new messages. 
If no action is taken in less than 24 hours, all new 

messages will be permanently deleted on our database 
Have a great day! 

ϚΘسسΆϣ ΏΎحسϟ ΓΪϳΪΟ ϞئΎسέ ϚϳΪϟ .ΓΪϳΪΠϟا ϚϠئΎسέ ϲϘϠΘϟ ϥϵا ΎϨϫ ϞλاϮΗ . 
 Ϧϣ Ϟϗأ ϲاء فήΟ· ϱأ ΫΎΨΗا ϢΘϳ Ϣϟ اΫ·24  ΓΪϳΪΠϟا ϞئΎسήϟا ϊϴϤΟ فάح ϢΘϴفس ، ΔϋΎس

ΎϨΑ ΔλΎΨϟا ΕΎϧΎϴΒϟا ΓΪϋΎϗ Ϧϣ ΎϴًئΎϬϧ 
ϤΗأΎϤϴψϋ ΎϣϮϳ Ϛϟ ϰϨ  

3 Our record shows that your Mailbox is Out-dated which 
has caused some incoming mails to be placed on pending. 
Kindly Click Here to update your Mailbox in order to be 

able to receive new mails. 
We apologies for any inconvenience this might cause 

 ϞئΎسήϟا ξόΑ ϊοϭ ϲف ΐΒسΗ ΎϤϣ ϢϳΪϗ ϚΑ ιΎΨϟا ΪϳήΒϟا ϕϭΪϨλ ϥأ ΎϨϠΠس ήϬψُϳ
έΎψΘϧاا ϲف ΓΩέاϮϟا. 

 ΪϳήΑ ϞئΎسέ ϝΎΒϘΘاس Ϧϣ ϦϜϤΘΘϟ ϚΑ ιΎΨϟا ΪϳήΒϟا ϕϭΪϨλ ثϳΪحΘϟ ΎϨϫ ήϘϨϟا ϰΟήϳ
ΓΪϳΪΟ ϲϧϭήΘϜϟ· 

ήϣا اأάϫ ϪΒΒسϳ Ϊϗ ΝΎϋί· ϱأ Ϧϋ έάΘόϧ Ϧحϧ 
4 You have (2) important unread messages, Click 

on review read it. 
 ϚϳΪϟ)2 (ΎϬΗاءήϘϟ ΔόΟاήϣ ϕϮف ήϘϧا ، ΓءϭήϘϣ ήϴغ ΔϤϬϣ ϞئΎسέ  

5 Your mailbox has exceeded the storage limit 1 GB, which 
is defined by the administrator, you are running at 99.8 

gigabytes, you cannot send or receive new messages until 
you re-validate your mailbox. 

To renew the mailbox, Click Here 

 ϦϳΰΨΘϟا Ϊح ίϭΎΠΗ Ϊϗ ϚΑ ιΎΨϟا ΪϳήΒϟا ϕϭΪϨλ1  Ϧϣ ϩΪϳΪحΗ ϢΗ ϱάϟاϭ ، ΖϳΎΑ ΎΠϴΟ
 ϰϠϋ ϞϤόΗ Ζϧأ ، ϝϭΆسϤϟا ϞΒϗ99.8  ϞئΎسέ ϝΎΒϘΘاس ϭأ ϝΎسέ· ϚϨϜϤϳ ا ، ΖϳΎΑ ΎΠϴΟ

 ΓΩΎϋΈΑ ϡϮϘΗ ϰΘح ΓΪϳΪΟϚΑ ιΎΨϟا ΪϳήΒϟا ϕϭΪϨλ Ϧϣ ϖϘحΘϟا . 
ΎϨϫ ςغοا ، ΪϳήΒϟا ϕϭΪϨλ ΪϳΪΠΘϟ 

6 This organization Account is Subject to mandatory 
upgrade, Failure to comply would lead to Permanent 

closure of your account. 
Upgrade Account Now 

ϭ ، Δϴϣاΰϟاإ ΔϴϗήΘϠϟ اάϫ ΔسسΆϤϟا ΏΎحس ϊπΨϳ ϕاإغا ϰϟ· ϝΎΜΘϣاا ϡΪϋ ϱΩΆϴس
ϚΑΎحسϟ ϢائΪϟا 

ϥϵا ΏΎحسϟا ΔϴϗήΘΑ Ϣϗ.  

7 To whom it may concern: 
Please contact your financial institution to get the 
necessary updates of the Direct Deposit software.  

ήϣاا ϪϤϬϳ Ϧϣ ϲϟ· 
ϰϠϋ ϝϮμحϠϟ ΔϴϟΎϤϟا ϚΘسسΆϤΑ ϝΎμΗاا ϰΟήϳ  ωاΪϳاإ ΞϣΎϧήΒϟ Δϣίاϟا ΕΎΜϳΪحΘϟا

ήشΎΒϤϟا.  
8 You have used 98.9% of the total data allocated to your 

mailbox. To avoid placing your incoming messages on 
hold or loose them permanently, we require you to re-

validate your mailbox to expand your data allocation size. 

 ΖϣΪΨΘاس ΪϘϟ98.9 %ϚΑ ιΎΨϟا ΪϳήΒϟا ϕϭΪϨμϟ ΔμμΨϤϟا ΕΎϧΎϴΒϟا ϲϟΎϤΟ· Ϧϣ .
 ΓΩΎϋ· ϚϨϣ ΐϠτϧ ، ϢائΩ ϞϜθΑ ΎϬϧاΪϘف ϭأ έΎψΘϧاا Ϊϴϗ ΓΩέاϮϟا ϚϠئΎسέ ϊοϭ ΐϨΠΘϟ

 ιΎΨϟا ΕΎϧΎϴΒϟا κϴμΨΗ ϢΠح ϊϴسϮΘϟ ϚΑ ιΎΨϟا ΪϳήΒϟا ϕϭΪϨλ Δحλ Ϧϣ ϖϘحΘϟا
ϚΑ.  

9 Dear Student, 
A recent security upgrade has been implement on our 
servers. All organization users are hereby required to 

update their account information by following the link 
below. 

This update is necessary in order to activate a safety 
feature on your account. 

Thank you. 

ϱΰϳΰϋ،ΐϟΎτϟ ا  
ΎϨϣΩاϮخ ϰϠϋ ΔΜϳΪح ΔϴϨϣأ ΔϴϗήΗ άϴϔϨΗ ϢΗ . ΐΟϮϤΑ ΔسسΆϤϟا ϲϣΪΨΘسϣ ϊϴϤΟ Ϧϣ ΐϠτُϳ

ϩΎϧΩأ ςΑاήϟا ωΎΒΗا ϝخا Ϧϣ ΏΎحسϟا ΕΎϣϮϠόϣ ثϳΪحΘϟا اάϫ 
ϚΑΎحس ϲف ϥΎϣاأ Γΰϴϣ ϞϴόϔΘϟ ϱέϭήο ثϳΪحΘϟا اάϫ 

Ϛϟ اήϜش 

10 We are contacting you to remind you that our Account 
Review Team identified some unusual activity in your 

organization account. 
We advise to verify your account to keep it activated, 

<<link>> 

 ϲف ϱΩΎϋ ήϴغ ΎρًΎθϧ ΩΪح Ϊϗ ΎϨϳΪϟ ΏΎحسϟا ΔόΟاήϣ ϖϳήف ϥأΑ ϙήϴϛάΘϟ ϚΑ ϞμΘϧ
ϚΘسسΆϣ ΏΎحس .Ύτًθϧ Ϟψϴϟ ϚΑΎحس Ϧϣ ϖϘحΘϟΎΑ ϚحμϨϧ  

 ςΑاέ 

 


