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Low-Density Parity Check (LDPC) codes are viewed as one of the best error correction 

coding (ECC) methods in terms of correction efficiency. They have been used in several 

modern data transmission standards, where the codecs are often built inside specialized 

integrated circuits (ICs). On the other hand, Complementary Metal-Oxide-

Semiconductor (CMOS) circuits have evolved as a critical design characteristic that the 

designer must consider such as power, which has been overlooked by many researchers. 

For that reason, in this paper, a research work that reduces LDPC encoder power 

consumption is presented using a well-known power reduction method named Dynamic 

Voltage and Frequency Scaling (DVFS), which is one of the most powerful power 

reduction strategies in CMOS circuits. The proposed system includes a fuzzy logic 

controller with the DVFS technique to control and select the optimum level of voltage 

that enters the encoder to reduce its total power consumption. This combination of these 

two techniques showed significant power reduction and control while causing no impact 

on the LDPC efficiency, flexibility, and performance. Comparisons with other studies 

covering power reduction in LDPC codes have shown that the purposed system has the 

best performance over similar systems in the literature. 
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1. INTRODUCTION

In today's world, digital communication via phones and 

computers is essential because all messages, data, and 

information are digital, electronic, and ready to use and share. 

This information can be stolen or corrupted, posing a serious 

problem for sensitive and vital industries such as banking. In 

today's digital age, the security system for accurate and error-

free data transmission and reception has become critical, and 

telecommunications providers and even cellular carriers are 

competing to develop a fast, power-efficient, and accurate 

system. 

Forward Error Correction (FEC) and Automatic Repeat 

Request (ARQ) are two ways that can be utilized in the 

communication channel to fix and reduce errors through signal 

transmission. FEC codes can secure information and data that 

leave the transmitter, whether a mobile phone or a personal 

computer and travel to the base station, then to the receiving 

device, through a communication path that is directly subject 

to noise. In addition, unlike ARQ, FEC can detect and correct 

faults without requiring an Acknowledgement (ACK) from the 

receiver. This correction could happen if channel coding is 

used, which adds extra repeated bits at the tail of the 

transmitted signal. A decoder at the receiver utilizes these bits 

to determine whether the message is accurate or not and to 

correct errors [1].  

One of the strong FEC codes is the Low-Density Parity 

Check (LDPC) code. Where Gallager [2] proposed the 

approach in his PhD thesis half a century ago, but they were 

forgotten because of the lag of knowledge in computer and 

communication technology until Mackay and Neal 

rediscovered them [3]. They showed that long LDPC codes 

enable a performance error correction only a fraction of a 

decibel away from the Shannon limit [4]. Therefore, LDPC is 

chosen for several standards designed for various applications. 

Perhaps the most common LDPC usage in Wi-Fi [1], DVB-S2 

[5], IEEE 802.11n, 802.3an, 802.16a, Wi-MAX, and other 

communication standards [6-8].  

LDPC codes can provide efficient encoding, fast decoding, 

low latency, and the best amount of error floors with robust 

error detection and correction capabilities and do not require 

as much interleaving to achieve good error performance as 

turbo codes [9]. These codes can be represented by a parity 

check matrix (PCM) H or a tanner graph, essentially a bipartite 

graph intended to illustrate LDPC graphically. There are 

various classifications for LDPC based on its PCM content, 

such as binary and non-binary or regular and irregular, as 

shown in Figure 1. 

With a wide variety of strategies for reducing energy usage 

specialized for microprocessors and Complementary Metal-

Oxide-Semiconductor (CMOS) circuits such as energy gating 

(shutdown) [10], clock gating method (sleep mood) [11], and 

Dynamic Voltage and Frequency Scaling (DVFS) [12], 

Attempting to integrate these technologies with networking is 

an attractive manner. This paper aims to implement DVFS on 

the LDPC circuit so that the power consumption of the LDPC 

circuit is minimized regardless of the frequency used and the 

communication standard. This can help in preserving longer 

battery life. Such a working area was not considered in 

previous research, and the design is done by establishing an 
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appropriate mathematical model that uses frequency to reduce 

the voltage and later the power of the LDPC encoder without 

affecting its performance, where this notion can be used to 

support next-generation digital communication requirements 

and broader network applications. The results of the proposed 

system show a significant power reduction of 90% for the 

medium frequency range from 100MHZ to 1GHZ. 

This paper is organized as follows: section 2 will look 

briefly through the literature, while section 3 will represent the 

implementation of the LDPC encoder and its specifications. 

Section 4 will purpose power measurement for the LDPC 

encoder logic circuit. Following that, section 5 will show the 

proposed power controller system, and section 6 has the results 

of previously mentioned designs along with comparisons 

related to different power reduction designs. Lastly, section 7 

will present the conclusion. 

 

 
 

Figure 1. LDPC representation as PCM and tanner graph [1] 

 

2. RELATED WORK 
 

Tremendous research on LDPC codes has been done in the 

literature. It has been observed that numerous encoding 

methods for LDPC codes have been established, such as [13-

17], In addition to the developments in decoding on several 

aspects such as research [18-20] and in LDPC power 

conservation in specific such as researches [21-25] which is 

the primary goals for 5th generation (5G) and 6th generation 

(6G) wireless communications besides reliability, efficiency, 

and latency [26-28]. For example, the authors Nguyen et al. 

[15] presented a novel efficient encoding method and a high-

throughput low-complexity encoder architecture for quasi-

cyclic LDPC (QC-LDPC) codes for the 5th-generation (5G) 

New Radio (NR) standard. In addition, the authors Nandalal 

and Anand Kumar [29] presented an efficient compact 

encoding process with the pipelining design of an LDPC 

Encoder with two-stage, three-stage, and Maximal Rate 

Pipelining (MRP) structures. While the author’s Tian et al. [30] 

investigated the parallel design and implementation of the 5G 

QC-LDPC encoder. Furthermore, the study presented by 

Petrović et al. [31] proposes a novel partially parallel 

architecture that can provide high Hardware Usage Efficiency 

(HUE) while achieving LDPC encoder flexibility and support 

for all 5G NR codes. On the other hand, the authors Hyla et al. 

[32] presented a research work that shows that the LDPC 

coding scheme can also be applied in a system characterized 

by highly limited computational resources. Table 1 focuses on 

those modern encoder power reduction techniques with 

advanced details such as LDPC type and the algorithm used, 

power reduction method used, application, improvement 

scope, and drawbacks.

 

Table 1. Related work overview 
 

Ref. 

No. 
Year 

LDPC 

Type 

LDPC Encoder 

Algorithm Used 

Power Reduction 

Method 
Application Improvement Scope Drawbacks 

[15] 2019 
QC-

LDPC 

Richardson–

Urbanke (RU) 

Method 

Storing the quantized 

value of the permutation 

information for each 

submatrix instead of the 

whole parity check 

matrix. 

The hardware 

implementation is based 

on TSMC 65-nm CMOS 

technology suitable for 

5G-NR requirements. 

High-Throughput Low-

Complexity and Flexible 

Parallel Encoder 

Architecture can reduce 

power consumption. 

A full-base matrix can 

cause the encoding of 

extra code bits, which 

wastes resources and 

power on the 

transmitter. 

[29] 2021 
Binary 

LDPC 

Straightforward 

Encoding with 

Generator Matrix 

Multiplication 

Pipelining design of the 

LDPC Encoder with a 

two-stage, three-stage, 

and Maximal Rate 

Pipelining (MRP) 

structures. 

XC3S-250E FPGA 

Device 

Reduce Overheads Such as 

Power and Area with Less 

Memory usage. 

The algorithm must be 

modified to work with a 

larger matrix 

dimension. 

[30] 2021 
QC-

LDPC 

High parallelism 

encoding algorithms 

The QC-LDPC encoder 

employs a multi-channel 

parallel structure to 

obtain multiple parity 

check bits. 

The hardware 

implementation is based 

on SIMC 28 nm CMOS 

technology suitable for 

5G-NR requirements. 

Higher throughput, lower 

encoding latency, 

flexibility, coding 

efficiency, and hardware 

power consumption are 

suitable for 5G eMBB and 

URLLC scenarios. 

The algorithm can be 

adjusted to operate 

with lesser CMOS 

technology, and the 

design may suffer from 

slightly high 

complexity. 

[31] 2021 
Binary 

LDPC 

Forward 

substitution-based 

encoding 

Partially parallel 

architecture. 
5G-NR 

High throughput, low 

latency, best hardware 

usage efficiency (HUE), 

and more energy-efficient 

encoder design. 

The coding delay has 

not reached the 

minimum compared to 

the study [15]. 

[32] 2022 
QC-

LDPC 

Richardson–

Urbanke (RU) 

Appling LDPC in 

microcontroller with 

limited computational 

resources. 

IoT 

Throughput is raised while 

encoding time is lowered, 

reducing energy use and 

improving error 

correction. 

The algorithm can be 

adjusted to operate 

with alternative power 

reduction techniques, 

and no complexity or 

flexibility statistics are 

provided. 
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Depending on the data in Table 1, Focusing on reducing 

LDPC power consumption is overlooked in many pieces of 

research, and all of the mentioned methods strive to develop a 

specific parameter and treat power consumption as a 

secondary parameter rather than attempting to address it the 

power problem on its own. This paper's work focuses on power 

only by employing a DVFS power reduction technique to 

reduce LDPC encoder power consumption. This concept can 

be utilized to meet next-generation digital communication 

demands and more comprehensive network applications by 

designing an acceptable model that achieves the required 

power reductions for the LDPC encoder without risking its 

performance. 

 

 
3. IMPLEMENTATION OF LDPC ENCODER 

 

The digital communication system worldwide consists of 9 

steps to transfer a message from its digital source to the end 

user as shown in Figure 2. The medium that is responsible for 

transferring a message is a channel which is known as a non-

dependent medium because it is affected by noise that can 

affect the content of the message. LDPC codes are channel 

encoders and decoders [33] located at the transmitter side and 

the receiver side of the communication channel. The encoder's 

job is to add additional parity bits that are linked randomly to 

the transmitted message bits. This random link can ensure the 

correct correction for more than one bit in fault message by the 

decoder at the receiver side without the need for 

retransmission or handshaking [9, 34].  

 

 
 

Figure 2. Channel encoding and decoding demonstration 

 

For example, if we want to transmit a message 1011 the 

LDPC encoder will create additional bits added to the original 

message before transfer so the final message or code word to 

be transmitted will be 1011100.  

This work uses the Straightforward encoding with the 

generator matrix multiplication encoder method because when 

the generator matrix is pre-calculated, the required matrix 

multiplication for specific codes can be efficiently achieved in 

hardware [31, 35]. The implementation of the LDPC Encoder 

is described briefly in the following steps: 

Step 1: The H matrix is constructed randomly, this work uses 

a binary irregular matrix with size 4*7, and the coding rate, 

which is the ratio between message bits and parity bits, is equal 

to 0.5.  

Step 2: a shifting for all rows of the H matrix is done, and then 

the Gaussian elimination is applied. After this step, the G 

matrix will be constructed and contain two parts that can be 

noticed as shown in Eq. (1) [36]: 

 

𝐺 = [𝐼𝑛−𝑘: 𝑃𝑛−𝑘] (1) 

 

I: is the identity part, and P: is the parity part. 

Step 3: a 4-bits message is entered. 

Step 4: code word is calculated by Eq. (2) [31]: 

 

𝐶𝑜𝑑𝑒 𝑤𝑜𝑟𝑑 =  𝑀𝑒𝑠𝑠𝑎𝑔𝑒 ∗  𝐺 𝑚𝑎𝑡𝑟𝑖𝑥 (2) 

 

When the identity part of the G matrix is multiplied by the 

message bits, the result will be the same message bits. 

Therefore, when the message bits are multiplied by the parity 

part in the G matrix, this will result in the three parity bits (p1 

p2 p3), which can explain the code rate value of 0.5. Figure 3 

is a flowchart for constructing the encoder. The specifications 

of the design are demonstrated in Table 2. 

 

Table 2. Specifications of LDPC encoder design using 

MATLAB M. file 

 
Parameter Specification 

Type of LDPC PCM 

matrix 
Binary irregular 

Algorithm used 
Straightforward encoding with generator 

matrix multiplication. 

Size of H matrix 4×7 

Number of message 

bits 
4 bits 

Number of parity 

bits 
3 bits 

Number of code 

word bits 
7 bits 

Code rate 4/7=0.5 

 

 
 

Figure 3. LDPC encoder flowchart 

 

The multiplication operation that generates the code word is 

the primary stone for designing the logic circuit for the LDPC 

encoder. As a result, following the design steps of previous 

studies [37-40], it can be noticed that multiplication is 

represented by a logical AND gate, and a logical XOR gate 

represents module-2 addition. Figure 4 demonstrates the initial 
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encoder logic circuit for only generating the first parity bit (p1). 

The other parity bits (p2, p3) will follow the same design 

patron but with different matrix positions. 

 

 
 

Figure 4. The initial LDPC encoder logic circuit for the first 

parity bit p1. The first inputs (m1, m2, m3, m4) represent the 

message bits, and the second inputs (pos 1,5, pos 2,5, pos 3,5, 

pos 4,5) represent the position in the G matrix 

 

To simulate the behavior of these digital circuits on a Very 

Large Scale Integration Circuit (VLSI), all gates in the 

previous design were changed to NAND, NOR, NOT logic 

gates. In other words, In IC fabrication, there are no XOR or 

AND logic gates. Only NAND, NOR, and NOT gates are used 

[41], as demonstrated in Figure 5. 

 
 

Figure 5. Final LDPC encoder logic circuit 

 

From the above logic circuit, fan-out and path values can be 

calculated. In this work, the fan-out of the above circuit will 

be calculated by looking at each gate fork. The number of forks 

for a specific gate is the fan-out for that gate, as shown in Table 

3. On the other hand, the path will be calculated by looking at 

each output gate individually, and the number of gates 

connected to the main output gate is the circuit path [42]. 

 

Table 3. fan-out of LDPC encoder logic circuit 

 
Gate no. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

No. of output 2 2 1 1 1 2 1 2 2 1 1 1 2 1 1 1 1 

 
Gate no. 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 

No. of output 2 2 1 1 1 2 1 2 2 1 1 1 2 1 1 1 1 

 
Gate no. 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 

No. of output 2 2 1 1 1 2 1 2 2 1 1 1 2 1 1 1 1 

Table 4. Specifications of LDPC encoder logic circuit 

 
Parameter Specification 

Total number of inputs 16 

Total number of output 3 (p1,p2,p3) 

Total number of gates 51 

Total number of paths 16 paths for each output. total=48 

Maximum gate output 2 

Maximum path gates 7 gates 

 

There are multiple possible paths in the circuit, and each one 

gives a time delay. The worst case scenario that gives the 

maximum time delay is related to the longest path, which is 

for P1 is path16= [gate17, gate16, gate15, gate13, gate12, 

gate11, gate9] for P2 is path16= [gate34, gate33, gate32, 

gate30, gate29, gate28, gate26] and for P3 is path16= [gate51, 

gate50, gate49, gate47, gate46, gate45, gate43]. Specifications 

for the LDPC logic circuit are shown in Table 4. 

 

4. THE PROPOSED POWER MEASUREMENT 

SYSTEM FOR LDPC ENCODER 

 

In general, each logic gate has a time delay. If its value 

increases, this will also increase the frequency needed for the 

circuit so that the voltage requirement will be increased, 

resulting in power dissipation in the overall circuit [42-44]. 

Furthermore, the circuit delay time is the sum of all the gate 

delays through which the input will propagate to the output. 

The gate timing delay (td) is given as [45]: 

 

𝑡𝑑 =
𝐶𝐿 𝑉𝑑𝑑

𝜇 𝐶𝑜𝑥
𝑤
𝑙

 (𝑉𝑑𝑑 − 𝑉𝑡ℎ)2
 (3) 

 

where, CL is the load capacitor for each gate, μ is the carrier 

mobility, Cox is the oxide capacitance, 
𝑤

𝑙
 is the transistor 
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width-to-length ratio, and Vth is the threshold voltage. Cox is 

given by the study [45]: 

 

𝐶𝑜𝑥  =
𝜀𝑜𝑥

𝑇𝑜𝑥

 (4) 

 

where, tox is the oxide thickness and ϵox is the oxide 

permittivity. For silicon devices, ϵox = (3.9)(8.85 × 10-14) F/cm.  

Also, the parameter used in the design Ki is called the trans-

conduction parameter for the i-channel device. Where i is 

either the p or n substrate. For simplicity, it is referred to as the 

conduction parameter, which for an i-channel device is given 

by the study [43]: 

 

𝐾𝑖  =
𝑊𝜇𝑖𝐶𝑜𝑥

2𝐿
 (5) 

 

As Eq. (5) indicates, the conduction parameter is a function 

of electrical and geometric parameters. The oxide capacitance 

and carrier mobility are constants for a given fabrication 

technology. However, the geometry, or width-to-length ratio 

w/l, is a variable in the design of Metal Oxide Silicon Field 

Effect Transistors (MOSFETs) used to produce specific 

current-voltage characteristics in MOSFET circuits.  

 

 
 

Figure 6. Time delay measurement MATLAB M. file code 

for LDPC encoder circuit 

In addition to previous parameters, fan-out and path values 

obtained from the circuit in Figure 4 are used, a time delay for 

each logic gate in the LDPC encoder circuit can be measured, 

and a flowchart for calculating it is shown in Figure 6.  

The used power measurement system parameters are listed 

in Table 5. 

 

Table 5. Specifications of the proposed LDPC encoder 

power measurement system 

 
Parameter Specification 

Range of voltages [0.8-3.5] Volt 

Range of frequencies [10-900] MHz 

CMOS technology 16 nm 

Technology parameters [46-48] 

CL: 1.78×10-14 

COX: 0.028 

Wn: 1.76×10-8 

Ln: 1.76×10-8 

Wp: 1.76×10-8 

Lp: 1.76×10-8 

µp: 0.0075 

µn: 0.028 

Vtp: -0.6862 

Vtn.:0. 68191 

Energy initialization 0 

 

 

5. IMPLEMENTATION OF THE PROPOSED POWER 

CONTROL SYSTEM FOR THE LDPC ENCODER  

 

The Fuzzy controller was selected as a controller because it 

is simple to use and does not need the creation of a 

mathematical model of the controlling system [41, 49]. The 

Fuzzy Logic Controller (FLC) controls the voltage in the 

proposed design. It consists of two inputs, namely frequency 

and power, and one output Vdd as shown in Figure 7. Several 

rules can be obtained using these parameters to get the surface 

in Figure 8. System design steps are demonstrated in Figure 9. 

 

 
 

Figure 7. Power controller for the LDPC encoder 

 

 
 

Figure 8. The surface of fuzzy used 
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Figure 9. Flowchart of power reduction for LDPC encoder 

program 

 

 

6. RESULTS AND DISCUSSION 

 

The results of all the mentioned design steps are done using 

the MATLAB M. file. The result of the system in Figure 6 is 

shown below: 

 

 
 

Figure 10. The result of measuring the time delay for each 

gate in the LDPC encoder circuit. The relationship between 

two parameters (power and frequency) 

 

As previously stated, each logic gate has a time delay. As a 

result, lines between power and frequency, as shown in Figure 

10, are trimmed at the end because frequency values exceed 

the circuit's time delay. Therefore, any other result following 

the trimming point is an error and a waste of energy. Hence it 

is not counted for and is assumed to be zero. As illustrated in 

the condition below : 

 

𝐼𝑓 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 >
1

𝑡𝑖𝑚𝑒 𝑑𝑒𝑙𝑎𝑦
 𝑡ℎ𝑒𝑛 𝑝𝑜𝑤𝑒𝑟 = 0  

 

 
 

Figure 11. The nonlinear relationship between time delay 

and voltage for LDPC encoder gates 

 

 
 

Figure 12. The relationship between power versus frequency 

and voltage versus frequency 
 

  
 

Figure 13. The relationship between time delay versus 

voltage 
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Figure 14. The relationship between power versus frequency 

and voltage versus frequency 

 

 
 

Figure 15. The relationship between time delay versus 

voltage 

 

In Figure 11, the nonlinear relationship between time delay 

and voltage is evident according to Eq. (3). The results of the 

system in Figure 9 are shown. 

Figure 12 shows a direct relation between voltage and 

frequency; as frequency grows, so does the voltage, resulting 

in more power consumption over time. While Figure 13 

displays the indirect relation between voltage and time delay, 

as frequency increases, the delay decreases, resulting in 

increased voltage and higher power consumption. 

A fuzzy controller and DVFS technique were able to 

manage the voltage inside the system for power savings goals, 

and the results without the fuzzy controller in Figures 14 and 

15, shows that the voltage will increase suddenly as the system 

starts to work, leading to high power consumption at the 

beginning of the system function. It good to know that voltage 

for both figures was fixed to 1.5v. 

 

 
 

Figure 16. Effect of the controller on the purposed system 

 

Figure 16 depicts the percentage reduction of power when 

comparing the LDPC circuit with DVFS with the same circuit 

but without DVFS. It is clear that as the frequency increases, 

the percentage of reduction decreases. This behaviour is 

because the frequency is directly proportional to the power, so 

increasing the frequency will increase power consumption in 

both circuits with and without DVFS. It is noted that the 

minimum power reduction is in the 900 MHZ point, in which 

the reduction was calculated to be 14.5%. 

This work is compared with related works mentioned in 

Table 1. As a result, Table 6 intended to show differences and 

improvements related to power consumption: 

 

Table 6. Differences between other related works and the proposed method 

 
Reference 

no. 
The method used to reduce power Our proposed power manager 

[15] 

RU algorithm was used, which is effective in various manners, but using a 

full-base matrix can cause the encoding of extra code bits, which is a waste 

of resources and power on the transmitter. Furthermore, the CMOS 

technology used is 65nm. 

No encoding for extra bits, and our 

technology is 16nm. Generally, the lower the 

technology used, the less power is consumed 

[41]. 

[29] 

It offers pipeline usage that can be effective but sometimes suffer from 

complexity overheads. In addition, the algorithm must be modified to work 

with a larger matrix dimension. 

Our algorithm is fixable and can work with 

large matrix dimensions. 

[30] The author uses 28nm CMOS technology. 

Our method uses 16nm, leading to more 

power reduction with fewer complexity 

overheads. 

[31] Used partially parallel architecture, but it can suffer from coding delay. 

In the proposed algorithm, the effectiveness 

of the LDPC encoder is managed with less 

time delay. 

[32] 

The system was designed with limited resources, which may limit the 

performance of the LDPC, and the overall design could have some flexibility 

overheads. 

In the proposed design, the performance and 

effectiveness of the LDPC were conserved. 
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7. CONCLUSION 

 

This study demonstrates that LDPC plays a critical part in 

communication as a channel encoder and decoder. Power 

management entity is critical in today's communication 

systems since every circuit must handle the power 

consumption issue, for both handheld devices seeking more 

extended battery life and high-end circuits to avoid too 

complex cooling packages and reliability difficulties. As 

proven in the proposed system, combining one of the most 

potent FEC methods (LDPC) with the essential power 

manager technique (DVFS) resulted in significant power 

savings of up to 90% in medium frequency ranges. Also, the 

fuzzy logic controller has significantly improved the system 

power consumption by managing the level of voltage that 

supplies the system and by that LDPC will be a strong 

candidate for a future communication system with low power 

and efficient error correction. 

This work can be stretched in the future to include studying 

the power dissipation in the decoder circuit of the LDPC or 

using another encoding method for the LDPC and managing 

its power consumption. 
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