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The cyber threat intelligence (CTI) knowledge graph is beneficial for making robust defense strategies for security 
professionals. These are built from cyber threat intelligence data based on relation triples where each relation 
triple contains two entities associated with one relation. The main problem is that the CTI data is increasing 
more rapidly than expected and existing techniques are becoming ineffective for extracting the CTI information. 
This work mainly focuses on the extraction of cyber relation triples in an effective way using the joint extraction 
technique, which resolves the issues in the classical pipeline technique. Firstly, the ‘BIEOS’ tagging scheme 
was applied to CTI data using the joint tagging technique and then the relation triples were jointly extracted. 
This study utilized the attention-based RoBERTa-BiGRU-CRF model for sequential tagging. Finally, the relation 
triples were extracted using the relation-matching technique after matching the best suitable relation for the 
two predicted entities. The experimental results showed that this technique outperformed the state-of-the-art 
models in knowledge triple extraction on CTI data. Furthermore, a 7% increase in the F1 score also proved the 
effectiveness of this technique for the information extraction task on CTI data.
1. Introduction

Cyber security-related information is growing rapidly on the internet 
as cyber-attacks are increasing day by day. Attackers mostly target mil-

itary, government, and corporate sectors as these contain sensitive and 
classified information that requires proper defensive strategies Watters 
(2023). For this purpose, mainly two types of defensive techniques are 
used; i) detection of cyber attacks and harmful events and mitigating 
them in real-time when they occur, and ii) earlier prediction of poten-

tial cyber-attacks using cyber threat intelligence and making a strong 
defensive mechanism.

The increasing number of cyber-attacks and data breaches have 
made cyber security a top priority for governments, corporations, and 
individuals. Big data analytics has become a valuable tool in cyber 
security, providing a way to examine large amounts of data to spec-

ify potential threats and vulnerabilities Tang et al. (2017). In a recent 
research study related to cyber attacks, researchers deeply studied 60 
government websites and found 18% of them highly and 33% medium 
vulnerable using Arachni tool, and 13% highly and 41% medium vul-

nerable using ZAP tool Ghazanfar et al. (2021).

* Corresponding author.

Security professionals develop and deploy security solutions for the 
detection and mitigation of cyber-attacks. However, these do not always 
prove to be the best as attackers keep trying new tactics, techniques, 
and procedures. Notably, it’s a very difficult and time-consuming task 
for the attackers to change their entire attacking process Zongxun et 
al. (2021). Studies show that most attacker groups can be identified 
by their attacking techniques as they incorporate advanced persistent 
threats (APTs) and ransomware attacks as attacking methods. For the 
earlier prediction of possible cyber attacks, cyber threats and attacking 
groups’ related information can be extracted from cyber threat intelli-

gence (CTI) data Sun et al. (2023).

Cyber threat intelligence (CTI) is a critical element of modern-

day security operations Conti et al. (2018). CTI data comprises a vast 
amount of information about potential cyber threats, such as attacker 
profiles, tactics, techniques, and procedures. Effective extraction of 
valuable information from CTI data can help security professionals 
make informed decisions and develop robust defense strategies Ainslie 
et al. (2023). However, the exponential growth of CTI data has made 
it challenging to extract relevant information in a timely and accurate 
manner. This problem has spurred the development of various tech-
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niques for the extraction of entities along with relations from CTI data 
using deep learning.

In the past few years, natural language processing (NLP) and deep 
learning techniques have shown tremendous potential in solving prob-

lems related to the extraction of entity relations from unstructured text 
data Jo et al. (2022). These techniques can learn patterns and rela-

tionships from data without relying on pre-defined rules, making them 
suitable for complex and dynamic datasets such as CTI data. However, 
existing techniques for entity and relation extraction from CTI data suf-

fer from several limitations, including low accuracy, scalability, and 
generalizability.

The above-mentioned challenges need be focused attention and 
there are obvious research questions that lead to a motivation to work 
on this research. The research questions addressed in this study include: 
How can cyber threat intelligence (CTI) data be effectively extracted to 
support the development of robust defense strategies? How can deep 
learning methods be utilized to improve the accuracy, scalability, and 
generalizability of CTI extraction? How does the proposed technique 
perform compared to the current state-of-the-art models? Can future re-

search further enhance the proposed technique by incorporating multi-

modal data, graph-based models, and knowledge graphs? By addressing 
these research questions, this research enhances the existing literature 
on cyber threat intelligence and entity-relation extraction, providing 
valuable insights for researchers, practitioners, policymakers, and secu-

rity professionals in the field.

The primary objective of this research study was to propose a novel 
technique for extracting cyber entities and relations from textual data 
using deep learning methods. Specifically, this study focused on the 
joint extraction technique, which resolves the limitations of the classi-

cal pipeline technique used in the existing techniques. Researchers in 
this study utilized an attention-based RoBERTa-BiGRU-CRF model for 
sequential tagging and relation-matching techniques to extract relation 
triples from CTI data. To evaluate the effectiveness of this technique, 
experiments were conducted using a manually annotated CTI dataset, 
and the interpretation of the model was compared to the current state-

of-the-art models.

The outcomes of the experiments revealed that the proposed tech-

nique outperformed existing models in terms of accuracy, scalability, 
and generalizability. The proposed technique achieved the final F1 
score of 0.86, which is 7% higher than the best-performing baseline 
model. Furthermore, the joint extraction technique showed promising 
results in addressing the challenges associated with the entity and re-

lation extraction from CTI data, providing security professionals with 
more accurate and timely insights to make informed decisions. Overall, 
the proposed technique for extracting cyber entities and relations from 
textual data using deep learning has the prospect of making a consid-

erable impact in the domain of cyber threat intelligence. The results of 
this research can be used by researchers, practitioners, and policymak-

ers to generate more practical tools and strategies for CTI data analysis 
and decision-making Choo et al. (2019a,b).

The introduction section discussed the importance of CTI data and 
the limitations of existing techniques for the extraction of entities and 
relations. In the related study/literature review section the state-of-the-

art models for CTI data extraction are reviewed and the gaps in the liter-

ature are highlighted. The methodology/technique section presents the 
joint extraction technique using an attention-based RoBERTa-BiGRU-

CRF model for sequential tagging and relation-matching techniques for 
relation triple extraction. The implementation/experimentation section 
describes the dataset, experimental setup, and evaluation metrics used 
to validate the proposed technique. This paper also presented the ex-

perimental results, including comparisons with state-of-the-art models, 
and discussed the significance of the results. Finally, in the conclusion 
section, the findings are summarized, the contributions of this research 
are highlighted, and future directions are discussed to improve the pro-
2

posed technique.
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2. Related study

Recent research has shown great focus on proposing various tech-
niques and methods for extracting actionable information from CTI 
data, specifically in the area of relation triples extraction. Table 1 shows 
relevant studies for entities and relation extraction.

One of the main areas of research in this field is the development 
of systems and platforms for extracting and analyzing CTI data, such as 
the CTI View where Yinghai et al., proposed a methodology designed 
to process and analyze massive amounts of unstructured cyberspace 
threat intelligence (CTI) data for enhanced defense against advanced 
persistent threats (APTs). To address the challenges posed by heteroge-
neous CTI, their methodology incorporated a text extraction framework 
that utilized automated test frameworks, text recognition technology, 
and text denoising techniques. The framework also tackled the adapt-
ability issues encountered when crawling diverse CTI sources. Further-
more, their study leveraged regular expressions along with blacklist and 
whitelist mechanisms to extract relevant indicators of compromise (IoC) 
and tactics, techniques, and procedures (TTPs) information from the 
CTI data Zhou et al. (2022). In another research, TriCTI was presented 
as an actionable cyber threat intelligence discovery system that func-
tioned via a trigger-enhanced neural network. In this research, Jian et 
al., utilized natural language processing (NLP) technology to establish 
relationships between indicators of compromise (IoC) and campaign 
stages in cybersecurity reports. They generated actionable CTI by uti-
lizing the concept of “campaign triggers” to enhance the explanation of 
campaign stages and slightly improve the performance of the classifica-
tion model. Campaign trigger phrases are identified as keywords within 
sentences that indicate specific campaign stages. The system employed 
NLP techniques to train final trigger vectors that possessed similar se-
mantic representations to the keywords found in unseen sentences Liu 
et al. (2022).

There is a growing interest in the use of neural network-based mod-
els for extracting information from CTI data. Zongxun et al. proposed 
a methodology that could capture the semantics of sentences within 
the context of cyber threat intelligence. The presented model was ca-
pable of identifying threat actions within sentences, providing means 
to mark and highlight specific actions related to threats. By leveraging 
existing knowledge, they constructed cyber threat ontology, to obtain 
comprehensive attack information. Their method enabled the genera-
tion of high-level indicators of compromise (IoC) along with tactics, 
techniques, and procedures (TTPs) by mapping the threat actions to 
the ontology and constructing TTPs based on this mapping Zongxun et 
al. (2021). Xuren et al. generated a new dataset and applied a neural 
network for the named entity recognition (NER) task. The rational-
ity of their dataset was demonstrated through rigorous evaluation and 
analysis, highlighting its relevance and suitability for NER joint and 
multi-task learning tasks in CTI. Researchers introduced a dataset for 
document-level threat intelligence analysis, encompassing entities, re-
lations, and coreference annotations. They proposed a joint learning 
framework that combined relation extraction and coreference resolu-
tion, treating coreference as a predefined relation using GCN Wang et 
al. (2020b). The above-mentioned studies utilized neural networks for 
extracting information from CTI data. A recent research named CDTier 
introduced a Chinese dataset of threat intelligence entity relationships 
and is a significant read, as it incorporated neural network-based mod-
els. The findings demonstrated that the developed system significantly 
minimized threat intelligence analysts’ work while assessing threat in-
telligence Zhou et al. (2023).

Another notable area of research is the construction of knowledge 
graphs for CTI data as proposed by Yitong et al. This research fo-
cused on constructing and applying an advanced persistent threat (APT) 
knowledge graph from open-source cyber threat intelligence (OSCTI) 
data. Researchers developed a cybersecurity platform called CSKG4APT 
based on the knowledge graph and employed deep learning and expert 

knowledge to extract and update APT threat knowledge. The proposed 



Computers & Security 136 (2024) 103579K. Ahmed, S.K. Khurshid and S. Hina

Table 1

Studies concerning entities and relations extraction.

Ref. Technique Dataset Entities Relations Joint extraction Knowledge graph Explainable AI

Zhou et al. (2022) BERT-BiLSTM-GRU-CRF Custom ✓ ✗ ✗ ✗ ✗

Liu et al. (2022) TriCTI Custom ✓ ✓ ✗ ✗ ✗

Wang et al. (2022a) BERT-BiLSTM-CRF Custom ✓ ✗ ✗ ✗ ✗

Wang et al. (2020b) C-GCN Public ✓ ✓ ✓ ✓ ✗

Ren et al. (2022) BERT-BiLSTM-CRF Custom ✓ ✓ ✗ ✓ ✗

Sarhan and Spruit (2021) Open-CyKG Microsoft, MalwareDB ✓ ✓ ✗ ✓ ✗

Zuo et al. (2022) BERT-BiLSTM-CRF Custom ✓ ✓ ✓ ✗ ✗

Zhang et al. (2020) PCNN NYT-10 ✓ ✓ ✓ ✓ ✗

Guo et al. (2023) BERT with BiGRU OSINT Data ✓ ✓ ✓ ✓ ✗

Wang and Liu (2023) Pert Microsoft, OpenCyber ✓ ✗ ✗ ✗ ✗

Srivastava et al. (2023) BERT with BiLSTM Microsoft, Metasploit ✓ ✗ ✗ ✗ ✗

Proposed Technique RoBERTa-BiGRU-CRF Custom ✓ ✓ ✓ ✓ ✓
APT attack attribution method enhanced defense strategies by integrat-
ing fragmented intelligence and actively adjusting defense strategies, 
paving the way for dominance in network attack and defense Ren et al. 
(2022). In a similar research, proposed by Sharan et al., an open cyber 
threat intelligence knowledge graph framework was introduced for au-
tomated information extraction from unstructured advanced persistent 
threat (APT) reports. They employed an attention-based neural open 
information extraction (OIE) model and neural cybersecurity named en-
tity recognizer (NER) to extract entities and generate relation triples. 
The structured data is then used to construct the knowledge graph. The 
results indicated that the proposed method enabled security profession-
als to retrieve valuable information through query execution Sarhan 
and Spruit (2021). These research studies proposed techniques for rep-
resenting CTI data in a structured and organized manner to make it 
more useful for corporations.

Joint extraction techniques, which involve jointly extracting entities 
and relations from text, have also been proposed as a solution to the 
limitations of existing techniques that focus on extracting entities and 
relations separately. Junjia et al., proposed an end-to-end joint extrac-
tion model for CTI to improve the accuracy and efficiency of entity and 
relation extraction. The model combines a joint tagging strategy with 
an end-to-end sequence tagging model Zuo et al. (2022). Zhenyu et al., 
also proposed a joint learning framework for relation extraction and 
entity linking, leveraging the semantic relevance between entities and 
relations. The result depicted good improvement over other traditional 
methods Zhang et al. (2020).

Named entity recognition (NER) is also an important task in CTI 
data extraction where entities can be extracted via rule-based, machine-
learning, deep-learning methods Zhao et al. (2020a) Poostchi and Pic-
cardi (2019). Xuren et al., introduced a dataset that used NER for the 
extraction of entities from the CTI data Wang et al. (2020a). They fur-
ther introduced another dataset that also utilized NER for the extraction 
of entities from the CTI data but by using deep learning and domain 
knowledge engineering techniques Wang et al. (2022b). Hank et al., 
proposed a CTI corpus that was created from open sources to train and 
test cybersecurity entity models using the spaCy framework which is 
commonly used for NER tasks. Self-learning methods were explored to 
automatically recognize cybersecurity entities, and cybersecurity do-
main entity linking was applied with existing world knowledge from 
Wikidata Hanks et al. (2022). In a similar study, Feng et al., proposed 
compelling techniques for NER in CTI data. Their model combined reg-
ular expressions, a known-entity dictionary, and conditional random 
fields (CRF) with four feature templates to capture the characteristics 
and correlations of security-named entities. The rule-based expressions, 
known-entity dictionary, and CRF-based extractor were integrated to 
enhance recognition performance Yi et al. (2020).

The objective of entity and relation extraction is to extract rele-
vant triples from textual data. This process can be classified into two 
distinct techniques, the pipeline technique and the joint learning tech-
3

nique, based on their individual processing methods.
2.1. Pipeline extraction technique

The pipelining technique for CTI extraction is a widely used tech-
nique in the field of natural language processing. It involves breaking 
down the task of CTI extraction into several distinct steps or modules, 
each designed to address a specific subtask. One common pipeline tech-
nique utilizes an NLP-based technique to extract entity and relation 
information from the text Chen and Guo (2022).

In recent years, several studies have explored the use of various NLP 
techniques for CTI extraction using the pipeline technique. For exam-
ple, Liu et al. (2023) proposed a methodology that introduced a pipeline 
relation extraction method for improved performance in relation extrac-
tion tasks. Unlike the traditional joint models that share span represen-
tation, their method utilized separate encoders for entity recognition 
and relation classification, reducing feature conflict. By incorporating 
advanced pre-trained models and attention mechanisms, their method 
fused contextual semantic representation, addressing a limitation of 
other pipeline models but still results were not effective. Additionally, 
the framework incorporated explicit entity mentions, allowing for the 
capture of entities’ locale and type information, which is challenging 
to utilize in joint models. Another study by Bayer et al., proposed a 
pipeline technique for CTI extraction which used both supervised and 
unsupervised machine learning techniques. The proposed system con-
sisted of several modules, including pre-processing, entity recognition, 
relation extraction, and post-processing. Researchers evaluated their 
system on the SemEval 2018 Task 10 dataset and achieved competi-
tive results. They also analyzed the contributions of each module and 
found that the entity recognition and relation extraction modules were 
the most important for overall performance Bayer et al. (2022). In addi-
tion, Li et al. (2022b) proposed a pipeline technique for CTI extraction 
that incorporated a pre-processing step, an entity extraction step, and 
a relation extraction step. The system used a combination of rule-based 
and machine-learning techniques and achieved promising results in CTI 
extraction.

2.2. Joint extraction technique

Joint extraction techniques have become increasingly popular in CTI 
due to their ability to extract multiple pieces of information from text si-
multaneously. These techniques combine named entity recognition and 
relation extraction into a single model, resulting in more accurate and 
efficient CTI extraction. One such method is the multi-task learning 
technique, which jointly learns to predict both named entities and rela-
tions in a single model. Wang et al. Dimitriadis et al. (2021) proposed 
a multi-task learning technique that outperformed state-of-the-art CTI 
extraction models on several benchmark datasets.

Another joint extraction technique is the end-to-end neural network 
model, which directly extracts entities and relations from text without 
relying on any pre-processing steps. Li et al. (2022a) proposed a novel 

end-to-end neural network model for CTI extraction that leveraged 
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Fig. 1. Proposed methodology diagram of cyber entities and relations extraction.
contextual embeddings and self-attention mechanisms. Their model 
achieved state-of-the-art performance on several benchmark datasets, 
demonstrating the effectiveness of end-to-end techniques for CTI ex-

traction.

In addition to multi-task learning and end-to-end neural network 
models, there have been other joint extraction techniques proposed for 
CTI extraction. Ge and Wang (2022) proposed a multi-level attention 
model that incorporated both local and global contextual information 
for CTI extraction. Similarly, Zhao et al. (2020b) proposed a graph 
convolutional network (GCN) for joint extraction of entities and rela-

tions. Their model utilized the graph structure of CTI data to capture 
global dependencies between entities and relations, resulting in im-

proved extraction performance. Marchiori et al., used STIX format while 
using joint entities and relations extraction from CTI reports Marchiori 
(2021/2022).

Overall, joint extraction techniques have shown great potential in 
CTI extraction, particularly in their ability to extract multiple pieces of 
information from text simultaneously. Two of the famous techniques in 
this area are the CyberRel technique Guo et al. (2021) and the RelExt 
technique Pingle et al. (2019). As the field of CTI continues to grow, it 
is likely that joint extraction techniques will become increasingly im-

portant for accurately and efficiently extracting CTI from large volumes 
of text data.

This section highlighted various techniques proposed for extract-

ing actionable information from CTI data, specifically in the area of 
relation triples extraction. There is a growing interest in the use of neu-

ral network-based models, the construction of knowledge graphs, joint 
extraction techniques, and named entity recognition for CTI data ex-

traction. The incorporated studies proposed techniques for representing 
CTI data in a structured and organized manner to make it more useful 
for corporations. This research aims to build upon the existing research 
in this field by proposing a new technique for extracting relation triples 
from CTI data and evaluating its effectiveness through experimental re-
4

sults.
3. Methodology

This section will discuss the joint tagging scheme, end-to-end model, 
and joint entities & relations extraction. Fig. 1 shows the proposed tech-

nique used in this research.

In this study, researchers first collected unstructured CTI data from 
relevant sources. This unstructured data was then cleaned and con-

verted into the format that was best for deep learning models. Next, the 
structured data was annotated with entity and relation labels using the 
joint tagging technique. After annotation, the joint extraction technique 
was applied to extract relation triples from the annotated data using a 
RoBERTa-BiGRU-CRF model. A relation-matching technique was used 
to match the best suitable relation for two predicted entities. The model 
was fine-tuned to improve its performance on the specific task, followed 
by evaluation using appropriate metrics i.e. precision (P), recall (R), and 
F1.

3.1. Joint tagging technique

The CTI articles used in this research were manually annotated using 
an online tool, UBIAI, to create a labeled dataset. The dataset consisted 
of 100 CTI articles that were preprocessed to make them suitable for 
deep learning models. The first step in the preprocessing was data clean-

ing, which involved removing any irrelevant or duplicate information. 
The articles were then tokenized i-e. segmented into individual words, 
phrases, and sentences. Next, the articles were converted into a numeri-

cal format that could be processed by the deep learning models. Finally, 
the BIEOS tagging technique was applied to the CTI data to identify the 
entities and their types.

The BIEOS tagging technique is a modification of the BIO tagging 
technique commonly used in named entity recognition (NER). BIEOS 
stands for beginning, inside, end, outside, and single, and it is used to 
annotate entities in text. The BIEOS technique is used to mark the start, 
center, and stop of an entity, as well as entities that consist of a single 
word. This technique is used in this research to label the entities in the 

CTI data. The BIEOS tagging technique is important because it allows 
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Table 2

Relation matching rule for related entities.

Entity 1 Entity 2 Relation

corporation locale originate_from

application vulnerability is_susceptible

corporation assault_technique uses

corporation malware contains_product

malware infected_file contains_file

infected_file assault_technique belongs_to

APT_group locale operates_in

APT_group campaign launches

APT_group application uses

APT_group assault_technique uses

ransomware malware is_a_type_of

ransomware application uses

ransomware assault_technique uses

indicator malware indicates

indicator infected_file indicates

algorithm application implements

Fig. 2. The model’s design for sequence tagging.

the deep learning models to recognize the boundaries of different enti-
ties in the textual data, which is essential for accurate entity recognition 
and the best possible relation extraction.

This study separates all entities into twelve categories based on the 
CTI corpus: corporation (COR), locale (LOC), application (APP), mal-
ware (MLW), vulnerability (VLN), assault_technique (TEC), infected_file 
(INF), APT_group (APT), ransomware (RAN), indicator (IND), cam-
paign (CAM), and algorithm (ALG). Furthermore, the relationships 
are classified into eleven types: originate_from, utilizes, is_suscepti-
ble, contains_product, contains_file, belongs_to, operates_in, launches, 
is_a_type_of, indicates, and implements. The numerals “1” and “2” rep-
resent the entity roles where “1” signifies that the entity is the triple’s 
start, while “2” implies, the entity is the triple’s end. Table 2 shows 
the main criteria for entity relationships with various relations. Fur-
thermore, “OVE” denotes that the entity to whom the term refers is 
involved in numerous relationships Zuo et al. (2022).

3.2. Model architecture

The RoBERTa layer, BiGRU layer, attention layer, and CRF layer 
construct the full model, as depicted in Fig. 2. The RoBERTa layer 
generates vector representations of the input words. The BiGRU layer 
5

processes the word embeddings and computes the probability distribu-
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tion for every word. The attention layer catches word dependencies by 
computing attention scores between each pair of words. Finally, the CRF 
layer selects the best sequence tagging by considering the dependencies 
between the predicted tags.

The proposed model architecture for this research consists of the 
RoBERTa-BiGRU-CRF model, which is a deep learning-based technique 
for extracting cyber entities and relations from textual data. The archi-
tecture of the model consists of four main layers:

• RoBERTa layer: The RoBERTa layer is a pre-trained transformer-
based language model that generates vector representations of the 
input words.

• BiGRU layer: The BiGRU layer processes the word embeddings 
generated by the RoBERTa layer and computes the probability dis-
tribution for every word.

• Attention layer: The attention layer catches word dependencies by 
computing attention scores between each pair of words. The atten-
tion scores are computed using a dot product between the BiGRU 
outputs of each word pair.

• CRF layer: The CRF layer selects the global best tagging sequence 
by considering the dependencies between the predicted tags. It ap-
plies a constraint to ensure that the output sequence forms a valid 
sequence of entities and relations.

3.2.1. RoBERTa layer

The RoBERTa layer is a transformer-based language instance that 
operates on bidirectional attention to contextualizing words in a given 
text sequence Liu et al. (2019). It encodes each token in the input 
sequence by aggregating information from all the other tokens, con-
sidering them in both the left and right directions. The outcome of 
this layer is a series of contextualized embeddings for every token, 
which is passed on to the next layer. The mathematical equation for 
the RoBERTa layer can be written as follows:

H =𝑅𝑜𝐵𝐸𝑅𝑇𝑎(X)

where X shows the input series and H shows the output series of con-
textualized embeddings.

3.2.2. BiGRU layer

The bidirectional gated recurrent unit (BiGRU) layer is used to cap-
ture sequential dependencies within the input sequence Lu et al. (2021). 
It consists of two layers of gated recurrent unit (GRU) cells, one pro-
cessing the input sequence from left to right, and the other from right 
to left. The outcomes of both GRU layers are combined to yield the fi-
nal outcome. The mathematical equation for the BiGRU layer can be 
represented as follows:

⃖⃗h𝑡 =𝐺𝑅𝑈forward(h𝑡−1,x𝑡)

⃖⃖h𝑡 =𝐺𝑅𝑈backward(⃖⃖h𝑡+1,x𝑡)

h𝑡 = [ ⃖⃗h𝑡; ⃖⃖h𝑡]

where x𝑡 represents the 𝑡𝑡ℎ token in the input series, ⃖⃗h𝑡 represents the 
latent state of the forward GRU cell, ⃖⃖h𝑡 shows the latent state of the 
backward GRU cell and h𝑡 shows the final outcome of the BiGRU for 
the 𝑡𝑡ℎ token.

3.2.3. Attention layer

The attention layer is used to compute the attention scores between 
the outcome of the BiGRU layer and a learnable query vector to cap-
ture the relative importance of each token in the input sequence for a 
given relation. The attention scores are utilized to calculate a weighted 
aggregate of the output of the BiGRU layer, which represents the con-
text vector. The context vector is then passed on to the CRF layer for 
decoding. The mathematical equation for the attention layer can be rep-

resented as follows:
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e𝑡 = tanh(W1h𝑡 +W2q)

𝛼𝑡 =
exp(v𝑇 e𝑡)∑𝑛
𝑗=1 exp(v𝑇 e𝑗 )

c =
𝑛∑
𝑡=1

𝛼𝑡h𝑡

where W1, W2, and v are learnable weight matrices, q is a learnable 
query vector, h𝑡 is the hidden state of the BiGRU layer at time-period 
stage 𝑡, e𝑡 is the attention vector at time-period stage 𝑡, and 𝛼𝑡 is the at-
tention score due to the token at time-period stage 𝑡. The attention score 
𝛼𝑡 is calculated by utilizing the softmax method over the dot product of 
the attention vector e𝑡 and the learnable weight vector v. The context 
vector c is computed as the weighted aggregate of the output of the Bi-
GRU layer h𝑡 using the attention scores 𝛼𝑡. The context vector captures 
the most relevant information in the input sequence for a given rela-
tion and is used as input to the CRF layer for decoding the final tagging 
sequence Yang and Xiao (2022).

3.2.4. CRF layer

The CRF layer is the final layer in our model and brings the context 
vector from the attention layer as input and outputs the most prob-
able tagging sequence for the input sentence. The CRF layer models 
the dependencies between neighboring tags and takes into account the 
global structure of the tagging sequence Alves-Pinto et al. (2022). The 
mathematical equation for the CRF layer must be represented as written 
below:

y∗ = argmaxy

(
𝑛∑
𝑖=1

𝐴𝑦𝑖−1 ,𝑦𝑖
+

𝑛∑
𝑖=1

𝐸𝑦𝑖
(h𝑖)

)

where y is a tagging sequence of length 𝑛, 𝐴 is a transition matrix that 
models the possibility of transitioning from label 𝑦𝑖−1 to label 𝑦𝑖, 𝐸𝑦𝑖

(h𝑖)
is the emission score for label 𝑦𝑖 given the context vector h𝑖, and y∗

is the most possible tagging sequence. The transition matrix and the 
emission scores are learned during training using maximum likelihood 
estimation. During inference, the Viterbi algorithm Noravesh (2023) is 
employed to efficiently compute the most possible sequence tagging 
given the input text and the learned parameters of the final and trained 
model.

The RoBERTa-BiGRU-CRF model is introduced end-to-end using a 
joint tagging technique and a BIEOS tagging technique. The joint tag-
ging technique allows the model to predict the entity and relation tags 
simultaneously, while the BIEOS tagging technique provides a more 
granular representation of the entity boundaries. The model is prepared 
using a combination of negative log-likelihood loss and L2 regulariza-
tion loss and is optimized using the Adam algorithm as an optimizer. 
Furthermore, after the setting of different hyper-parameters, the final 
alpha is set to 0.0002.

3.3. Joint extraction technique

The joint extraction technique is a technique used to extract mul-
tiple relations simultaneously from a single sentence. This technique is 
applied to the proposed model to extract multiple relations. In this tech-
nique, multiple relations are modeled jointly in the CRF layer, which 
enables the model to capture the dependencies among different rela-
tions and their corresponding entities.

The joint extraction technique involves modifying the traditional 
CRF layer by incorporating multiple tag sets. Specifically, for each re-
lation type, a separate tag set is used. For example, if there are three 
relation types, then there will be three tag sets, one for each relation 
type. Each tag set consists of tags that correspond to the entities in-
volved in that relation type.

In the stage of model training, the methods learn to assign the appro-
priate tag for each entity in the sentence for each relation type. During 
6

inference, the model outputs multiple tags for each entity, one for every 
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type of relation. The final output of the method is a group of relation 
triples, and every relation triple consists of a relation type and the cor-

responding entities.

The joint extraction technique is proved to be effective in captur-

ing the dependencies among different relations and their corresponding 
entities. It enables the model to extract multiple relations from a sin-

gle sentence with high accuracy and efficiency. In the proposed model, 
the joint extraction technique was applied to extract multiple relations 
from CTI textual data, which typically contain complex and overlapping 
relations.

3.4. Relation matching technique

The relation-matching technique desires to enhance the overall per-

formance of the model by incorporating external knowledge sources 
such as knowledge graphs. In this step, a relation-matching module was 
utilized to calculate the semantic similarity between the extracted re-

lation and the relation in the generated knowledge graph. This is done 
by first retrieving all the candidate relations from the knowledge graph 
that are related to the entities in the extracted relation. Then, a relation-

matching score is calculated between each candidate relation and the 
extracted relation.

To calculate the relation-matching score, a graph convolutional net-

work (GCN) based technique was incorporated Zhong et al. (2023). The 
GCN takes the nodes and edges of the knowledge graph as input and 
applies a series of graph convolutions to learn a representation of each 
node that captures its neighborhood information. The output of the GCN 
is a matrix containing the learned expressions of all the nodes in the 
constructed knowledge graph Cheng et al. (2022).

To compute the relation-matching score of the extracted relation and 
a candidate relation, researchers first obtained the embeddings of the 
entities in the extracted relation using the RoBERTa model. Later, these 
embeddings were concatenated with the embeddings of the correspond-

ing entities in the candidate relation obtained from the GCN output. The 
concatenated embeddings are later forwarded via a feedforward neural 
network to obtain a scalar score that represents the similarity between 
the two relations.

Finally, the relation-matching score is combined with the confidence 
score obtained from the joint extraction technique to obtain the fi-

nal relation score. Relations with high final scores are selected as the 
predicted relations for the input sentence. The constructed knowledge 
graph can also be used for link prediction Li et al. (2018).

3.5. Training and evaluation

The training and evaluation phase is critical to the model cre-

ation process. For this, researchers began by dividing the dataset into 
80:10:10 training, validation, and testing collections. The training col-

lection is employed for the training of the model, the validation collec-

tion is employed for the revision of hyperparameters and also to bypass 
the overfitting of the model, and the testing collection is employed for 
the estimation of the model’s interpretation of unknown textual data.

To minimize the negative log-likelihood loss function, the Adam al-

gorithm was employed and alpha was chosen to 0.0002 Kohli et al. 
(2022). The model was trained with exactly 100 epochs before being 
stopped earlier to prevent overfitting. Researchers assessed the model’s 
interpretations on the validation collection during the training phase 
and store the best model on the basis of the best F1 score.

For this study, researchers employed precision (P), recall (R), and F1 
score measures to assess the model’s interpretation. Precision is the ra-

tio of the true positive interpretations to all positive interpretations. The 
ratio of true positive interpretations to all actual positive occurrences is 
measured by the recall. And F1 score is actually the harmonic mean of 
both precision and recall. The macro-average version of the F1 score, 

actually the average of the F1 scores across all classes, is reported. Fur-
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Fig. 3. General and overlap relation triples extraction.

thermore, statistical significance testing was used for the evaluation of 
the model with other cutting-edge models.

3.6. Entities and relations extraction

The relation triples for the knowledge graph were constructed by 
using the pairing rules. Algorithm 1 depicts the realization.

Algorithm 1: Formation of relation triples from entities and 
relations.

Data: tag_sequence 𝑥, set_general_entity 𝐸𝑔𝑒𝑛 = {}, 
set_overlapping_relational_entity 𝐸𝑜𝑣𝑒 = {}

Result: knowledge_triple (𝑒𝑖, 𝑟, 𝑒𝑗 )
1 while 𝐸𝑔𝑒𝑛 ≠ ∅ do

2 𝑒𝑖 ← Extract next complete entity through boundary tag;

3 if 𝑒𝑖 is a general entity then

4 Add 𝑒𝑖 to 𝐸𝑔𝑒𝑛 ;

5 else if 𝑒𝑖 is an overlapping relational entity then

6 Add 𝑒𝑖 to 𝐸𝑜𝑣𝑒 ;

7 else

8 for 𝑒𝑗 ∈ (𝐸𝑔𝑒𝑛 ∪𝐸𝑜𝑣𝑒) do

9 if 𝑒𝑖 and 𝑒𝑗 can form a knowledge triple then

10 Form the triple (𝑒𝑖, 𝑟, 𝑒𝑗 );

11 Remove 𝑒𝑖 from 𝐸𝑔𝑒𝑛 ;

12 return knowledge_triple (𝑒𝑖, 𝑟, 𝑒𝑗 )

Fig. 3 depicts the generic relational triple in the first example. 
The terms “EvilFlower” and “Pakistan” are derived from tagging data. 
Pairable things are looked for both before and after “EvilFlower.” Be-
cause this statement contains just one linkable object, the matched 
result is [EvilFlower, comes-from, Pakistan]. They will no longer be 
involved in the linking, and the process of extraction for the current 
phrase is complete.

Fig. 3 depicts the overlapping relational triple in the second ex-
ample. The files “DarkHotel”, “Duuzer”, and “healthcare sector” were 
extracted. First, “DarkHotel” was used to locate linkable entities, and 
the closest linkable entity “Duuzer” was found. [DarkHotel, utilizes, 
Duuzer] was the first paired result. As overlapping relation entities 
cannot actively engage in pairing, researchers avoided “Duuzer” and 
searched for linkable entities forward and backward using “healthcare 
sector”. Similarly, researchers might obtain the nearest linkable object 
“healthcare sector” and the second triple [DarkHotel, launches, health-
care sector]. The extraction process was completed when the general 
entity set became empty.

4. Implementation

4.1. Dataset

This work constructs a web scraper to gather 1098 cyber security 
reports and articles from Microsoft, Cisco, McAfee, Kaspersky, Fortinet, 
7

CrowdStrike, and some similar references. As there are unrelated texts 
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Fig. 4. Knowledge graph constructed from the dataset.

Fig. 5. Entities distribution on textual data.

in the CTI reports, researchers preferably screened them based on the 
following Husari et al. (2017).

• Article length: Based on researchers’ expertise and observations, 
APT and Ransomware reports are lengthier. They must include de-
tailed descriptions of specific attack occurrences, such as assault 
purpose, attack mode, and so on. Other reports normally do not 
have such a large quantity of words.

• Keyword density: It is believed that APT and Ransomware reports 
include many cyber-security terms, like CVE numbers, hashes, or 
MAC addresses. As a result, the maximum keywords in each article 
are counted and their viscosity is determined, which is the propor-
tion of key terms in the article divided by the maximum of words 
in the report.

Following the screening, 852 APT and Ransomware reports were re-
tained that used regular expressions to remove the URL, IP, and hash 
information. Researchers only picked the best 100 reports, which were 
mostly related to Pakistan using keyword filtering techniques, for man-
ual annotation. The entities and relations in APT and Ransomware 
reports are then tagged using UBIAI UBIAI (2020) which is very similar 
to YEDDA Yang et al. (2017). Finally, 2049 entities and 1286 relation 
pairs were labeled. The distribution of entities is also illustrated via a 
pie chart in Fig. 5. The knowledge graph for the earlier discussed exam-
ple is shown in Fig. 4

4.2. Experiment

Pytorch created the experimental model in this study. The Adam 
Kingma and Ba (2014) optimizer was utilized during the training pro-

cedure, and the alpha (LR) was selected at 0.0002. Table 3 shows some 
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Table 3

Details of hyperparameters.

Parameter Value

total_layers 24

hidden_layer_neurons 1536

hidden_activation_function ReLU

maximum_position_embedding 1024

LSTM_dimension 250

GRU_dimension 250

total_epochs 100

single_batch_size 128

alpha 0.0002

dropout_ratio 0.5

Table 4

Evaluation of experimental results.

Model All Overlap

P R F1 P R F1

CNN-BiLSTM-CRF 0.657 0.635 0.647 0.622 0.634 0.628

CNN-BiGRU-CRF 0.668 0.647 0.659 0.633 0.646 0.640

BERT-BiLSTM-CRF 0.821 0.704 0.758 0.779 0.672 0.721

BERT-BiGRU-CRF 0.843 0.727 0.781 0.801 0.695 0.744

RoBERTa-BiLSTM-CRF 0.872 0.755 0.809 0.830 0.723 0.772

RoBERTa-BiGRU-CRF 0.894 0.778 0.832 0.852 0.746 0.795

of the important parameters, with the dropout set at 0.5 to reduce over-
fitting.

4.3. Result

When determining if the results of the extraction of cyber entities 
and relations from cyber security data are accurate, this study con-
cludes that the final outcomes are precise only if the border, category, 
and of cyber entities and relations are precisely labeled by deep learn-
ing. To completely assess the effectiveness of this technique, this work 
employed different metrics including precision (P), recall (R), and the 
F1 score, which are typically famous metrics in the domain of natural 
language processing.

For the purpose of demonstrating the efficacy of this technique, 
researchers made a comparison to other various standard entity and re-
lation extraction joint extraction methods, like CNN-BiLSTM-CRF, CNN-
BiGRU-CRF, BERT-BiLSTM-CRF Miwa and Bansal (2016), BERT-BiGRU-
CRF Bekoulis et al. (2018), and RoBERTa-BiLSTM-CRF. Table 4 displays 
the precision (P), recall (R), and the F1 metrics of entity-relation ex-
tracted triples including overlaying extracted relational triples.

According to the results of this study, the attention-based RoBERTa-
BiGRU-CRF technique outperformed other methods in the CTI informa-
tion extraction challenge, achieving an F1 score of 0.832. This tech-
nique provides a direct solution to both the extraction of entities and 
relations, effectively leveraging the semantic connection between the 
two tasks. When compared to the CNN-BiLSTM-CRF method, the inclu-
sion of the BERT model particularly improved the precision of the task, 
resulting in an increase of 18.6% in the F1 score. This can be attributed 
to the BERT’s ability to better capture grammatical and semantic nu-
ances across diverse contexts, thereby improving the overall abstraction 
of the method. While corresponding BERT-BiLSTM-CRF to the proposed 
method, the final F1 score is improved by 7.4%, indicating that the at-
tention mechanism assisted the decoder module in making the input 
distinct at various times. Fig. 6 shows the F1 scores of different models 
used in the entities-relations extraction method.

The training time of different models can vary depending on vari-
ous elements like dataset, architecture, computing power, etc. The use 
of pre-trained models can significantly reduce the training time as the 
model has already learned relevant patterns from a large corpus of data. 
Overall, the training time is an important consideration when selecting 
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a model, and it is important to balance the complexity of the model 
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with the available computing resources and the desired performance. 
Fig. 7 shows the training time (in hours) of different models used in the 
entities-relations extraction method.

4.4. Discussion

When compared to other models, the proposed model’s F1 score rose 
to varied degrees. This is due to the fact that collaborative methods 
normally extract entities initially followed by relations that can lead to 
issues like duplicate entities or transmission mistakes. Overlapping re-

lational extraction has a lower precision (P), and recall (R) than total 
non-overlapping extraction of relation triples. The fundamental reason 
for this is that certain overlapping interactions are ambiguous, and the 
same thing in one phrase may have many expressions, making it dif-

ficult to identify the model. As a result, the joint extraction model 
suggested in this study has the potential for further development.

Entities and relations extraction is a domain-specific task that in-

volves identifying entities and the relationships between them in a 
given text. Various models have been proposed for this task, but not 
all models perform equally well. In particular, CNN-based models have 
been found to be less useful for entities and relations extraction, which 
may be due to their better performance on visual data rather than tex-

tual data.

On the other hand, transformer-based models like BERT have shown 
good performance, but RoBERTa is found to perform better than BERT. 
This is primarily because RoBERTa improves on BERT by pretraining 
on a larger and more diverse dataset. In this study, researchers found 
that RoBERTa outperformed XLNet, another transformer-based model, 
on the custom dataset.

In this study, both BiLSTM and BiGRU networks were used for the 
experiments, and researchers found that BiGRU gave slightly better re-

sults. This may be because the training data was small and custom, 
rather than a public dataset. In general, BiGRU models tend to achieve 
better results on small datasets, and BiLSTM models achieve better re-

sults on large datasets. BiGRU models are also computationally less 
expensive and more efficient in terms of training.

Furthermore, attention-based models were found to perform better 
than non-attention-based models. Finally, the experiments showed that 
RoBERTa-BiGRU-CRF gave the highest F1 score, which was a 7% in-

crease over other techniques that were tested.

To attain informatics and explanations for the decision-making pro-

cess of the RoBERTa-BiGRU-CRF model, various explainable artificial 
intelligence (XAI) techniques were utilized Zhang et al. (2022). Specif-

ically, the attention visualization technique was employed to visual-

ize which parts of the input text were most important in the model’s 
decisions. Researchers also utilized LIME (local interpretable model-

agnostic explanations) to generate local explanations for individual pre-

dictions, and SHAP (shapley additive explanations) to compute feature 
importance scores for each input token. These techniques allowed re-

searchers to acquire a more reasonable interpretation of how the model 
arrived at its predictions and provided valuable insights for improving 
the model’s performance.

Finally, one of the crucial challenges in CTI is the ability to extract 
and represent relevant knowledge. The OpenCTI dashboard OpenCTI 
(2019) provides a promising solution to this challenge by providing a 
centralized platform for CTI analysts to collaborate, manage, and share 
CTI knowledge. In this research, a novel technique for constructing a 
knowledge graph from extracted CTI triples using the OpenCTI dash-

board is proposed. As depicted by the notable results, the proposed 
technique has the potential to significantly enhance the effectiveness 
and efficiency of CTI knowledge management, and thereby contribute 
to the overall security of cyberspace. Dashboard, as an example, popu-
lating cyber threat intelligence is also illustrated in Fig. 8.
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Fig. 6. F1 scores of entities and relation extraction.

Fig. 7. Training time for entities and relation extraction.
4.5. Future work

Some possible directions for future research are listed in this section:

• Scaling up the proposed technique to handle even larger CTI data.

• Exploring the effectiveness of the proposed technique in different 
languages and domains.

• Developing a user-friendly tool for cybersecurity professionals to 
extract and integrate CTI from various sources using the proposed 
technique.

• Investigating the possibility of integrating machine learning and 
NLP techniques to improve the effectiveness and efficiency of CTI 
9

extraction.
• Evaluating the proposed technique on real-world CTI data to vali-

date its effectiveness in practical scenarios.

• Developing techniques to automatically update and maintain the 
CTI knowledge graph to keep it up-to-date with emerging threats.

• Evaluating the real-world performance and impact of the proposed 
technique by conducting practical assessments of the model’s ef-

ficiency and its ability to support decision-making in the field of 
cybersecurity.

• Exploring the correlation between model scores and the actions 
taken in response to its recommendations.

• Collaborating with cybersecurity practitioners to incorporate their 
feedback and insights will be crucial in refining the model and 
aligning it with the needs of industrial cybersecurity profession-
als.
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Fig. 8. Cyber threat intelligence dashboard.

5. Conclusion

This research proposed a novel technique that is used for extracting 
CTI from unstructured text using a combination of joint extraction and 
relation-matching techniques. The RoBERTa-BiGRU-CRF model was de-
veloped for entity-relation extraction and attained state-of-the-art re-
sults on the CTI corpus. The evaluation of the model showed promising 
results, indicating its effectiveness in extracting CTI from unstructured 
text. The technique was tested on different scenarios related to APT and 
ransomware attacks, demonstrating its capability of handling complex 
CTI extraction tasks. Overall, this research contributes to the growing 
field of CTI extraction and provides a foundation for future work in this 
area. The proposed technique can be expanded to other related domains 
and can be used to automatically extract and integrate CTI from various 
sources, including social media, the dark web, and open-source intelli-
gence. The size of CTI data can be increased in the future for diverse 
investigations. The proposed technique can also aid in the development 
of more effective and efficient CTI sharing and collaboration platforms, 
enabling cybersecurity professionals to stay ahead of emerging threats 
and better protect against cyberattacks.
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