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A B S T R A C T

The cyber threat intelligence (CTI) knowledge graph is beneficial for making robust defense strategies for security professionals. These are built from cyber threat intelligence data based on relation triples where each relation triple contains two entities associated with one relation. The main problem is that the CTI data is increasing more rapidly than expected and existing techniques are becoming ineffective for extracting the CTI information. This work mainly focuses on the extraction of cyber relation triples in an effective way using the joint extraction technique, which resolves the issues in the classical pipeline technique. Firstly, the ‘BEOS’ tagging scheme was applied to CTI data using the joint tagging technique and then the relation triples were jointly extracted. This study utilized the attention-based RoBERTa-BiGRU-CRF model for sequential tagging. Finally, the relation triples were extracted using the relation-matching technique after matching the best suitable relation for the two predicted entities. The experimental results showed that this technique outperformed the state-of-the-art models in knowledge triple extraction on CTI data. Furthermore, a 7% increase in the F1 score also proved the effectiveness of this technique for the information extraction task on CTI data.

1. Introduction

Cyber security-related information is growing rapidly on the internet as cyber-attacks are increasing day by day. Attackers mostly target military, government, and corporate sectors as these contain sensitive and classified information that requires proper defensive strategies Watters (2023). For this purpose, mainly two types of defensive techniques are used; i) detection of cyber attacks and harmful events and mitigating them in real-time when they occur, and ii) earlier prediction of potential cyber-attacks using cyber threat intelligence and making a strong defensive mechanism.

The increasing number of cyber-attacks and data breaches have made cyber security a top priority for governments, corporations, and individuals. Big data analytics has become a valuable tool in cyber security, providing a way to examine large amounts of data to specify potential threats and vulnerabilities Tang et al. (2017). In a recent research study related to cyber attacks, researchers deeply studied 60 government websites and found 18% of them highly and 33% medium vulnerable using Arachni tool, and 13% highly and 41% medium vulnerable using ZAP tool Ghazanfar et al. (2021).

Security professionals develop and deploy security solutions for the detection and mitigation of cyber-attacks. However, these do not always prove to be the best as attackers keep trying new tactics, techniques, and procedures. Notably, it’s a very difficult and time-consuming task for the attackers to change their entire attacking process Zongxun et al. (2021). Studies show that most attacker groups can be identified by their attacking techniques as they incorporate advanced persistent threats (APTs) and ransomware attacks as attacking methods. For the earlier prediction of possible cyber attacks, cyber threats and attacking groups’ related information can be extracted from cyber threat intelligence (CTI) data Sun et al. (2023).

Cyber threat intelligence (CTI) is a critical element of modern-day security operations Conti et al. (2018). CTI data comprises a vast amount of information about potential cyber threats, such as attacker profiles, tactics, techniques, and procedures. Effective extraction of valuable information from CTI data can help security professionals make informed decisions and develop robust defense strategies Ainslie et al. (2023). However, the exponential growth of CTI data has made it challenging to extract relevant information in a timely and accurate manner. This problem has spurred the development of various tech-
niques for the extraction of entities along with relations from CTI data using deep learning.

In the past few years, natural language processing (NLP) and deep learning techniques have shown tremendous potential in solving problems related to the extraction of entity relations from unstructured text data Jo et al. (2022). These techniques can learn patterns and relationships from data without relying on pre-defined rules, making them suitable for complex and dynamic datasets such as CTI data. However, existing techniques for entity and relation extraction from CTI data suffer from several limitations, including low accuracy, scalability, and generalizability.

The above-mentioned challenges need to be focused attention and there are obvious research questions that lead to a motivation to work on this research. The research questions addressed in this study include: How can cyber threat intelligence (CTI) data be effectively extracted to support the development of robust defense strategies? How can deep learning methods be utilized to improve the accuracy, scalability, and generalizability of CTI extraction? How does the proposed technique perform compared to the current state-of-the-art models? Can future research further enhance the proposed technique by incorporating multimodal data, graph-based models, and knowledge graphs? By addressing these research questions, this research enhances the existing literature on cyber threat intelligence and entity-relation extraction, providing valuable insights for researchers, practitioners, policymakers, and security professionals in the field.

The primary objective of this research study was to propose a novel technique for extracting cyber entities and relations from textual data using deep learning methods. Specifically, this study focused on the joint extraction technique, which resolves the limitations of the classical pipeline technique used in the existing techniques. Researchers in this study utilized an attention-based RoBERTa-BiGRU-CRF model for sequential tagging and relation-matching techniques to extract relation triples from CTI data. To evaluate the effectiveness of this technique, experiments were conducted using a manually annotated CTI dataset, and the interpretation of the model was compared to the current state-of-the-art models.

The outcomes of the experiments revealed that the proposed technique outperformed existing models in terms of accuracy, scalability, and generalizability. The proposed technique achieved the final F1 score of 0.86, which is 7% higher than the best-performing baseline model. Furthermore, the joint extraction technique showed promising results in addressing the challenges associated with the entity and relation extraction from CTI data, providing security professionals with more accurate and timely insights to make informed decisions. Overall, the proposed technique for extracting cyber entities and relations from textual data using deep learning has the prospect of making a considerable impact in the domain of cyber threat intelligence. The results of this research can be used by researchers, practitioners, and policymakers to generate more practical tools and strategies for CTI data analysis and decision-making Choo et al. (2019a,b).

The introduction section discussed the importance of CTI data and the limitations of existing techniques for the extraction of entities and relations. In the related study/literature review section the state-of-the-art models for CTI data extraction are reviewed and the gaps in the literature are highlighted. The methodology/technique section presents the joint extraction technique using an attention-based RoBERTa-BiGRU-CRF model for sequential tagging and relation-matching techniques for relation triple extraction. The implementation/experimentation section describes the dataset, experimental setup, and evaluation metrics used to validate the proposed technique. This paper also presented the experimental results, including comparisons with state-of-the-art models, and discussed the significance of the results. Finally, in the conclusion section, the findings are summarized, the contributions of this research are highlighted, and future directions are discussed to improve the proposed technique.

2. Related study

Recent research has shown great focus on proposing various techniques and methods for extracting actionable information from CTI data, specifically in the area of relation triples extraction. Table 1 shows relevant studies for entities and relation extraction.

One of the main areas of research in this field is the development of systems and platforms for extracting and analyzing CTI data, such as the CTI View where Yinghai et al., proposed a methodology designed to process and analyze massive amounts of unstructured cyberspace threat intelligence (CTI) data for enhanced defense against advanced persistent threats (APTs). To address the challenges posed by heterogeneous CTI, their methodology incorporated a text extraction framework that utilized automated test frameworks, text recognition technology, and text denoising techniques. The framework also tackled the adaptability issues encountered when crawling diverse CTI sources. Furthermore, their study leveraged regular expressions along with blacklist and whitelist mechanisms to extract relevant indicators of compromise (IoC) and tactics, techniques, and procedures (TTPs) information from the CTI data Zhou et al. (2022). In another research, TriCTI was presented as an actionable cyber threat intelligence discovery system that functioned via a trigger-enhanced neural network. In this research, Jian et al., utilized natural language processing (NLP) technology to establish relationships between indicators of compromise (IoC) and campaign stages in cybersecurity reports. They generated actionable CTI by utilizing the concept of “campaign triggers” to enhance the explanation of campaign stages and slightly improve the performance of the classification model. Campaign trigger phrases are identified as keywords within sentences that indicate specific campaign stages. The system employed NLP techniques to train final trigger vectors that possessed similar semantic representations to the keywords found in unseen sentences Liu et al. (2022).

There is a growing interest in the use of neural network-based models for extracting information from CTI data. Zongxun et al. proposed a methodology that could capture the semantics of sentences within the context of cyber threat intelligence. The presented model was capable of identifying threat actions within sentences, providing means to mark and highlight specific actions related to threats. By leveraging existing knowledge, they constructed cyber threat ontology, to obtain comprehensive attack information. Their method enabled the generation of high-level indicators of compromise (IoC) along with tactics, techniques, and procedures (TTPs) by mapping the threat actions to the ontology and constructing TTPs based on this mapping Zongxun et al. (2021).Xuren et al., generated a new dataset and applied a neural network for the named entity recognition (NER) task. The rationality of their dataset was demonstrated through rigorous evaluation and analysis, highlighting its relevance and suitability for NER joint and multi-task learning tasks in CTI. Researchers introduced a dataset for document-level threat intelligence analysis, encompassing entities, relations, and coreference annotations. They proposed a joint learning framework that combined relation extraction and coreference resolution, treating coreference as a predefined relation using GCN Wang et al. (2020b). The above-mentioned studies utilized neural networks for extracting information from CTI data. A recent research named CDTier introduced a Chinese dataset of threat intelligence entity relationships and is a significant read, as it incorporated neural network-based models. The findings demonstrated that the developed system significantly minimized threat intelligence analysts’ work while assessing threat intelligence Zhou et al. (2023).

Another notable area of research is the construction of knowledge graphs for CTI data as proposed by Yitong et al. This research focused on constructing and applying an advanced persistent threat (APT) knowledge graph from open-source cyber threat intelligence (OSCTI) data. Researchers developed a cybersecurity platform called CSKG4APT based on the knowledge graph and employed deep learning and expert knowledge to extract and update APT threat knowledge. The proposed
APT attack attribution method enhanced defense strategies by integrating fragmented intelligence and actively adjusting defense strategies, paving the way for dominance in network attack and defense Ren et al. (2022). In a similar research, proposed by Sharar et al., an open cyber threat intelligence knowledge graph framework was introduced for automatized information extraction from unstructured advanced persistent threat (APT) reports. They employed an attention-based neural open information extraction (OIE) model and neural cybersecurity named entity recognizer (NER) to extract entities and generate relation triples. The structured data is then used to construct the knowledge graph. The results indicated that the proposed method enabled security professionals to retrieve valuable information through query execution Sarhan and Spruit (2021). These research studies proposed techniques for representing CTI data in a structured and organized manner to make it more useful for corporations.

Joint extraction techniques, which involve jointly extracting entities and relations from text, have also been proposed as a solution to the limitations of existing techniques that focus on extracting entities and relations separately. Junjia et al., proposed an end-to-end joint extraction model for CTI to improve the accuracy and efficiency of entity and relation extraction. The model combines a joint tagging strategy with an end-to-end sequence tagging model Zuo et al. (2022). Zheng et al., also proposed a joint learning framework for relation extraction and entity linking, leveraging the semantic relevance between entities and relations. The result depicted good improvement over other traditional methods Zhang et al. (2020).

Named entity recognition (NER) is also an important task in CTI data extraction where entities can be extracted via rule-based, machine-learning, deep-learning methods Zhao et al. (2020a) Poostchi and Piccardi (2019). Xuren et al., introduced a dataset that used NER for the extraction of entities from the CTI data Wang et al. (2020a). They further introduced another dataset that also utilized NER for the extraction of entities from the CTI data but by using deep learning and domain knowledge engineering techniques Wang et al. (2022b). Hank et al., proposed a CTI corpus that was created from open sources to train and test cybersecurity entity models using the spaCy framework which is commonly used for NER tasks. Self-learning methods were explored to automatically recognize cybersecurity entities, and cybersecurity domain entity linking was applied with existing world knowledge from Wikidata Hanks et al. (2022). In a similar study, Feng et al., proposed compelling techniques for NER in CTI data. Their model combined regular expressions, a known-entity dictionary, and conditional random fields (CRF) with four feature templates to capture the characteristics and correlations of security-named entities. The rule-based expressions, known-entity dictionary, and CRF-based extractor were integrated to enhance recognition performance Yi et al. (2020).

The objective of entity and relation extraction is to extract relevant triples from textual data. This process can be classified into two distinct techniques, the pipeline technique and the joint learning technique, based on their individual processing methods.

### 2.1. Pipeline extraction technique

The pipelining technique for CTI extraction is a widely used technique in the field of natural language processing. It involves breaking down the task of CTI extraction into several distinct steps or modules, each designed to address a specific subtask. One common pipeline technique utilizes an NLP-based technique to extract entity and relation information from the text Chen and Guo (2022).

In recent years, several studies have explored the use of various NLP techniques for CTI extraction using the pipeline technique. For example, Liu et al. (2023) proposed a methodology that introduced a pipeline relation extraction method for improved performance in relation extraction tasks. Unlike the traditional joint models that share span representation, their method utilized separate encoders for entity recognition and relation classification, reducing feature conflict. By incorporating advanced pre-trained models and attention mechanisms, their method fused contextual semantic representation, addressing a limitation of other pipeline models but still results were not effective. Additionally, the framework incorporated explicit entity mentions, allowing for the capture of entities’ locale and type information, which is challenging to utilize in joint models. Another study by Bayer et al., proposed a pipeline technique for CTI extraction which used both supervised and unsupervised machine learning techniques. The proposed system consisted of several modules, including pre-processing, entity recognition, relation extraction, and post-processing. Researchers evaluated their system on the SemEval 2018 Task 10 dataset and achieved competitive results. They also analyzed the contributions of each module and found that the entity recognition and relation extraction modules were the most important for overall performance Bayer et al. (2022). In addition, Li et al. (2022b) proposed a pipeline technique for CTI extraction that incorporated a pre-processing step, an entity extraction step, and a relation extraction step. The system used a combination of rule-based and machine-learning techniques and achieved promising results in CTI extraction.

### 2.2. Joint extraction technique

Joint extraction techniques have become increasingly popular in CTI due to their ability to extract multiple pieces of information from text simultaneously. These techniques combine named entity recognition and relation extraction into a single model, resulting in more accurate and efficient CTI extraction. One such method is the multi-task learning technique, which jointly learns to predict both named entities and relations in a single model. Wang et al. Dimitriadis et al. (2021) proposed a multi-task learning technique that outperformed state-of-the-art CTI extraction models on several benchmark datasets.

Another joint extraction technique is the end-to-end neural network model, which directly extracts entities and relations from text without relying on any pre-processing steps. Li et al. (2022a) proposed a novel end-to-end neural network model for CTI extraction that leveraged

### Table 1

Studies concerning entities and relations extraction.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Technique</th>
<th>Dataset</th>
<th>Entities</th>
<th>Relations</th>
<th>Joint extraction</th>
<th>Knowledge graph</th>
<th>Explainable AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhou et al. (2022)</td>
<td>BERT-BiLSTM-GRU-CRF</td>
<td>Custom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Liu et al. (2022)</td>
<td>TriCTI</td>
<td>Custom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Wang et al. (2022a)</td>
<td>BERT-BiLSTM-CRF</td>
<td>Custom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Wang et al. (2020b)</td>
<td>C-GCN</td>
<td>Public</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Ren et al. (2022)</td>
<td>BERT-BiLSTM-CRF</td>
<td>Custom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Sarhan and Spruit (2021)</td>
<td>Open-CyG</td>
<td>Microsoft, MalwareDB</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Zuo et al. (2022)</td>
<td>BERT-BiLSTM-CRF</td>
<td>Custom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Zhang et al. (2020)</td>
<td>PCNN</td>
<td>NYT-10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Guo et al. (2023)</td>
<td>BERT with BiGRU</td>
<td>OSINT Data</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Wang and Liu (2022)</td>
<td>Pert</td>
<td>Microsoft, OpenCyber</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Srivastava et al. (2023)</td>
<td>BERT with BiLSTM</td>
<td>Microsoft, Metasploit</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Proposed Technique</td>
<td>RoBERTa-BiGRU-CRF</td>
<td>Custom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>
contextual embeddings and self-attention mechanisms. Their model achieved state-of-the-art performance on several benchmark datasets, demonstrating the effectiveness of end-to-end extraction for CTI extraction.

In addition to multi-task learning and end-to-end neural network models, there have been other joint extraction techniques proposed for CTI extraction. Ge and Wang (2022) proposed a multi-level attention model that incorporated both local and global contextual information for CTI extraction. Similarly, Zhao et al. (2020b) proposed a graph convolutional network (GCN) for joint extraction of entities and relations. Their model utilized the graph structure of CTI data to capture global dependencies between entities and relations, resulting in improved extraction performance. Marchiori et al., used STIX format while using joint entities and relations extraction from CTI reports Marchiori (2021/2022).

Overall, joint extraction techniques have shown great potential in CTI extraction, particularly in their ability to extract multiple pieces of information from text simultaneously. Two of the famous techniques in this area are the CyberRel technique Guo et al. (2021) and the RelExt technique Pingle et al. (2019). As the field of CTI continues to grow, it is likely that joint extraction techniques will become increasingly important for accurately and efficiently extracting CTI from large volumes of text data.

This section highlighted various techniques proposed for extracting actionable information from CTI data, specifically in the area of relation triples extraction. There is a growing interest in the use of neural network-based models, the construction of knowledge graphs, joint extraction techniques, and named entity recognition for CTI data extraction. The incorporated studies proposed techniques for representing CTI data in a structured and organized manner to make it more useful for corporations. This research aims to build upon the existing research in this field by proposing a new technique for extracting relation triples from CTI data and evaluating its effectiveness through experimental results.

3. Methodology

This section will discuss the joint tagging scheme, end-to-end model, and joint entities & relations extraction. Fig. 1 shows the proposed technique used in this research.

In this study, researchers first collected unstructured CTI data from relevant sources. This unstructured data was then cleaned and converted into the format that was best for deep learning models. Next, the structured data was annotated with entity and relation labels using the joint tagging technique. After annotation, the joint extraction technique was applied to extract relation triples from the annotated data using a RoBERTa-BiGRU-CRF model. A relation-matching technique was used to match the best suitable relation for two predicted entities. The model was fine-tuned to improve its performance on the specific task, followed by evaluation using appropriate metrics i.e. precision (P), recall (R), and F1.

3.1. Joint tagging technique

The CTI articles used in this research were manually annotated using an online tool, UBAI, to create a labeled dataset. The dataset consisted of 100 CTI articles that were preprocessed to make them suitable for deep learning models. The first step in the preprocessing was data cleaning, which involved removing any irrelevant or duplicate information. The articles were then tokenized i.e. segmented into individual words, phrases, and sentences. Next, the articles were converted into a numerical format that could be processed by the deep learning models. Finally, the BIEOS tagging technique was applied to the CTI data to identify the entities and their types.

The BIEOS tagging technique is a modification of the BIO tagging technique commonly used in named entity recognition (NER). BIEOS stands for beginning, inside, end, outside, and single, and it is used to annotate entities in text. The BIEOS technique is used to mark the start, center, and stop of an entity, as well as entities that consist of a single word. This technique is used in this research to label the entities in the CTI data. The BIEOS tagging technique is important because it allows
Table 2
Relation matching rule for related entities.

<table>
<thead>
<tr>
<th>Entity 1</th>
<th>Entity 2</th>
<th>Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>corporation</td>
<td>locale</td>
<td>originate_from</td>
</tr>
<tr>
<td>application</td>
<td>vulnerability</td>
<td>is_susceptible</td>
</tr>
<tr>
<td>corporation</td>
<td>assault_technique</td>
<td>uses</td>
</tr>
<tr>
<td>malware</td>
<td>contains_product</td>
<td></td>
</tr>
<tr>
<td>infected_file</td>
<td>contains_file</td>
<td></td>
</tr>
<tr>
<td>APT_group</td>
<td>locale</td>
<td>operates_in</td>
</tr>
<tr>
<td>APT_group</td>
<td>campaign</td>
<td>launches</td>
</tr>
<tr>
<td>APT_group</td>
<td>application</td>
<td>uses</td>
</tr>
<tr>
<td>APT_group</td>
<td>assault_technique</td>
<td>uses</td>
</tr>
<tr>
<td>ransomware</td>
<td>is_a_type_of</td>
<td></td>
</tr>
<tr>
<td>indicator</td>
<td>malware</td>
<td>indicates</td>
</tr>
<tr>
<td>indicator</td>
<td>infected_file</td>
<td>indicates</td>
</tr>
<tr>
<td>algorithm</td>
<td>application</td>
<td>implements</td>
</tr>
</tbody>
</table>

Fig. 2. The model’s design for sequence tagging.

the deep learning models to recognize the boundaries of different entities in the textual data, which is essential for accurate entity recognition and the best possible relation extraction.

This study separates all entities into twelve categories based on the CTI corpus: corporation (COR), locale (LOC), application (APP), malware (MLW), vulnerability (VUL), assault_technique (TEC), infected_file (INF), APT_group (APT), ransomware (RAN), indicator (IND), campaign (CAM), and algorithm (ALG). Furthermore, the relationships are classified into eleven types: originate_from, utilizes, is_susceptible, contains_product, contains_file, belongs_to, operates_in, launches, is_a_type_of, indicates, and implements. The numerals “1” and “2” represent the entity roles where “1” signifies that the entity is the triple’s start, while “2” implies, the entity is the triple’s end. Table 2 shows the main criteria for entity relationships with various relations. Furthermore, “OVE” denotes that the entity to whom the term refers is involved in numerous relationships Zuo et al. (2022).

3.2. Model architecture

The RoBERTa layer, BiGRU layer, attention layer, and CRF layer construct the full model, as depicted in Fig. 2. The RoBERTa layer generates vector representations of the input words. The BiGRU layer processes the word embeddings and computes the probability distribution for every word. The attention layer catches word dependencies by computing attention scores between each pair of words. Finally, the CRF layer selects the best sequence tagging by considering the dependencies between the predicted tags.

The proposed model architecture for this research consists of the RoBERTa-BiGRU-CRF model, which is a deep learning-based technique for extracting cyber entities and relations from textual data. The architecture of the model consists of four main layers:

- RoBERTa layer: The RoBERTa layer is a pre-trained transformer-based language model that generates vector representations of the input words.
- BiGRU layer: The BiGRU layer processes the word embeddings generated by the RoBERTa layer and computes the probability distribution for every word.
- Attention layer: The attention layer captures word dependencies by computing attention scores between each pair of words. The attention scores are computed using dot product between the BiGRU outputs of each word pair.
- CRF layer: The CRF layer selects the global best tagging sequence by considering the dependencies between the predicted tags. It applies a constraint to ensure that the output sequence forms a valid sequence of entities and relations.

3.2.1. RoBERTa layer

The RoBERTa layer is a transformer-based language instance that operates on bidirectional attention to contextualizing words in a given text sequence Liu et al. (2019). It encodes each token in the input sequence by aggregating information from all the other tokens, considering them in both the left and right directions. The output of this layer is a series of contextualized embeddings for every token, which is passed on to the next layer. The mathematical equation for the RoBERTa layer can be written as follows:

\[ H = \text{RoBERTa}(X) \]

where \( X \) shows the input series and \( H \) shows the output series of contextualized embeddings.

3.2.2. BiGRU layer

The bidirectional gated recurrent unit (BiGRU) layer is used to capture sequential dependencies within the input sequence Lu et al. (2021). It consists of two layers of gated recurrent unit (GRU) cells, one processing the input sequence from left to right, and the other from right to left. The outcomes of both GRU layers are combined to yield the final outcome. The mathematical equation for the BiGRU layer can be represented as follows:

\[ h_t = \text{GRU}_{\text{forward}}(h_{t-1}, x_t) \]
\[ \tilde{h}_t = \text{GRU}_{\text{backward}}(\tilde{h}_{t+1}, x_t) \]
\[ h_t = [h_t, \tilde{h}_t] \]

where \( x_t \) represents the \( t \)th token in the input series, \( h_t \) represents the latent state of the forward GRU cell, \( \tilde{h}_t \) shows the latent state of the backward GRU cell and \( h_t \) shows the final outcome of the BiGRU for the \( t \)th token.

3.2.3. Attention layer

The attention layer is used to compute the attention scores between the outcome of the BiGRU layer and a learnable query vector to capture the relative importance of each token in the input sequence for a given relation. The attention scores are utilized to calculate a weighted aggregate of the output of the BiGRU layer, which represents the context vector. The context vector is then passed on to the CRF layer for decoding. The mathematical equation for the attention layer can be represented as follows:
3.3. Joint extraction technique

The joint extraction technique is a technique used to extract multiple relations simultaneously from a single sentence. This technique is applied to the proposed model to extract multiple relations. In this technique, multiple relations are modeled jointly in the CRF layer, which enables the model to capture the dependencies among different relations and their corresponding entities.

The joint extraction technique involves modifying the traditional CRF layer by incorporating multiple tag sets. Specifically, for each relation type, a separate tag set is used. For example, if there are three relation types, then there will be three tag sets, one for each relation type. Each tag set consists of tags that correspond to the entities involved in that relation type.

In the stage of model training, the methods learn to assign the appropriate tag for each entity in the sentence for each relation type. During inference, the model outputs multiple tags for each entity, one for every type of relation. The final output of the method is a group of relation triples, and every relation triple consists of a relation type and the corresponding entities.

The joint extraction technique is proved to be effective in capturing the dependencies among different relations and their corresponding entities. It enables the model to extract multiple relations from a single sentence with high accuracy and efficiency. In the proposed model, the joint extraction technique was applied to extract multiple relations from CTI textual data, which typically contain complex and overlapping relations.

3.4. Relation matching technique

The relation-matching technique desires to enhance the overall performance of the model by incorporating external knowledge sources such as knowledge graphs. In this step, a relation-matching module was utilized to calculate the semantic similarity between the extracted relation and the relation in the generated knowledge graph. This is done by first retrieving all the candidate relations from the knowledge graph that are related to the entities in the extracted relation. Then, a relation-matching score is calculated between each candidate relation and the extracted relation.

To calculate the relation-matching score, a graph convolutional network (GCN) based technique was incorporated Zhong et al. (2023). The GCN takes the nodes and edges of the knowledge graph as input and applies a series of graph convolutions to learn a representation of each node that captures its neighborhood information. The output of the GCN is a matrix containing the learned expressions of all the nodes in the constructed knowledge graph Cheng et al. (2022).

To compute the relation-matching score of the extracted relation and a candidate relation, researchers first obtained the embeddings of the entities in the extracted relation using the RoBERTa model. Later, these embeddings were concatenated with the embeddings of the corresponding entities in the candidate relation obtained from the GCN output. The concatenated embeddings are later forwarded via a feedforward neural network to obtain a scalar score that represents the similarity between the two relations.

Finally, the relation-matching score is combined with the confidence score obtained from the joint extraction technique to obtain the final relation score. Relations with high final scores are selected as the predicted relations for the input sentence. The constructed knowledge graph can also be used for link prediction Li et al. (2018).

3.5. Training and evaluation

The training and evaluation phase is critical to the model creation process. For this, researchers began by dividing the dataset into 80:10:10 training, validation, and testing collections. The training collection is employed for the training of the model, the validation collection is employed for the revision of hyperparameters and also to bypass the overfitting of the model, and the testing collection is employed for the estimation of the model's interpretation of unknown textual data.

To minimize the negative log-likelihood loss function, the Adam algorithm was employed and alpha was chosen to 0.0002 Kohli et al. (2022). The model was trained with exactly 100 epochs before being stopped earlier to prevent overfitting. Researchers assessed the model's interpretations on the validation collection during the training phase and store the best model on the basis of the best F1 score.

For this study, researchers employed precision (P), recall (R), and F1 score measures to assess the model’s interpretation. Precision is the ratio of the true positive interpretations to all positive interpretations. The ratio of true positive interpretations to all actual positive occurrences is measured by the recall. And F1 score is actually the harmonic mean of both precision and recall. The macro-average version of the F1 score, actually the average of the F1 scores across all classes, is reported. Fur-
3.6. Entities and relations extraction

The relation triples for the knowledge graph were constructed by using the pairing rules. Algorithm 1 depicts the realization.

**Algorithm 1:** Formation of relation triples from entities and relations.

```
Data: tag_sequence s, set_general_entity \( E_{\text{gen}} \) = \{ \},
set_overlapping_relational_entity \( E_{\text{ov}} \) = \{

Result: knowledge_triple \( (e_i, r, e_j) \)

1 while \( E_{\text{gen}} \neq \emptyset \) do
2 \( e_i \leftarrow \) Extract next complete entity through boundary tag;
3 if \( e_i \) is a general entity then
4 Add \( e_i \) to \( E_{\text{gen}} \);
5 else if \( e_i \) is an overlapping relational entity then
6 Add \( e_i \) to \( E_{\text{ov}} \);
7 else
8 for \( e_j \in (E_{\text{gen}} \cup E_{\text{ov}}) \) do
9 if \( e_i \) and \( e_j \) can form a knowledge triple then
10 Form the triple \( (e_i, r, e_j) \);
11 Remove \( e_i \) from \( E_{\text{gen}} \);
12 return knowledge_triple \( (e_i, r, e_j) \)
```

Fig. 3 depicts the generic relational triple in the first example. The terms “EvilFlower” and “Pakistan” are derived from tagging data. Pairable things are looked for both before and after “EvilFlower.” Because this statement contains just one linkable object, the matched result is [EvilFlower, comes-from, Pakistan]. They will no longer be involved in the linking, and the process of extraction for the current phrase is complete.

Fig. 3 depicts the overlapping relational triple in the second example. The files “DarkHotel”, “Duuzer”, and “healthcare sector” were extracted. First, “DarkHotel” was used to locate linkable entities, and the closest linkable entity “Duuzer” was found. [DarkHotel, utilizes, Duuzer] was the first paired result. As overlapping relation entities cannot actively engage in pairing, researchers avoided “Duuzer” and searched for linkable entities forward and backward using “healthcare sector”. Similarly, researchers might obtain the nearest linkable object “healthcare sector” and the second triple [DarkHotel, launches, healthcare sector]. The extraction process was completed when the general entity set became empty.

4. Implementation

4.1. Dataset

This work constructs a web scraper to gather 1098 cyber security reports and articles from Microsoft, Cisco, McAfee, Kaspersky, Fortinet, CrowdStrike, and some similar references. As there are unrelated texts

thermore, statistical significance testing was used for the evaluation of the model with other cutting-edge models.

in the CTI reports, researchers preferably screened them based on the following Husari et al. (2017).

- Article length: Based on researchers’ expertise and observations, APT and Ransomware reports are lengthier. They must include detailed descriptions of specific attack occurrences, such as assault purpose, attack mode, and so on. Other reports normally do not have such a large quantity of words.
- Keyword density: It is believed that APT and Ransomware reports include many cyber-security terms, like CVE numbers, hashes, or MAC addresses. As a result, the maximum keywords in each article are counted and their viscosity is determined, which is the proportion of key terms in the article divided by the maximum of words in the report.

Following the screening, 852 APT and Ransomware reports were retained that used regular expressions to remove the URL, IP, and hash information. Researchers only picked the best 100 reports, which were mostly related to Pakistan using keyword filtering techniques, for manual annotation. The entities and relations in APT and Ransomware reports are then tagged using UIBAI UIBAI (2020) which is very similar to YEDDA Yang et al. (2017). Finally, 2049 entities and 1286 relation pairs were labeled. The distribution of entities is also illustrated via a pie chart in Fig. 5. The knowledge graph for the earlier discussed example is shown in Fig. 4.

4.2. Experiment

Pytorch created the experimental model in this study. The Adam Kingma and Ba (2014) optimizer was utilized during the training procedure, and the alpha (LR) was selected at 0.0002. Table 3 shows some
of the important parameters, with the dropout set at 0.5 to reduce overfitting.

4.3. Result

When determining if the results of the extraction of cyber entities and relations from cyber security data are accurate, this study concludes that the final outcomes are precise only if the border, category, and of cyber entities and relations are precisely labeled by deep learning. To completely assess the effectiveness of this technique, this work employed different metrics including precision (P), recall (R), and the F1 score, which are typically famous metrics in the domain of natural language processing.

For the purpose of demonstrating the efficacy of this technique, researchers made a comparison to other various standard entity and relation extraction joint extraction methods, like CNN-BiLSTM-CRF, BiLSTM-CRF, BERT-BiLSTM-CRF, BERT-BiGRU-CRF, BERT-BiLSTM-CRF (XAI) and BERT-BiGRU-CRF Bekoulis et al. (2018), and RoBERTa-BiLSTM-CRF. Table 4 displays the precision (P), recall (R), and the F1 metrics of entity-relation extracted triples including overlaying extracted relational triples.

According to the results of this study, the attention-based RoBERTa-BiGRU-CRF technique outperformed other methods in the CTI information extraction challenge, achieving an F1 score of 0.832. This technique provides a direct solution to both the extraction of entities and relations, effectively leveraging the semantic connection between the two tasks. When compared to the CNN-BiLSTM-CRF method, the inclusion of the BERT model particularly improved the precision of the task, resulting in an increase of 18.6% in the F1 score. This can be attributed to the BERT’s ability to better capture grammatical and semantic nuances across diverse contexts, thereby improving the overall abstraction of the method. While corresponding BERT-BiLSTM-CRF to the proposed method, the final F1 score is improved by 7.4%, indicating that the attention mechanism assisted the decoder module in making the input distinct at various times. Fig. 6 shows the F1 scores of different models used in the entities-relations extraction method.

The training time of different models can vary depending on various elements like dataset, architecture, computing power, etc. The use of pre-trained models can significantly reduce the training time as the model has already learned relevant patterns from a large corpus of data. Overall, the training time is an important consideration when selecting a model, and it is important to balance the complexity of the model with the available computing resources and the desired performance. Fig. 7 shows the training time (in hours) of different models used in the entities-relations extraction method.

4.4. Discussion

When compared to other models, the proposed model’s F1 score rose to varied degrees. This is due to the fact that collaborative methods normally extract entities initially followed by relations that can lead to issues like duplicate entities or transmission mistakes. Overlapping relational extraction has a lower precision (P), and recall (R) than total non-overlapping extraction of relation triples. The fundamental reason for this is that certain overlapping interactions are ambiguous, and the same thing in one phrase may have many expressions, making it difficult to identify the model. As a result, the joint extraction model suggested in this study has the potential for further development.

Entities and relations extraction is a domain-specific task that involves identifying entities and the relationships between them in a given text. Various models have been proposed for this task, but not all models perform equally well. In particular, BERT-based models have been found to be less useful for entities and relations extraction, which may be due to their better performance on visual data rather than textual data.

On the other hand, transformer-based models like BERT have shown good performance, but RoBERTa is found to perform better than BERT. This is primarily because RoBERTa improves on BERT by pretraining on a larger and more diverse dataset. In this study, researchers found that RoBERTa outperformed XLM, another transformer-based model, on the custom dataset.

In this study, both BiLSTM and BiGRU networks were used for the experiments, and researchers found that BigRU gave slightly better results. This may be because the training data was small and custom, rather than a public dataset. In general, BiGRU models tend to achieve better results on small datasets, and BiLSTM models achieve better results on large datasets. BiGRU models are also computationally less expensive and more efficient in terms of training.

Furthermore, attention-based models were found to perform better than non-attention-based models. Finally, the experiments showed that RoBERTa-BiGRU-CRF gave the highest F1 score, which was a 7% increase over other techniques that were tested.

To attain informatics and explanations for the decision-making process of the RoBERTa-BiGRU-CRF model, various explainable artificial intelligence (XAI) techniques were utilized Zhang et al. (2022). Specifically, the attention visualization technique was employed to visualize which parts of the input text were most important in the model’s decisions. Researchers also utilized LIME (local interpretable model-agnostic explanations) to generate local explanations for individual predictions, and SHAP (shapley additive explanations) to compute feature importance scores for each input token. These techniques allowed researchers to acquire a more reasonable interpretation of how the model arrived at its predictions and provided valuable insights for improving the model’s performance.

Finally, one of the crucial challenges in CTI is the ability to extract and represent relevant knowledge. The OpenCTI dashboard OpenCTI (2019) provides a promising solution to this challenge by providing a centralized platform for CTI analysts to collaborate, manage, and share CTI knowledge. In this research, a novel technique for constructing a knowledge graph from extracted CTI triples using the OpenCTI dashboard is proposed. As depicted by the notable results, the proposed technique has the potential to significantly enhance the effectiveness and efficiency of CTI knowledge management, and thereby contribute to the overall security of cyberspace. Dashboard, as an example, populating cyber threat intelligence is also illustrated in Fig. 8.
4.5. Future work

Some possible directions for future research are listed in this section:

- Scaling up the proposed technique to handle even larger CTI data.
- Exploring the effectiveness of the proposed technique in different languages and domains.
- Developing a user-friendly tool for cybersecurity professionals to extract and integrate CTI from various sources using the proposed technique.
- Investigating the possibility of integrating machine learning and NLP techniques to improve the effectiveness and efficiency of CTI extraction.

- Evaluating the proposed technique on real-world CTI data to validate its effectiveness in practical scenarios.
- Developing techniques to automatically update and maintain the CTI knowledge graph to keep it up-to-date with emerging threats.
- Evaluating the real-world performance and impact of the proposed technique by conducting practical assessments of the model’s efficiency and its ability to support decision-making in the field of cybersecurity.
- Exploring the correlation between model scores and the actions taken in response to its recommendations.
- Collaborating with cybersecurity practitioners to incorporate their feedback and insights will be crucial in refining the model and aligning it with the needs of industrial cybersecurity professionals.
5. Conclusion

This research proposed a novel technique that is used for extracting CTI from unstructured text using a combination of joint extraction and relation-matching techniques. The RoBERTa-BiGRU-CRF model was developed for entity-relation extraction and attained state-of-the-art results on the CTI corpus. The evaluation of the model showed promising results, indicating its effectiveness in extracting CTI from unstructured text. The technique was tested on different scenarios related to APT and ransomware attacks, demonstrating its capability of handling complex CTI extraction tasks. Overall, this research contributes to the growing field of CTI extraction and provides a foundation for future work in this area. The proposed technique can be expanded to other related domains and can be used to automatically extract and integrate CTI from various sources, including social media, the dark web, and open-source intelligence. The size of CTI data can be increased in the future for diverse investigations. The proposed technique can also aid in the development of more effective and efficient CTI sharing and collaboration platforms, enabling cybersecurity professionals to stay ahead of emerging threats and better protect against cyberattacks.
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