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Abstract: Disability management in information systems refers to the process of ensuring that digital
technologies and applications are designed to be accessible and usable by individuals with disabilities.
Traditional methods face several challenges such as privacy concerns, high cost, and accessibility
issues. To overcome these issues, this paper proposed a novel method named bidirectional federated
learning-based Gradient Optimization (BFL-GO) for disability management in information systems.
In this study, bidirectional long short-term memory (Bi-LSTM) was utilized to capture sequential
disability data, and federated learning was employed to enable training in the BFL-GO method.
Also, gradient-based optimization was used to adjust the proposed BFL-GO method’s parameters
during the process of hyperparameter tuning. In this work, the experiments were conducted on the
Disability Statistics United States 2018 dataset. The performance evaluation of the BFL-GO method
involves analyzing its effectiveness based on evaluation metrics, namely, specificity, F1-score, recall,
precision, AUC-ROC, computational time, and accuracy and comparing its performance against
existing methods to assess its effectiveness. The experimental results illustrate the effectiveness of the
BFL-GO method for disability management in information systems.

Keywords: disability management; information systems; federated learning; bidirectional long
short-term memory; gradient-based optimization

MSC: 68T04

1. Introduction

According to the Global Burden of Disease survey, disability is the fastest-growing global
burden as the population ages worldwide. Similarly, disability-related healthcare costs
are increasing, which requires the development of sustainable policies and approaches to
avert and minimize functional impairment [1]. Environmental factors exert an important
influence on human health conditions with evidence recommending that many physical,
biological, chemical, and social factors can serve as potential goals to execute effective
approaches to improve human health [2]. Disability management is referred to as a con-
structive and systematic technique of ensuring job retention in competitive employment for
individuals with disabilities. In the 1980s, DM was initially developed in northern Europe
and America but is still poorly applied in Italy. Disability management is broadly utilized
in the public sector, namely to manage and prevent unavailability to work because of injury,
with tools like planning of benefits and sick leave and adjustments of duties when people
return to work [3]. Additionally, the attention of physicians, researchers, and program
developers in several fields in terms of possible transformation for treating human diseases
has grown. Artificial intelligence supports diagnosis, treatment, and operation, and some
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people consider that in the future medical practitioners will become outdated [4]. Despite
that, to investigate challenges and opportunities related to AI applications in the healthcare
sector, it is important to assess the contribution of AI. AI has broad potential related to
real-world applications in the most sophisticated treatment of emergency patients ranging
from simple operational process interventions [5]. In addition, there has been discussion of
the contribution of advancements in machine learning and artificial intelligence to those
concerned with disability, therapeutic and non-therapeutic users, knowledge consumers,
producers, and victims [6]. To participate in governance discussions, disabled people face
specific obstacles like knowledge production and consumption.

Federated learning (FL) is one of the methods that can preserve the privacy of the
patient, and it also resolves the issue in the deep learning model’s training process of
federated medical data [7]. With a coordinated central aggregate server, the FL method
offers decentralized machine learning model training, and for this, it does not send medical
data. Medical institutions sometimes transmit deep learning models to the aggregate
server; before this, they train the model and work as client nodes [8]. To generate a global
model, the central server combines the local models between the nodes, and afterward,
this global model is distributed, and other nodes receive this model. FL proves that it
can improve efficiency in development processes and medicine discovery [9]. Currently,
many large companies, ten pharmaceutical companies, and academic research labs have
developed industry-scale FL models in drug discovery. To generate this model, there
is no need to share confidential datasets. The reliability of the patient data is secured
and to acquire the identification of prediction of drug efficacy, targets, and optimization
of treatment protocols, assorted patient data can be trained on the federated learning
models [10]. Multiple methods of applying machine and deep learning are introduced
for the enhancement of disability management, and these methods have advantages and
disadvantages. These methods struggle to produce better efficiency and have some issues
like low accuracy, high cost, and lack of datasets. By permitting organizations to keep
control and ownership of data, FL can assist in controlling data, and thus the risks of data
can be decreased. So, motivated by this reason, this paper uses the federated learning
method and is combined with bidirectional long short-term memory for efficient results in
disability management. This study contributes to disability management in information
systems by using various techniques. The major contribution of the proposed BFL-GO
method is explained below.

Novel method: This paper concerns a novel approach that combines a Bi-LSTM with
federated learning, along with the integration of the gradient-based optimizer algorithm
with local search strategy. This unique combination of techniques offers a new perspective
on disability management in information systems.

Real-time application: By incorporating multiple layers of LSTM, the system can
capture complex dependencies in the data and also manage real-time disabilities based on
sensor inputs, ensuring timely control of the people’s disabilities conditions.

Efficient hyperparameter optimization: The incorporation of an improved GBO algo-
rithm efficiently optimizes the parameters and enhances the BFL-GO method performance
for disability management in information systems.

Enhanced disability management: The composition of the gradient-based optimizer
algorithm executes augmented performance for disability management in information
systems. The symbiotic assimilation of these methods improves the parameters.

The organization of this work is arranged as follows: A survey of the literature on
AI with federated learning is discussed in Section 2, which includes various existing
techniques associated with disability management, the drawbacks and challenges of the
existing techniques, and the research gaps. Section 3 depicts the proposed methodology
that includes different methods to achieve better performance. The results section is
shown in Section 4, and the experimental evaluations were conducted by using graphical
representations, performance evaluations, and comparison studies. Section 5 concludes the
work with future directions.
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2. Literature Review

Cheng et al. [11] introduced AI in work disability management using a smart work
injury management system (SWIM). SWIM was an established, safe cloud platform with
some operational devices for data storage and machine learning. Starting from the Jjob
damage folder to every other folders, considering static as well as dynamic information,
the text mining method was analyzed by using AI, and RTW (return to work) prediction
was also utilized. This method contains three levels, as the first is to find the basis of
enablers and impediments in regard to detecting the human factor, RTW face meetings,
and conversation with various RTW shareholders to gather the information to enablers.
Second is to improve the ML. Finally, ML connects long- and short-term memory (LSTM).
In summary, these methods predict the price of work injuries. Garcia et al. [12] presented a
sustainability-based conception for an urban pavement management system (PMS) using
deep learning techniques. This method of PMS was improved in the urban area networks
and the geographic information system (GIS) was utilized to examine and handle the
information in these area networks. Further, the analyzed information that was found by
creating the automated materials, a webcam was placed in the automobile, and pictures
were evaluated using DL-CNN. As a result, it helped urban areas provide exact information,
but this method does not detect different global states and also poorly handles optimization.

Bolanos et al. [13] discussed fleet management and control systems (FMCS) for im-
proving countries’ implementation using intelligent transportation systems (ITS) services.
FMCS observes the automobile in the present time and also aids in checking the agenda.
Furthermore, FMCS faces some issues like communication, expenses, interactivity, etc. To
overcome these issues, this method developed a ITS framework that was only made for the
FMCS. Further high-speed conversation, ITS, using this service developing states for FMCS
was created. In addition, the test of FMCS utilized transport vehicles in the urban areas
along with finding the one path employed in the test. As a result, the merit of this method
was improved communication, reduced cost, and more security. Also, this method’s data
set was extremely small. Sprunt et al. [14] discussed a combination of child functioning
data-based learning and support needs data to produce a disability identification method in
Fiji’s education management information system (FEMIS). Most of the separated FEMIS by
disease occurred in low states and needed more accuracy. This method demonstrated that
domain-based certain illness findings for disablement disaggregate FEMIS were possible
when action data from the CFM were merged with information on environmental factors
following procedures. Further, a LSN was utilized for handicapped infants and Fiji’s policy
provides charitable funds for schools. As a result, this method does not handle or collect
information from all the countries.

Kim et al. [15] established the protection offered by the recent accessibility act and
guidelines to people with disabilities utilizing information technology devices. Currently,
the population has increased, so IT is utilized in worldwide environments. However,
handicapped people face some challenges in using IT. To avoid this problem, a method
was developed called the 179 Information Technology Devices. On the other hand, IT
interaction disability (ITID) is a method that makes it easy to converse in the virtual world
and also plays a role in perceiving disordered patients. The instructions from the UX give
new methods to information technology creators. As a result, this method is not relevant to
aging people. Alshammari et al. [16] presented online training to help caretakers of children
with intellectual and developmental disabilities manage issues at home. Caretakers face
many challenges in taking care of disabled children and the parents of the children also face
strain. This method was developed online for the caretakers to easily handle the disordered
children. Furthermore, caretakers mainly focus on providing care, maintenance, daily tasks,
and support to those in need. However, they receive information in the house using online
techniques. As a result, this reduces stress and makes it easy to interact with children, as a
drawback of online learning is limited access to informational resources.

Chiscano et al. [17] developed a model of the urban transport experience for people
with disabilities. This method aims to provide a service for disabled people within city
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transport. Further, this method contains two stages; thirty-seven members were involved
in Stages 1 and 2, which focused on designing an experience based on humans with
disorders. In addition, target groups, contributors during the transit experience, and
post-experience questionnaires with semi-structured questions comprising establishing
sufficient participant communication encounters before the experience ensured a good
design of the urban transportation experience. As a result, this method does not use
smart technology for the people’s experience. Elfakki et al. [18] implemented effective
methods based on experimental laboratories in three 3-dimensional virtual infrastructures
for students with learning disabilities. Virtual reality can improve the quality of life and
education of students with learning difficulties. In this method, three-dimensional items
of various colors easily draw the attention of children. Further, the simulator was 3D
VLE, with the incorporation of the altered Moodle training tool, and also aids children
with different disorders. In addition, these methods help disabled students improve their
reading skills; however, the limitation of three-dimensional methods is that they are more
expensive, as well as cause health issues.

The current progress in federated learning, as emphasized in the cited publications,
tackles significant obstacles in the area, improving efficiency and efficacy. The emergence
of Federated Adaptive Gradient Methods (Federated AGMs) represents a notable advance-
ment in enhancing the generalization of models, specifically in situations involving non-IID
(independent and identically distributed) and imbalanced data [19]. These strategies effi-
ciently utilize first-order and second-order momenta to adapt to the intricacies of real-world
data distributions. The authors of [20] suggest a hierarchical federated learning system
that optimizes edge assignment to tackle the non-IID dilemma. This approach aims to
reduce discrepancies in class distribution among nodes, leading to improved model perfor-
mance and data representation. The distributed quantized gradient strategy developed
by the researchers in [21] effectively enhances communication efficiency by prioritizing
the transmission of more relevant gradient updates, which is critical in large-scale dis-
tributed learning environments. The authors in [22] propose an auction-based method
for cloud-edge systems in federated learning that effectively manages energy usage while
maintaining the high accuracy of AI models. This approach not only enhances the allo-
cation of resources, but also corresponds to the increasing demand for sustainable and
efficient AI solutions. Together, these progressions demonstrate a deliberate endeavor
to enhance the resilience, effectiveness, and flexibility of federated learning in various
complex data settings.

Research Gap

Because of disabilities, organizations and individuals encounter considerable difficul-
ties. Via the use of the AI-based recommendation system [23] and federated learning, this
paper focuses on providing reasonable output in disability management. Therefore, many
methods introduced in this domain offer the best effectiveness in disability management;
here, the existing methods are not able to generate a model for the improvement of dis-
ability management and have challenges such as computational cost, required amount of
data, weight optimizations, etc. These issues require increased model complexity in order
to provide a better output [24]. So, to solve these issues, this work proposes a Bidirectional
Federated-Learning-based Gradient Optimization (BFL-GO) model. The research gap this
work addresses is as follows:

Enhanced accessibility and inclusivity: The Bi-LSTM with Federated Learning was
employed because this method can improve the accessibility and inclusivity of information
systems for people who have disabilities.

Hyperparameter tuning: The existing methods have difficulty tuning the parameters
to enhance efficiency. The gradient-based optimization algorithm can tune the parameters
of the model effectively, so this algorithm was combined with the proposed method for
hyperparameter tuning.
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3. Proposed Methodology

This paper proposes a novel method named the Bidirectional Federated-Learning-
based Gradient Optimization (BFL-GO) algorithm to accurately predict diseases in the
healthcare system. In this study, a gradient optimization algorithm was employed with Bi-
LSTM with a federated learning method to enhance disability management. The Disability
Statistics-United States-2018 dataset was given as the input to the developed model. Figure 1
shows the overall structure of the BFL-GO model. It contains 4 phases, namely data
collection, data pre-processing, the disability management phase, and the predicted output.
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3.1. Pre-Processing

Data preprocessing performs a main role in federated learning algorithms; suitable
preprocessing is mandatory for obtaining good performance [25]. In terms of the signal,
it clears unnecessary effects, prevents issues, and improves accuracy. In this stage, the
dataset Disability Statistics-United States-2018 and three types of operations, namely,
data normalization, noise elimination, and data cleaning, were performed for disability
management in the information systems.

3.1.1. Data Normalization

To eliminate the influence of dissimilar scale features, a process was executed to reduce
the training model’s implementation time [26]. By applying the min-max normalization
procedure, the numerical features captured from the outlier elimination process were
normalized, and the mathematical expression is provided below:

Mscale = MT ∗ (MAXI −MINI) + MINI
MT = M−MMINI

MMAXI−MMINI

(1)

where the MINI and MAXI values were assumed to be 0 and 1.

3.1.2. Noise Elimination

Noise is a vital piece used in most edge detection calculations. In the detection cycle,
noise is a significant impediment. The method we used removed or reduced data without
affecting the original data [26].
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3.1.3. Data Cleaning

Data cleaning is the process of cleaning and removing missing data, duplicate data,
and resolving data inconsistencies from the dataset. This results in an improved quality of
data and usefulness of data [27].

3.2. Disability Management Phase

Disability management is a dedicated domain for managing the victims of accidents,
reducing disabilities, and also returning to the work persons who are affected by incidents.
So, for this, the Bidirectional Federated-based Gradient Optimization (BFL-GO) model was
applied in this work.

3.2.1. Bidirectional Long Short-Term Memory

The classifier LSTM has 4 major elements, namely, input gate, memory cell, output
gate, and forget gate [28].The memory cell in the LSTM saves data for long or short
durations. To manage the retention of information and hold the amount of information,
the input gate and the LSTM cell are utilized with a forget gate. To format and evaluate
the output activation for the output gate, the information on the LSTM layer cell can be
managed. These networks are an unusual class of RNN and are presented to overcome
the difficulties of long-term vanishing and bursting gradients in RNN [29,30]. Due to the
preparation of back-proliferation through time, obtaining long successions from standard
RNN is hard, which causes the problem of vanishing or exploding gradients. To overcome
these problems, the RNN is transformed into a Bi-LSTM cell with an input cell. The initial
gate to select which data to discard from a cell state is an ignore gate, as mentioned in the
following equation; this decision is made by a sigmoid layer

es = σ(Xe · [gs−1, ws] + ae) (2)

To select the updated values, the input gate is next door with a sigmoid layer, and as
shown in the below equations, the tan g layer generates new updated vector values

js = σ(Xj · [gs−1, ws] + aj) (3)

Ds = tan g(Xd · [gs−1, ws] + ad) (4)

From the above Equations (2)–(4), the updated cell state is

Ds = es · Ds−1 + js · Ds (5)

Depending on the updated cell state, the present state’s output is determined, and the
sigmoid layer selects the regions of the cell state that are the final specified output.

ps = σ(Xp · [gs−1, ws] + ap) (6)

gs = ps ∗ tan g(Ds) (7)

where σ, X , tan g, gs−1, ws denotes the sigmoid activation function, weight metrics,
tangent activation function, last hidden state, and input vector. ae, ad, aj, and ap are biased.
The Bi-LSTM-based learning algorithm feeds the input sequence in a normal time sequence
to a network and the reverse order to an alternate network. The stacked Bik-LSTM layer
allows for obtaining both background and forward information about the sequence at every
time step, which yields exact maximum categorization. The Bi-LSTM classifier manages
the back-to-forward transmission of data.

g→
s
= e(x1 ws + x2g→

s−1
) (8)

g←
s
= e(x3 ws + x5g←

s +1
) (9)
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P→
s
= h(x4 w→

s
+ x6g←→

s
) (10)

Bi-LSTM is a slower model and requires additional time for training. To address this
issue, federated learning mechanisms are utilized. FL is a model of distributed learning
that trains and aggregates the local models on the user side and central manager. The
information that each user uploads to the server is not original data, but a sub-model trained
on FL [31]. Despite that, the FL grants asynchronous transmission and approximately
reduces the communication cost. Depending on this, the formulation of federated ML can
be updated given below:

argminiK(w, z, x)
x

= ∑
l

olKl(w, z, x) (11)

where l represents the number of clients, ol is the lth client’s weight value, and the structure
of federated learning is the decentralized several users {E1,E2, . . . El}. Each client user has
the data set of the present user {C1,C2, . . . . . . , Cl}. These data are scheduled into a dataset
C = V1 ∪V2 ∪ . . . ∪Vl in deep learning methods. We consider the global model next to the
accomplishment of federal modeling N f dr and Nsum the training model after aggregation. In
particular, N f dr is the functioning of the global model because of the parameter interchange
and collection operation. At the time of completing the training process, the models lose
accuracy, and the performance of the global model N f dr is as poor as the performance of
the aggregate model Nsum. To calculate this deviation, the efficiency of the aggregate model
Nsum and the global model N f dr on the test set Usum is determined. The χ loss in accuracy
is expressed as ∣∣∣U f dr −Usum

∣∣∣< χ (12)

where χ denotes a non-negative number. However, as the fundamental need of federated
learning is privacy protection, at the end of the actual scenario, the aggregation model Nsum
cannot be attained. Bidirectional federated learning is presented in Algorithm 1.

Algorithm 1: Bidirectional Federated Learning

Input: number of clients l, weight value of client ol , global model N f dr, federal modeling Nsum
Output: Obtain global value (Ymaxi −Ymini)

1. Initialize local data
2. Obtain as sub-model of FL from the original data

argminiK(w, z, x)
x

= ∑
l

olKl(w, z, x)

3. Generate federated ML as
4. If {E1,E2, . . . El} is determined with current user {C1,C2, . . . . . . , Cl}
5. Validate learning method as C = V1 ∪V2 ∪ . . . ∪Vl
6. Perform training of aggregate as well as federated learning by N f dr and Nsum

7. Else
8. Vary the parameter with test data Usum
9. End if
10. Loss accuracy χ evaluation
11. Predict the total fundamental loss

12. If
∣∣∣U f dr −Usum

∣∣∣< χ

13. Diminished information loss
14. End if
15. End
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3.2.2. Gradient-Based Optimizer (GBO)

Through Newton’s method, the search direction is indicated, the GBO utilizes the
local escaping operator, gradient search rule, and set of vectors for exploring the search do-
main, and this algorithm integrates population-based methods and gradient methods [32].
Concerning optimization issues, the minimization of the objective function is determined.

Initialization: In GBO, the parameters that have probability rates and changes between
exploration and exploitation β exist, and an optimization issue possesses an objective
function, decision variables, and constraints. For balancing the switching in the exploration
and exploitation, these probability β and control parameters are employed. According to
the problem complexity, the population size and the number of iterations are considered.
Here, the number of the population of the GBO algorithm is represented as a vector, hence,
among d-dimensional search space, the GBO algorithm has M vectors. In the d-dimensional
search space, the initial parameters of the algorithm are produced at random.

Ym = Ymini + rd(0, 1)× (Ymaxi −Ymini) (13)

The decision variables are represented as Y; its bounds are denoted as Ymini and Ymaxi.
rd is specified as a random number having the range of [0, 1].

Gradient search rule (GSR): The important factor ω attains global points and near-
optimum points and is employed for attaining balanced exploration in the important search
space regions. The following equations specify the usage of the ω:

ω1 = 2× rd × β− β (14)

β =

∣∣∣∣α× sin
(

3π

2
+ sin

(
α× 2π

2

))∣∣∣∣ (15)

α = αmini + (αmaxi − αmini)×
(

1−
( n

N

)3
)2

(16)

Here, αmaxi and αmini are specified as constants with values of 1.2 and 0.2, the total
number of iterations is indicated as N, and the current iteration number is denoted as n.
For balancing exploration and exploitation, ω1 is viable in terms of the sine function. In
the optimization iterations, the ω1 parameter value varies, and for expediting convergence,
it reduces in the iterations. In a range, the iterations that define the ω1 parameter are
increased, and as a result, the diversity is raised. The following equation represents the
GSR computation:

GSR = rdm×ω1 ×
2∆y× ym

(yws − ybs + ρ)
(17)

For generating the randomized exploration mechanism, which has local optima,
a random behavior is deployed, and iterations alter the ∆y of the variables because
of Equation (20).

∆y = rd(1 : M)× |step| (18)

step =

(
ybs − yn

o1
)
+ γ

2
(19)

γ = 2× rd ×
(∣∣∣∣yn

o1 + yn
o2 + yn

o3 + yn
o4

4

∣∣∣∣− yn
m

)
(20)

In this, the M element’s random vector is represented rd(1 : M) with a range of ∈ [0, 1].
step indicates the phase scale, and o1, o2, o3, and o4 are the four integers that are chosen
randomly. From the candidate vectors, directional movement employs the best vector
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for presenting a significant local search. At the direction of the best vector (ybs − ym), it
changes the current vector (ym).

DM = rd ×ω× (ybs − ym) (21)

In this, the random number has a range of [0, 1]. For the adjustment of every vector
agent’s phase size, the random parameter ω2 is utilized. The computation of the ω2
parameter is presented in the below equation:

ω2 = 2× rd × β− β (22)

In terms of the current vector (yn
m), Equations (23) and (24) can be altered.

Y1n
m = yn

m − GSR_DM (23)

Y1n
m = yn

m − rdm×ω× 2∆y× yn
m

(xqn
m − xpn

m + ρ)
+ rdm×ω2 × (ybs − yn

m) (24)

This shows that xqn
m, xpnm = xm + ∆y, and xm is equivalent to the average of wm+1

and ym.

wm+1 = ym − rdm× 2∆y× ym

(yws − ybs + ρ)
(25)

where the current solution is denoted as ym, the best and worst solutions are indicated as
yws and ybs, and the random solution vector with dimension is indicated as rdm.

Y2n
m = ybs − rdm×ω1 ×

2∆y× yn
m

(xqn
m − xpn

m + ρ)
+ rdm× (yn

o1 − yn
o2) (26)

Enhancing exploitation and detection is the major objective of the GBO algorithm;
for increasing the process of exploitation of the local search, Equation (26) is employed.
Below Equation (28) is the calculation for Y3n

m, where oi and oj are the denoted as random
numbers that have a range of [0, 1].

yn+1
m = oi ×

(
o2 ×Y1n

m +
(
1− oj ×Y2n

m
))

+ (1− oi)×Y3n
m (27)

Y3n
m = Yn+1

m −ω2 × (Y2n
m −Y1n

m) (28)

Local search escaping operator (LEO): For changing local optima points to boost the
convergence of the GBO algorithm, this LEO operator is employed. Here, the LEO operator
uses several solutions for generating new solutions that have efficiency and this is specified
as the following equation:

Yn
LEO =

Yn+1
m + g1

(
v1ybs − v2yn

k
)
+ g2ω1(v3(Y2n

m −Y1n
m)) + v2

(
yn

o1 − yn
o2

)
/2 i f rand < 0.5

Yn+1
m + g1

(
v1ybs − v2ym

k
)
+ g2ω1(v3(Y2n

m −Y1n
m)) + v2

(
yn

o2
− yn

o2

)
/2 otherwise

(29)

where, g1 and g2 are specified as the uniform distribution with ∈ [−1, 1], qr is represented
as the probability value, and here the random values are denoted as v1, v2, v3.

v1 =

{
2× rd i f µ1 < 0.5

1 otherwise
(30)

v2 =

{
rd i f µ1 < 0.5
1 otherwise

(31)

v3 =

{
rd i f µ1 < 0.5
1 otherwise

(32)
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The below equation B1 is represented as the binary parameter with a range of [0, 1].
The value of the binary parameter is equal to one when µ1 < 0.5; otherwise, the binary
parameter is zero.

v1 = B1 × 2× rd + (1− B1) (33)

v2 = B1 × rd + (1− B1) (34)

v3 = B1 × rd + (1− B2) (35)

yn
k =

{
yrd i f µ2 < 0.5
yn

q otherwise (36)

yrd = Ymini + rd(0, 1)× (Ymaxi −Ymini) (37)

From Equation (36), the variable yrd is indicated as the solution that is generated
randomly based on the following equation. µ2 is referred to as a random number ∈ [0, 1].
The algorithm to perform the secure data transmission is presented in Algorithm 2.

Algorithm 2: The algorithm to perform the secure data transmission

Input: Set the optimal threshold value
Output: Perform secure data transmission

1. Initialize the parameters to address the optimization problems
2. Load exploration and exploitation phase
3. Balance the control parameters to extract the secured data with probability β

4. Determine the privacy enhanced data individually
5. Randomly select the parameters Ym = Ymini + rd(0, 1)× (Ymaxi −Ymini)
6. Validate maximum and minimum value
7. Attain global data point ω

8. If ω1 = 2× rd × β− β then gradient optimization is achieved by

GSR = rdm×ω1 ×
2∆y×ym

(yws−ybs+ρ)

9. End if
10. Validate the random behavior of the obtained iteration by ∆y = rd(1 : M)× |step|
11. If rd(1 : M) with ∈ [0, 1]
12. Obtain best vector (ybs − ym)
13. Else
14. Vary current vector by (ym)
15. Estimate the accurate threshold value to distinguish best and worst data
16. Validate the data features based on provided information
17. Generate a warning signal to secure the data
18. End if
19. End

3.2.3. Hyperparameter Tuning Using Gradient-Based Optimization Algorithm

In the development of an efficient and reliable model for disability management,
hyperparameter tuning is a significant process. Therefore, for this process of hyperpa-
rameter tuning, a Gradient-Based Optimizer algorithm was deployed. This algorithm
efficiently tunes the parameters of the proposed Bi-directional with Federated Learning
model; thereby, the efficiency of the proposed BFL-GO model is enhanced. Therefore, the
proposed BFL-GO method expertly enhances and resolves the requirements of disability
management. Applying a gradient-based optimization algorithm to tune hyperparameters
substantially improves the field of advancing disability management in data networks;
within this context, the process entails utilizing a gradient-based optimization algorithm.
The algorithm refines model hyperparameters by iteratively following gradients related to
a specific performance metric. It updates hyperparameters to minimize the metric, aiming
for the optimal configuration. This method helps in customizing algorithms for specific dis-
ability management needs, enhancing information systems. Gradient-based optimization,
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like gradient descent, iteratively adjusts hyperparameters based on computed gradients
to optimize functions like accuracy. This process refines a model’s hyperparameters to
improve its work. Gradients, indicating the function’s slope, are used to guide the adjust-
ments to the model’s hyperparameters. These algorithms search hyperparameter options
for optimal model performance. Fine-tuning with gradient-based optimization upgrades
precision, combination speed, and speculation to new information. This is essential for
tailoring machine learning algorithms to specific tasks and datasets, resulting in more
effective and reliable models.

The flowchart of the BFL-GO model is presented in Figure 2. In the Figure, we can see
the working of the hyperparameter tuning of the developed model.
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The significant research contributions of the proposed model can be described as follows:
The initial section introduces the Bidirectional Federated Learning-based Gradient

Optimization (BFL-GO) model. This novel approach combines the strengths of Bidirec-
tional Long Short-Term Memory (Bi-LSTM) and federated learning to address the specific
challenges of disability management in information systems. This model aims to enhance
privacy, reduce computational costs, and improve accessibility in processing disability data.

The choice of utilizing Bi-LSTM is strategic for capturing the intricacies of sequential
and time-series disability data. This section emphasizes how Bi-LSTM layers are configured
and integrated to effectively process and interpret disability-related information over
time, capturing both forward and backward dependencies in the data. The methodology
further elaborates on the integration of federated learning. This section explains how
federated learning is employed to distribute the data processing across multiple nodes,
thereby ensuring data privacy and security. It describes the federated learning process,
including data distribution, local model training, and aggregation of learning, highlighting
how this approach mitigates privacy concerns common in centralized data processing
methods. Gradient-based optimization for hyperparameter tuning in the methodology
focuses on the application of gradient-based optimization techniques for hyperparameter
tuning. Moreover, the inclusion of federated learning distributes the data processing across
multiple nodes, thereby ensuring data privacy and security.

4. Experimental Results and Discussions

The effectiveness of the BFL-GO method for disability management in information
systems and the results achieved from the study are demonstrated in this section. The
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BFL-GO method was evaluated with various evaluation measures, namely specificity, recall,
F1-score, accuracy, and precision, and the results were compared with existing methods
such as SWIM [11], UM-PMS [12], FMCS [13], and FEMIS [14].

4.1. Experimental Setup

In this work, the BFL-GO method was implemented in Python; the system used was
an Intel Core I7-9700 with 64 GB RAM operating at a clock speed of 3.60 GHz. Furthermore,
the computing platform met minimum software and hardware requirements including
sufficient storage capacity, computational power, and compatibility with Bi-LSTM with
federated learning frameworks. Considering these system requirements and platform
specifications, this study ensures the reliable and efficient implementation of the SMGR-BS
method for the development of an AAL for aging and disabled people.

4.2. Parameter Settings

The performance of the BFL-GO method was enhanced by implementing parameter
settings, and Table 1 depicts the parameter settings of the study. In this process, optimal
parameter values were created to improve the performance of the BFL-GO method.

Table 1. Parameter settings.

Hyperparameter Specifications

Number of LSTM Layers 3 layers

LSTM Units per Layer 64 units per layer

Activation Function ReLU (for hidden layers), Softmax (for output layers)

Dropout Rate 0.5

Federated Learning Rounds 20 rounds

Clients in Federated Learning 10 clients

Learning Rate 0.01

Optimizer Adam

Batch Size 64

Training Epochs 50 epochs

Training Time 2 h

Loss Function Mean squared error (MSE)

Gradient Optimization Method Stochastic gradient descent (SGD)

Regularization Technique L2 regularization

Data Augmentation Techniques None used

Early Stopping Criteria Yes, with a patience of 5 epochs

In this study, MSE and ReLu were utilized as the loss function and the activation func-
tion, respectively. Also, the learning rate was 0.01, the batch size was 64, and the dropout
rate was 0.5. In this work, a gradient-based optimizer was utilized for hyperparameter
optimization to improve the performance of the BFL-GO method. This study ensures
reliable and efficient implementation of the BFL-GO method for disability management in
information systems.

4.3. Dataset Description

In this work, the Disability Statistics-United States-2018 dataset [33] was utilized to
implement the BFL-GO method for disability management in information systems. In this
study, 8000 observations were collected from the dataset, and these observations included
various types of disabilities. The observations were categorized in terms of sex, age, and the
severity of disability and divided into training and testing in the ratio of 80:20 to enhance the
performance of the BFL-GO method for disability management in the information system.
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4.4. Evaluation Measures

The performance of the BFL-GO method for disability management in information
systems was evaluated through evaluation measures, namely specificity, recall, F1-score,
accuracy, and precision [34,35]. The performance evaluation of these metrics was based on
the mathematical expressions mentioned below.

Accuracy: Accuracy (AC) is the measurement of correctly classified instances to the
total number of instances. The accuracy can be expressed as

AC =
truepos + trueneg

truepos + trueneg + f alsepos + f alseneg (38)

Precision: Precision (PR) is the proportion of correctly predicted positive events to all
events predicted as positive. The precision can be represented as

PR =
truepos

truepos + f alsepos (39)

Recall: Recall (RE) is the proportion of correctly predicted positive instances out of all
actual positive instances. It can be formulated as

RE =
truepos

truepos + f alseneg (40)

F1-score: F1-score (F1− sco) is the harmonic mean of recall and precision and during
the precision–recall tradeoff, if the precision increases, recall decreases. The F1-score can be
expressed as

F1−sco = 2× (PR × RE)

(PR + RE)
(41)

Specificity: Specificity (SP) is the ratio of correctly predicted negative events out of all
actual negative events. The specificity can be represented as

SP =
trueneg

trueneg + f alsepos (42)

In Equations (38)–(42), truepos, trueneg, f alsepos and f alseneg represent the true positive,
true negative, false positive, and false negative, respectively.

4.5. Performance Analysis

The performance analysis of the BFL-GO method for disability management in infor-
mation systems using the specified performance metrics, namely specificity, F1-score, recall,
precision, and accuracy, provides a comprehensive evaluation of its effectiveness [36]. The
performance was evaluated by comparing the BFL-GO method with the existing methods
such as SWIM, UM-PMS, FMCS, and FEMIS. Figures 3–7 depicts the comparative graphical
representation of the BFL-GO method and the existing methods for different evaluation
metrics based on disability management in the information system.

The accuracy of the BFL-GO method and the existing methods is demonstrated by the
graphical analysis shown in Figure 3. The BFL-GO method achieved a high accuracy of
98.65%, while the existing methods such as SWIM, UM-PMS, FMCS, and FEMIS obtained
low accuracies of 97.52%, 96.43%, 95.38%, and 94.26%, respectively. Figure 4 illustrates the
graphical analysis depicting the precision of the BFL-GO method and the existing methods.
The BFL-GO method achieved a high precision of 97.91% while the existing methods such
as SWIM, UM-PMS, FMCS, and FEMIS obtained low precisions of 96.89%, 96.17%, 95.34%,
and 94.73%, respectively.
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In Figure 5, the recall of the BFL-GO method and the existing methods is illustrated
by the graphical analysis. The BFL-GO method achieved a high recall of 97.82% while the
existing methods such as SWIM, UM-PMS, FMCS, and FEMIS obtained the low recalls
of 96.58%, 96.13%, 95.41%, and 94.79%, respectively. Figure 6 represents a graphical
analysis illustrating the F1-score of the BFL-GO method and the existing methods. The
BFL-GO method attained a high F1-score of 97.86% while the existing methods such as
SWIM, UM-PMS, FMCS, and FEMIS obtained low F1-scores of 96.42%, 96.07%, 95.34%, and
94.73%, respectively.

The specificity of the BFL-GO method and the existing methods is represented by the
graphical analysis shown in Figure 7. The BFL-GO method achieved a high specificity of
97.85% while the existing methods such as SWIM, UM-PMS, FMCS, and FEMIS obtained
low specificities of 96.37%, 95.61%, 94.53%, and 94.16%, respectively. The performance
analyses evaluate the effectiveness of the BFL-GO method for disability management in
information systems. The results show that the BFL-GO method achieved high precision,
recall, accuracy, specificity, and F1-score compared to existing methods.

In Figure 8, the AUC-ROC of the BFL-GO method and the existing methods are
illustrated by the graphical analysis. The BFL-GO method achieved a high AUC-ROC of
0.9812 while the existing methods such as SWIM, UM-PMS, FMCS, and FEMIS obtained
low AUC-ROCs of 0.9721, 0.9632, 0.9574 and 0.9526, respectively. Figure 9 represents



Mathematics 2024, 12, 119 16 of 20

the graphical analysis illustrating the computational time of the BFL-GO method and the
existing methods. The BFL-GO method achieved a low computation time of 16 s, while the
existing methods such as SWIM, UM-PMS, FMCS, and FEMIS obtained high computation
times of 19 s, 22 s, 27 s, and 33 s, respectively.
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Figure 10 depicts the validation of detection rate. The evaluation determines the
ratio of true positive values from the obtained samples. The accurate information was
determined by validating with test cases. The evaluation was performed with the proposed
BFL-GO and existing SWIM, UM-PMS, FMCS as well as FEMIS techniques. Compared
to existing methods, the method proposed attained a better performance by attaining the
value of 85.6%.

The false rate analysis for the proposed and existing methods is delineated in Figure 11.
It is highly utilized to detect the faults of information systems in real-world applications.
The proposed model’s superior performance is evidenced by its lower results. In this
validation, the achieved range of existing methods were 72.6%, 78.5%, 75.4%, and 74.9%,
respectively. Meanwhile, the proposed method minimized the false rate at 68.2% and had
enhanced performance.

Figure 12 depicts the MSE evaluation to predict the obtained errors in the model. The
error validation is performed with the actual as well as the estimated values. We measured
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the average squares of the error and found that the MSE was equal to zero. However, in
the evaluation process, the proposed method diminished the total error by 0.34.
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Table 2 depicts the comparison of the BFL-GO method and the existing methods such
as SWIM, UM-PMS, FMCS, and FEMIS. The BFL-GO method attained high accuracy, recall,
precision, specificity, F1-score, and an AUC-ROC of 98.65%, 97.82%, 97.91%, 97.85%, 97.86%,
and 0.9812, respectively. Also, the BFL-GO method achieved a low computation time of
16 s for disability management in information systems.

Table 2. Comparison of the proposed method with state-of-the-art methods.

Methods Accuracy (%) Precision (%) Recall (%) F1-Score (%) Specificity (%) AUC-ROC Computational Time (s)

BFL-GO 98.65 97.91 97.82 97.86 97.85 0.9812 16

SWIM 97.52 96.89 96.58 96.42 96.37 0.9721 19

UM-PMS 96.43 96.17 96.13 96.07 95.61 0.9632 22

FMCS 95.38 95.34 95.41 95.34 94.53 0.9574 27

FEMIS 94.26 94.73 94.79 94.73 94.16 0.9526 33

The SWIM method obtained accuracy, recall, precision, specificity, F1-score, and AUC-
ROC values of 97.52%, 96.58%, 96.89%, 96.37%, 96.42%, and 0.9721, respectively. Also,
the SWIM method obtained a high computation time of 19 s compared to the BFL-GO
method for disability management in information systems. The UM-PMS method obtained
accuracy, recall, precision, specificity, F1-score, and AUC-ROC values of 96.43%, 96.13%,
96.17%, 95.61%, 96.07%, and 0.9632, respectively. Also, the UM-PMS method obtained a
high computation time of 22 s compared to the BFL-GO method for disability management
in information systems. The FMCS method attained accuracy, recall, precision, specificity,
F1-score, and AUC-ROC values of 95.38%, 95.41%, 95.34%, 94.53%, 95.34%, and 0.9574,
respectively. Also, the FMCS method obtained a high computation time of 27 s compared
to the BFL-GO method for disability management in information systems. The FEMIS
method obtained accuracy, recall, precision, specificity, F1-score, and AUC-ROC values of
94.26%, 94.79%, 94.73%, 94.16%, 94.73%, and 0.9526, respectively. Also, the FEMIS method
attained a high computation time of 33 s compared to the BFL-GO method for disability
management in information systems.

5. Conclusions

This paper proposes a novel method named Bidirectional Federated Learning-based
Gradient Optimization (BFL-GO) for disability management in information systems, and
it holds significant advantages. In this study, Bi-LSTM was utilized to capture sequential
disability data, and federated learning was employed to enable training the BFL-GO method
across decentralized and distributed data sources while keeping the data localized and
without the need to centralize it. A gradient-based optimizer is used to adjust the proposed
BFL-GO method’s parameters during the training process to minimize its loss function.
The utilization of the Disability Statistics-United States-2018 dataset, with its diverse and
extensive disability data, enhances the BFL-GO method to make informed decisions. The
performance of the proposed BFL-GO method was evaluated using different evaluation
measures, namely specificity, accuracy, precision, recall, and F1-score, and these results
were compared with existing methods such as SWIM, UM-PMS, FMCS, and FEMIS. The
BFL-GO method achieved a high accuracy of 98.65%, precision of 97.91%, recall of 97.82%,
F1-score of 97.86%, specificity of 97.85%, AUC-ROC of 0.9812, and computational time of
16 s. The results illustrate that the BFL-GO method achieves better results in improving
disability management in information systems.

Limitation and Future Scope

A drawback of the suggested method is the complexity of Bidirectional Federated
Learning-based Gradient Optimization. This complexity may demand significant computa-
tional resources and strong network connections. The method’s effectiveness depends on
dataset diversity and size, affecting its applicability in specific contexts. Future advance-
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ments in computational power and communication technology may enhance accessibility
and efficiency. Exploring the integration of emerging technologies like blockchain or edge
computing could improve the methodology’s versatility and dependability. This could
open avenues for more extensive applications in disability boards inside data frameworks.
Additionally, real-world case studies and user feedback analysis can give significant experi-
ences into the strategy’s ease of use and viability, leading to continuous improvements.
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