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A B S T R A C T

People with Parkinson’s Disease (PD) might struggle with sadness, restlessness, or difficulty speaking, chewing,
or swallowing. A diagnosis can be challenging because there is no specific PD test. It is diagnosed by
doctors using a neurological exam and a medical history. This study proposes several Machine Learning
(ML) algorithms to predict PD. These ML algorithms include K-Nearest Neighbor (KNN), Random Forest (RF),
Support Vector Machine (SVM), and eXtreme Gradient Boosting algorithms (XGBoost), and their ensemble
methods using publicly available PD dataset with 195 instances. The ML algorithms are used to predict and
classify PD using homogeneous XGBoost ensemble techniques with reduced amount of entropy. Synthetic
Minority Oversampling Technique (SMOTE) is utilized to handle imbalanced data, and 10-fold cross-validation
is employed for evaluation. The results show that the homogeneous XGBoost-Random Forest outperforms other
ML methods with 98% accuracy and Matthew’s correlation coefficient value 0.93.
. Introduction

A neurological ailment that affects the central nervous system and is
urrently becoming more prevalent in an ageing population is Parkin-
on’s disease (PD). Similarly, it affects 1.2 million people in Europe,
nd by 2030, experts predict that figure will have doubled [1]. To
istinguish PD from other neurological conditions and healthy people,
s well as to improve PD treatment and follow-up, an accurate diagnosis
s necessary. In the early stages of PD, the diagnosis is very difficult [2].
lthough several criteria and recommendations have been put forth to
elp with PD diagnosis, clinical evaluation remains the gold standard
or PD diagnosis and symptom monitoring. Clinical evaluation com-
rises a number of subjective factors and has an accuracy range of 75%
o 82% [3].

For PD to be diagnosed, it is crucial to have bradykinesia, stiff-
ess, and resting tremor. These motor characteristics appear when
0% of dopaminergic synapses in the striatum, and 50% of substantia
igra dopaminergic synapses are destroyed [4]. As a result, PD has
n insidious clinical onset, and by the time it is diagnosed, brain
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disease has already progressed significantly. Clinical traits that exist
prior to motor symptoms may be helpful in this regard. In addition to
accompanying, but frequently coming before the beginning of motor
features, non-motor indications including olfactory dysfunction, auto-
nomic symptoms, sleep issues, visual impairment, cognitive decline, or
depressive symptoms are becoming more widely acknowledged [5,6].
There is growing interest in exploiting this variety of premotor symp-
toms to spot PD patients at early stages. This premotor or prodromal
phase in PD lasts between 5 and 20 years.

Motor or non-motor symptoms of PD can be distinguished. Tremor,
stiffness, bradykinesia, and postural instability are all part of the first
category. Loss of taste and smell, sleep disturbances, sexual dysfunc-
tion, anxiety, pain, gastrointestinal issues, constipation, swallowing
issues, fatigue, depression, hallucinations and psychosis, cognitive im-
pairment, impulse control issues, and dementia are just a few of the
non-motor symptoms that can occur [7].

Studies on motor disorders continue to present a variety of clinical
difficulties for the scientific community. For instance, the presence of
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Fig. 1. Parkinson’s Disease symptoms.

otor signs is a necessary component of the diagnostic criteria for PD,
nd the neurologist evaluates movement disorders by visually assessing
otor tasks and using semi-quantitative rating scales. The necessity for

bjective motor evaluation methods is essential for the development
f future PD diagnosis procedures [8]. Similar to motor performance,
attern interpretation and analysis appear to be important in early
iagnosis [9]. Hence, one of the most difficult chances to develop
eliable and impartial biomarkers to identify early PD symptoms is
he assessment of movement performance [10]. The symptoms of PD
isease as discussed in this study [10] are shown in Fig. 1.

It is commonly known that in the majority of research completed
ver the previous ten years, ensemble classifiers have outperformed
ingle classifiers. The aim of this proposed study is to provide the early
etection of PD using single classifiers as well as homogeneous Ex-
reme Gradient Boosting (XGBoost) classifiers. Homogeneous XGBoost
lassifiers are formed by mixing an individual classifier with XGBoost.

The summary of the outcomes of this proposed study are as follows:

• Use synthetic minority over-sampling technique to handle imbal-
anced data in the breast cancer diagnosis dataset.

• Analyze before and after applying the synthetic minority over-
sampling technique

• Utilize k-fold cross-validation for increasing performance evalua-
tion.

• Compare the performance of different machine learning algo-
rithms for Parkinson’s disease prediction and diagnosis.

• Show homogeneous XGBoost-Random Forest outperforms other
classifiers and offers the highest accuracy.

he remaining part of the paper is structured as follows: Section 2
rovides review of literature. Section 3 introduces the workflow of the
roposed methodology. Section 4 provides the results and discussions
long with the comparison to state-of-art existing works and Section 5
oncludes the study with future directions.

. Related work

Machine Learning (ML) techniques are now being used more fre-

uently for the prior identification of PD. As a result, the accuracy

2

of PD prediction has significantly increased when using a variety of
data modalities, such as handwritten patterns [5], voice and speech
signals [6], various neuroimaging approaches, or biofluids. The au-
thors [11] employed vocal-based PD detection using four classifiers:
k closest neighbor, Support Vector Machine(SVM), and Random Forest
(RF). Their method has a 94.7% accuracy rate, a 98.4% sensitivity rate,
a 92.68% specificity rate, and a 97.22% precision rate. Using a support
vector machine produced the best accuracy. By choosing no more than
20 characteristics, the associated computing complexity was further
decreased. Although confirming a Parkinson diagnosis is technically
difficult, clinicians can identify the condition by examining patients and
examining various symptoms. The authors [12] proposed a technique
to identify the Parkinsonian gait as well as forecast the severity of the
disease based on gait data because gait disturbance is one of the key
motor symptoms. The generic classifier was found to perform signifi-
cantly worse than the sex-specific and age-dependent classifier [13]. In
comparison to the generalized classifier’s accuracy of 75.76% and the
female-specific classifier’s accuracy of 83.75%, the old-age dependent
classifier’s accuracy of 79.55%, was also noticed. The authors draw
the conclusion that combining the sex and age information was suc-
cessful in classifying the samples. In a different classification category,
a certain set of traits was shown to be predominating for improved
classification accuracy.

This proposed study [14], basically looked at touchscreen typing
properties including descriptive statistics (covariance, skewness, and
kurtosis) and temporal information to look for indicators of PD motor.
This study [15] integrated data from multiple sources, including clini-
cal, imaging, genetics, as well as demographic data, when constructing
models for PD prediction. In [16], three widely used ML algorithms
namely SVM, RF, as well as neural networks were used to analyze
speech acoustics in order to identify PD. The promising outcomes of
SVM as well as RF in the early detection of PD have been demonstrated.

In their proposed approach, the authors of this study [17] uti-
lized decision trees, neural networks, and regression analysis. The
performance score of the classifiers was determined using a variety
of evaluation schemas. A comparative investigation was also the goal.
The classifier using neural networks produced the highest score. The
findings of the experiment improved the classification accuracy of
neural networks by 92.9%. The authors of [18] used a long short term
memory algorithm to identify the Freezing of Gait (FOG), a reliable
sign of PD patients who may trip and fall. The premotor or pro-dromal
stage in PD should be closely watched in order to ensure early diagnosis
of the disorder [19]. Other than the typical motor symptoms, this
premotor stage is typically characterized by symptoms including Rapid
Eye Movement (REM) loss of olfaction and sleep behavior disorder.

The authors in this study [20] used Artificial neural networks
(ANN) and KNN on UCI ML repository and achieved an accuracy of
91.28% for KNN_Multilayer Perceptron (MLP) and 90.76% accuracy
with KNN+Bagging. The authors in this [21] employed many ML
algorithms on the dataset collected from participants, resulting in an
accuracy of 86% with SVM. This study [22] used mPower database
and the results showed that highest accuracy achieved from gradient
boosted trees. The authors in this employed many ML algorithms on
the dataset collected from participants, resulting in an accuracy of
89.3% with SVM [23]. Hidden Markov Models (HMM) technique was
implemented in this study [24] to achieve an accuracy of 95.16%. The
authors in this study [25] implemented ensemble method to produce an
accuracy of 90.6%. Montana D et al. employed SVM on UCI ML reposi-
tory to achieve an accuracy of 94.4% with 10-fold cross validation [26].
This study [27] used XGBoost to achieve 96% accuracy. An accuracy
of 97.57% was achieved using SVM when compared to RF and SVN in
this study [28].

Patients with PD have optimism for their prognosis and future re-
sults thanks to emerging medicines such new symptomatic medications,
creative drug delivery methods, and novel surgical approaches [29].
Current management techniques for both motor and nonmotor symp-

toms in the various stages of Parkinson disease are presented in this
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review [30]. Based on current theories and the most recent research,
the authors [31] offered an outline of novel techniques in this area.
While translational research on PD has made significant progress in
many areas, there is still a need for more potent therapy alternatives
based on understanding of the fundamental biological processes. Freez-
ing of gait (FOG) greatly impacts the daily life of patients with PD.
Elastic net-support vector machine models, which had an accuracy
range of 0.69 to 0.78, outperformed all other ML techniques. The key
structural morphological features, which were primarily distributed in
the left cerebrum, were used to predict FOG using elastic net-support
vector machine models [32]. With an average area under the curve
(AUC) of 0.92 (95% CI: 0.95 0.01) for the slower progressing group
(PDvec1), 0.87 0.03 for moderate progressors, and 0.95 0.02 for the
fast-progressing group (PDvec3), the authors of this study [33] were
able to make extremely accurate predictions of disease progression
five years after initial diagnosis. Among other important biomarkers of
interest, serum neurofilament light was found to be a strong predictor
of rapid illness development.

The authors [34] discovered persistent spatial clustering of incident
PD diagnoses in the U.S. PD incidence estimates varied across our
data sources, possibly as a result of population factors (prevalence
of genetic risk factors or protective markers) and geographic factors
(exposure to environmental toxins), as well as case ascertainment and
diagnosis methods. In this work, four alternative ML algorithms were
used to assess selected baseline variables divided into three subgroups
of clinical, biofluid, and genetic/epigenetic data [35]. Regardless of
the machine learning technique employed, models based on clinical
variables performed the best and demonstrated better prognosis of
cognitive impairment outcome than dementia conversion. In this work,
nine different machine learning classifiers were used [36]. The authors
found that early-stage PD patients and controls could be distinguished
using combined face and speech data with an area under the receiver
operating characteristic (AUROC) diagnostic value of 0.85. The ideal di-
agnostic value (0.90) remained in the validation cohort. We came to the
conclusion that combined speech and facial expression biometrics could
help distinguish early-stage PD patients from elderly controls. The PD
Biomarkers Programme (PDBP) cohort was trained using data from
the Parkinson’s Progression Markers Initiative (PPMI) and subjected
to independent assessment [37]. When assessed on a hold-out PPMI
set, 12-month PD total progression was predicted with an F-measure
of 0.77, ROC AUC of 0.77, and PR AUC of 0.76. They obtained an F-
measure of 0.75, ROC AUC of 0.74, and PR AUC of 0.73 when tested
on PDBP.

The symptoms of Parkinson disease can be different from patient to
patient. Early sign of the disease can be simple and can go sometimes
unnoticed. Sometimes it is difficult to detect whether there is PD
disease present in the patient’s body. PD if detected in the early stage
will be curable, and will be time and cost effective, but there is no
effective treatment in the advanced stage.

3. Methodology

A ML framework is suggested in this article for the early detection
of PD. Fig. 2 depicts the overall layout of the suggested detection
strategy. Training and testing are the two basic phases of PD detection.
Initially, the data is pre-processed, feature extraction is done before the
ML model is built. These ML models built are then evaluated for PD
detection in the testing step.

3.1. Data pre-processing

In this study, the dataset used from Kaggle data bank. The dataset
has 24 attributes (including name), thus the dimension has to be
reduced before training the data. The target or independent variable is
‘‘status’’ with binary values of 0 and 1. Status values for healthy person
and PD person are 0 and 1 respectively. This is a classification problem.
3

Fig. 2. Proposed methodology.

The purpose of this work is to develop the best ML model to predict the
PD so that patient can be treated in the timely manner. Histograms are
a common way to visualize the distribution of numerical features. We
can create histograms for each numerical feature to see how the data
is distributed. Matplotlib in Python has been used to create histograms.
By using these visualization and summary statistics techniques, we gain
insights into the distribution of numerical features in the PD dataset.
Histograms display the frequency or count of data points within each
bin or interval. This helps in identifying which values or ranges of
values are more common or rare in the dataset. The distribution of the
numerical features of the dataset is shown in Fig. 3.

There are 24 attributes including name. The dimension needs to be
reduced. Dimensionality is reduced based on the correlation coefficient.
The predictors which are highly correlated are dropped. Now, there are
11 features as it is depicted in the Pearson Correlation coefficient graph
in Fig. 4.

PD dataset has features like vocal frequency, tremor intensity, mus-
cle rigidity, and gait pattern. These models provide a score indicating
the usefulness of each feature in predicting the target variable.

After training the model, we get feature importance scores as:
Vocal Frequency: 0.45
Tremor Intensity: 0.35
Muscle Rigidity: 0.15
Gait Pattern: 0.05
The study uses advanced algorithms like XGBoost and Random

Forest, a typical approach for feature selection in such scenarios is
Recursive Feature Elimination (RFE).

Suppose the PD dataset has features like vocal frequency, tremor
intensity, muscle rigidity, and gait pattern. If we are using RFE with a
tree-based model:

The model is trained on the initial set of features and weights are
assigned to each one of them. The least important features (based on
weights) are pruned from the current set of features.

The model is then retrained on the pruned subset of features. This
process is recursively repeated until the desired number of features is
reached.

https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
https://www.kaggle.com/datasets/vikasukani/parkinsons-disease-data-set
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Fig. 3. Numerical features distribution.
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The dimensionality of the dataset is now under control as shown in
ig. 3. There are total 195 records in the dataset. Among them, 147
re positive results and 48 are negative results as shown in Fig. 5.
he dataset is imbalanced as it contains 75% positive results and 25%
egative results.

When there is an imbalance in a class, the machine learning model
as a bias and tends to anticipate the majority class. An oversampling
echnique called SMOTE is being used to balance the dataset’s class
istribution. Thus, a new sample is drawn at a location along the line
hat is drawn between the examples in the features space.

In simple words, the technique uses K Nearest Neighbors to choose

random neighbor and a random example from the minority class.

4

Between two instances in the feature space, the synthetic example is
produced. The SMOTE samples are defined as linear combinations of
two comparable minority class samples (𝑋 𝑎𝑛𝑑 𝑋𝑅) as shown in Eq. (1).

𝑆 = 𝑋 + 𝑢 ⋅ (𝑋𝑅 −𝑋) (1)

here, 0 ≤ 𝑢 ≤ 1;𝑋𝑅 is chosen randomly among five minority class
nearest neighbors of X.

𝑋𝑅 and X must be assumed to be independent and to have the same
predicted value for the majority of the proofs (𝐸 (⋅)) as shown in equa-
tion (2) and (𝑣𝑎𝑟 (⋅)) as shown in Eq. (3).

(𝐸
(

𝑋𝑆𝑀𝑂𝑇𝐸
)

= 𝐸(𝑋 )) (2)
𝑗 𝑗
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Fig. 3. (continued).
But smaller variance

(𝑣𝑎𝑟
(

𝑋𝑆𝑀𝑂𝑇𝐸
𝑗

)

= 2
3
𝑣𝑎𝑟

(

𝑋𝑗
)

) (3)

SMOTE reduces the variability of the (SMOTE-augmented) minority
class while maintaining the expected value for that class [38]. The
predicted value for SMOTE samples is identical to that of the initial
minority class samples. Although SMOTE increases sample size and
decreases variance, it does not significantly alter the difference between
sample means [39]. SMOTE avoids adding correlation between several
5

variables. The SMOTE samples and the samples from the minority class
that were utilized to create them have a substantial positive correlation.

3.2. ML models

The different ML techniques namely KNN, SVM, RF and XGBoost
are used to train the model.

3.2.1. KNN
KNN is non-parametric since the model is distributed from the

data and no assumptions are made about the data being investigated.
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Fig. 4. Parkinson’s Disease features correlation plot.
Fig. 5. Positive and negative cases of Parkinson Disease.

Both regression and classification prediction issues can be solved using
KNN. Yet, since it performs well across all factors considered when
establishing the applicability of a strategy, it is primarily employed in
categorization when it comes to medical field challenges. One of the
fundamental machine learning algorithms is KNN. A set of input values
are used by machine learning models to forecast output values. One of
the simplest machine learning algorithms, KNN is primarily employed
for categorization [39]. The data point is categorized based on how its
neighbor is categorized. Based on the similarity score of the previously
stored data points, KNN categorizes the new data points. To get the
most out of the model, it is essential to select a suitable value for k in
the KNN. Since there are few votes, the model’s error rate will be high
if K is low, especially for fresh data points [40]. As a result, the model
is over fitted and extremely sensitive to input noise.
6

KNN is useful in situations where data do not match up with theo-
retical predictions in the real world. But KNN is also a lazy algorithm,
meaning it may generate models without using any training data. The
testing phase used all training data. As a result, training becomes
quicker, and testing becomes slower and more expensive.

3.2.2. SVM
Building models for classification and regression may both be done

using the straightforward yet effective SVM technique. Both linearly
separable and non-linearly separable datasets can yield excellent results
when using the SVM method. The SVM algorithm continues to work its
magic even with scant data. The SVM technique is built around the idea
of ‘‘decision planes’’, where hyperplanes are employed to categorize a
given set of objects [41].

Making a straight line between two classes is how a straightforward
linear SVM classifier functions. In other words, the data points on one
side of the line will all be assigned to one category, while the data
points on the other side of the line will be assigned to a different
category. This implies that the number of possible lines is unlimited. Be-
cause it selects the optimal line to categorize the data points, the linear
SVM algorithm is superior to several other algorithms like KNN. It
selects the line that divides the data and is as far from the nearest data
points as it may be. Making sense of all the machine learning lingo is
made easier by using a 2-D illustration. In essence, we have a grid of
data points. We are attempting to group these data points according to
the category they belong in, but we do not want any data to be placed
in the incorrect category. To keep the other data points apart, we must
find a line connecting the two points that are closest to one another.
The support vectors you will employ to locate that line are therefore
provided by the two nearest data points. That line is called the decision
boundary.

3.2.3. RF
Several classification trees are cultivated in RFs. Place the input

vector below each tree in the forest in order to categorize a new object
from an input vector. Each tree assigns a category, and we refer to
this as the tree ‘‘voting’’ for that category [42]. The classification that
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𝐹

receives the most votes is selected by the forest. There is no overfitting
in random forest. The issue of overfitting does not arise here because
they are built from subsets of data and the outcome is based on average
or majority rating. RF develops a decision tree from observations that
are chosen at random, and then the outcome is determined by majority
voting. Here, formulas are not necessary.

The following steps explain the working Random Forest Algorithm:
Step 1: Select random samples from a given data or training set.
Step 2: This algorithm will construct a decision tree for every

training data.
Step 3: Voting will take place by averaging the decision tree.
Step 4: Finally, select the most voted prediction result as the final

prediction result.
Bagging is the process of generating an alternative training subset

via replacement from a sample training dataset. The outcome is decided
by a majority vote. In random forest, bagging is sometimes referred to
as Bootstrap Aggregation. Starting with any initial random data, the
process begins. After arranging, it is divided into Bootstrap Sample
samples. Bootstrapping is the name for this procedure. Additionally,
each model is trained separately, producing distinct outcomes known as
Aggregation. The final stage combines all the findings, and the output
that is produced is based on majority voting. The Bagging phase of the
process makes use of an Ensemble Classifier.

3.2.4. XGBoost
A strong machine learning tool, that is open-source is XGBoost.

It functions by fusing decision trees and gradient boosting, and is
expected to assist in the development of better models. Large dataset
performance, usability, and speed are all priorities in the design of
XGBoost [43]. It does not require parameter optimization or adjust-
ment; therefore, it may be used right away after installation, with
no additional settings. Using the weighted quantile sketch algorithm,
XGBoost also has the capacity to handle sparse datasets. By maintaining
the same level of computational complexity as previous algorithms like
stochastic gradient descent, this algorithm enables us to cope with
feature matrices that include non-zero elements. Moreover, XGBoost
provides a block structure for concurrent learning. It makes scaling
up on multicore computers or clusters simple. Moreover, it makes
advantage of cache awareness, which lowers memory consumption
when training models using sizable datasets. During the computation
phase, XGBoost uses disk-based data structures rather than in-memory
ones to provide out-of-core processing capabilities. XGBoost is preferred
because of its great execution speed [44].

The working of XGBoost is as follows: Let us consider DS as a
dataset, which has m features and n number of instances. 𝐷𝑆 =
{
(

𝑥𝑖, 𝑦𝑖
)

∶ 𝑖 = 1… .𝑛, 𝑥𝑖 ∈ R𝑚, 𝑦𝑖 ∈ R}. Let us consider �̂�𝑖 as the predicted
outcome of an ensemble model created from the Eq. (4).

�̇�⋅𝑖 = ∅
(

𝑋𝑖
)

=
𝐾
∑

𝑘=1
𝑓𝑘

(

𝑋𝑖
)

, 𝑓𝑘 ∈ l (4)

Where, K represents number of trees, 𝑓𝑘 denotes 𝑘th tree. Now, we
need to compute the best function by reducing the loss and regulariza-
tion

 (∅) =
∑

𝑖
𝑙
(

𝑦𝑖, �̇�⋅𝑖
)

+
∑

𝑘
𝛺(𝑓𝑘) (5)

Where l denotes the loss function, it is the difference between 𝒚𝒊, the
actual output and �̂�𝒊, the predicted output

𝛺 represents a measure of how complexity, the model is, this in fact,
helps in avoiding

𝛺
(

𝑓𝑘
)

= Υ𝑇 + 1
2
𝜆| |𝑤| |

2 (6)

over-fitting. It is computed using the Eq. (6)
Where T denotes the number of trees of the tree and w denotes the

weight of the leaf. Boosting is used in the training model in case of DTs
7

to reduce the objective function [45]. So, tth iteration, a new function
is included as shown in equations from (7) to (9).

(𝑡) =
𝑛
∑

𝑖=1
𝑙(𝑦𝑖, �̇� ⋅(𝑡−1)𝑖 +𝑓𝑡(𝑥𝑖)) +𝛺(𝑓𝑡) (7)

𝑠𝑝𝑙𝑖𝑡 =
1
2

[

(
∑

𝑖𝜖𝐼𝐿
𝑔𝑖)2

∑

𝑖𝜖𝐼𝐿
ℎ𝑖 + 𝜆

+
(
∑

𝑖𝜖𝐼𝑅
𝑔𝑖)2

∑

𝑖𝜖𝐼𝑅
ℎ𝑖 + 𝜆

−
(
∑

𝑖∈𝐼 𝑔𝑖)2
∑

𝑖𝜖𝐼 ℎ𝑖 + 𝜆

]

− Υ (8)

Where

(𝑡) =
𝑛
∑

𝑖=1
𝑙(𝑦𝑖, �̇� ⋅(𝑡−1)𝑖 +𝑓𝑡(𝑥𝑖)) +𝛺(𝑓𝑡) (9)

𝑎𝑛𝑑 ℎ𝑖 = 𝛿2�̇�⋅(𝑡−1) 𝑙(𝑦𝑖, �̇�⋅
(𝑡−1)) (10)

3.3. Performance measures

The effectiveness of single classifiers and their ensemble with XG-
Boost in diagnosing as well as predicting PD is done in this section.
Depending on only the accuracy for the effectiveness, especially when
we are dealing with medical dataset is not sufficient. As a result, in ad-
dition to accuracy, the effectiveness of the classifier models is evaluated
using measures including f1 measure, precision, sensitivity, Matthew’s
Correlation coefficient (MCC) and specificity. Using the parameters
derived from the confusion matrix, namely True Positive (TPs), which
predicted PD as true and in reality it is true, True Negative (TNs), which
predicted PD as false and in reality it is false. False Positive (FPs), which
predicted PD as true and in reality it is false and False Negative (FNs),
which predicted PD as false and in reality in true, the effectiveness of
the classifier is experimentally assessed [46]. The equations to compute
the different performance metrics are shown from (11) to (17).

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇 𝑟𝑢𝑒 𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇 𝑟𝑢𝑒 𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(11)

𝑆𝑝𝑒𝑐𝑖𝑓 𝑖𝑐𝑖𝑡𝑦 =
𝑇 𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇 𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒
(12)

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑁 + 𝑇𝑃
𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(13)

1 Score = 2∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

(14)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇 𝑟𝑢𝑒 𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇 𝑟𝑢𝑒 𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(15)

Matthew’s Correlation Coefficient (MCC), is computed using Eq.
(15). MCC is a metric used to assess the effectiveness of a binary
classifier for identifying PD in a patient. MCC ranges from −1 to 1,
where −1 denotes a binary classifier that is entirely incorrect and 1
denotes a binary classifier that is entirely correct [47].

𝑀𝐶𝐶 = 𝑇𝑃𝑠∗𝑇𝑁𝑠∗𝐹𝑃𝑠∗𝐹𝑁𝑠
√

(𝑇𝑃𝑠 + 𝐹𝑃𝑠)(𝑇𝑃𝑠 + 𝐹𝑁𝑠)(𝑇𝑁𝑠 + 𝐹𝑃𝑠)(𝑇𝑁𝑠 + 𝐹𝑁𝑠)
(16)

The amount of time needed to complete training or modeling a
dataset is known as Time Took to Build the Model (TTBM). It is
computed using the Eq. (17).

𝑇𝑇𝐷𝑀 = 𝑇 𝑖𝑚𝑒 𝑡𝑜 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑡ℎ𝑒 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑜𝑓 𝑃𝐷 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑖𝑛 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 (17)

The average of the discrepancy between the original values as well
as the predicted values is called as the mean absolute error (MAE) [48].
It provides a measurement of how far the projections missed the actual
output. However, it does not indicate whether the error is under- or
over-predicting the data, therefore there is no way to tell which is the
case. We use the absolute value of the distances so that negative errors
are accounted properly. The model is more accurate the closer MAE is
to zero. It is denoted mathematically by the following Eq. (18).

𝑀𝐴𝐸 = 1
𝑛
∑

|𝑦𝑟𝑒𝑎𝑙𝑖 − 𝑦𝑝𝑟𝑒𝑑𝑖 | (18)

𝑛 𝑖=1
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Fig. 6. Error rates of Single classifiers.
The main distinction between Mean Squared Error (MSE) and Mean
Absolute Error is that MSE takes the average of the square of the
discrepancy between the actual values and the predicted values [49].
The benefit of MSE is that it is simpler to compute the gradient than
MAE. MSE is computed using (19).

𝑀𝑆𝐸 = 1
𝑛

𝑛
∑

𝑖=1
(𝑦𝑟𝑒𝑎𝑙𝑖 − 𝑦𝑝𝑟𝑒𝑑𝑖 )2 (19)

Using root-mean-squared error (RMSE), the MSE error is square-rooted
to return it to its original unit while keeping the property of punishing
larger mistakes [50]. The model can be deemed to be reasonably
accurate in predicting the data if the RMSE values are between 0.2 and
0.5. RMSE is computed as shown in (20).

𝑅𝑀𝑆𝐸 =
√

𝑀𝑆𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(𝑦𝑟𝑒𝑎𝑙𝑖 − 𝑦𝑝𝑟𝑒𝑑𝑖 )2 (20)

The total absolute error is normalized by dividing it by the total
absolute error of the simple predictor to get the relative absolute error
(RAE). Equation shown in (21) evaluates an individual model’s relative
absolute error 𝐸𝑖.

𝐸𝑖 =

∑𝑛
𝑗=1 |𝑃(𝑖𝑗) − 𝑇𝑗 |
∑𝑛

𝑗=1 |𝑃𝑗 − 𝑇 |
(21)

Where 𝑃(𝑖𝑗) is the value predicted by the individual model i for record
of j(of n records); 𝑇𝑖 the target value for record j and T is given by the
ormula (22).

𝑇 = 1
𝑛

𝑛
∑

𝑗=1
𝑇𝑗 (22)

. Results and discussions

The error is reduced to the same dimensions as the prediction using
he root relative squared error (RRSE). Total square error divided by
otal square error of a straightforward predictor yields relative square
rror. Ratios are used to express the RSE output value. It might be
etween 0 and 1. A realistic model should have a value that is near
o zero, while one with a number higher than 1 is not. The formula
8

Table 1
Performance of individual classifiers.

Performance metrics KNN SVM RF XGBoost

TTBM(s) 30.15 22.55 14.66 12.88
Accuracy (%) 87.60 91.12 93.67 94.89
Precision (%) 88.00 90.00 91.00 93.00
Sensitivity (%) 89.50 90.01 92.00 93.22
Specificity (%) 88.40 90.12 91.34 92.56
F1 measure (%) 88.74 90.00 91.50 93.11
MAE 0.42 0.38 0.32 0.25
RAE 0.60 0.55 0.38 0.26
RMSE 0.40 0.36 0.34 0.28
MCC 0.86 0.90 0.91 0.93
RRSE 0.56 0.45 0.36 0.24

shown in (23) determines the root of the individual model j’s relative
square error 𝐸𝑖.

𝐸𝑖 =

√

√

√

√

√

∑𝑛
𝑗=1(𝑃(𝑖𝑗) − 𝑇𝑗 )2

∑𝑛
𝑗=1(𝑇𝑗 − 𝑇

2
)

(23)

Using stratified K-Fold cross-validation, the models are refined and
the hyperparameters are tweaked. The method most frequently em-
ployed for hyper parameter optimization is grid search. For each hyper
parameter, we first create a set of values. The model then chooses
the hyperparameter with the highest performance after evaluating the
hyperparameters for each possible value. For 10-fold cross-validation,
the PD dataset is divided into 10-folds of identical size. After the K-
1 group training is over, the classifiers are tested in the remaining
time. The performance of the classifiers is also assessed for each k.
Lastly, an evaluation classifier based on average performance is created.
The performance of individual classifiers against various performance
parameters is tracked in Table 1.

From Table 1 it is observed that XGBoost has taken only 12.88 s
to build the model. The error rates of XGBoost are 0.25, 0.26, 0.28,
0.93 and 0.24 MAE, RAE, RMSE, MCC and RRSE respectively and
comparatively better when compared to other models as shown in
Fig. 6.

The precision values of KNN, SVM, RF and XGBoost are 88.00,
90.00, 91.00 and 93.00 respectively. The sensitivity values of KNN,
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Fig. 7. Performance of single classifiers.
SVM, RF and XGBoost are 89.50, 90.01, 92.00 and 93.22 respectively.
The specificity values of KNN, SVM, RF and XGBoost are 88.40, 90.12,
91.34 and 92.56 respectively. The f1 score values of KNN, SVM, RF and
XGBoost are 88.74, 90.00, 91.50 and 93.11 respectively. Fig. 7 depicts
these performance values of single classifiers.

The precision, specificity, sensitivity and f1 score values of XGBoost
are comparatively better than any individual classifiers. The accuracy
of KNN, SVM, RF and XGBoost are 87.60%, 91.12%, 93.67% and
94.89% respectively. It is observed that XGBoost has outperformed
with an accuracy of 94.89% compared to other models and KNN has
exhibited the poor performance with 87.60% of accuracy as shown in
Fig. 8.

XGBoost, when evaluated as an individual classifier, the perfor-
mance is found to be better than other classifiers. Further, every single
classifier mentioned in Table 1 is ensembled with XGBoost classifier.
There are three homogeneous ensemble combinations possible namely,
XGBoost-KNN, XGBoost-SVM and XGBoost-RF as shown in Table 2.

XGBoost-RF has taken only 10.22 s to build the model which is
lesser than XGBoost single classifier. However, XGBoost-KNN has taken
32.15 s to build the model, whereas KNN classifier had taken 30.15 s,
which means the homogeneous XGBoost-KNN has taken 2 s more than
that of individual KNN classifier. The MAE, RAE, RMSE, MCC and RRSE
values of XGBoost-RF are 0.22, 0.29, 0.30, 0.98 and 0.30 respectively
as shown in Fig. 9. This clearly shows that XGBoost-RF has the least
error rates and provides almost correct predictions.

The precision values of XGBoost-KNN, XGBoost-SVM and XGBoost-
RF are 91.00, 93.00 and 97.24 respectively. The sensitivity values of
XGBoost-KNN, XGBoost-SVM and XGBoost-RF are 90.50, 94.00 and
97.56 respectively. The specificity values of XGBoost-KNN, XGBoost-
SVM and XGBoost-RF are 91.40, 93.12 and 97.00 respectively. The

f1 score of XGBoost-KNN, XGBoost-SVM and XGBoost-RF are 90.75,

9

Table 2
Performance of homogeneous XGBoost classifiers.

Performance metrics XGBoost-KNN XGBoost-SVM XGBoost-RF

TTBM (sec) 32.15 20.55 10.22
Accuracy (%) 91.55 94.66 98.00
Precision (%) 91.00 93.00 97.24
Sensitivity (%) 90.50 94.00 97.56
Specificity (%) 91.40 93.12 97.00
F1 measure (%) 90.75 93.50 97.40
MAE 0.41 0.30 0.22
RAE 0.50 0.45 0.29
RMSE 0.30 0.31 0.30
MCC 0.91 0.94 0.98
RRSE 0.46 0.40 0.30

93.50 and 97.40 respectively. It is a clear evident that the homogeneous
XGBoost-RF classifier has performed better than other classifiers as
shown in Fig. 10.

The accuracy of XGBoost-KNN, XGBoost-SVM, and XGBoost-RF are
91.55%, 94.66%, and 98.00% respectively as shown in Fig. 11. It
is observed that XGBoost-RF has outperformed with an accuracy of
98.00%% compared to other homogeneous classifiers as shown in
Fig. 10 and XGBoost-KNN has the least performance of 91.55%. So,
it is a clear evident that out of all the KNN, SVM, RF, XGBoost,
XGBoost-SVM, XGBoost-KNN and XGBoost-RF classifiers, the homoge-
neous XGBoost-RF is recommended as the best model for the prediction
PD.

Table 3 depicts the comparison of the proposed study with the
existing state-of-art techniques. It is observed that the proposed model
provides uses homogeneous XGBoost-Random Forest on Kaggle dataset
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Fig. 8. Accuracy of single classifiers.

Fig. 9. Error rates of Homogeneous XGBoost classifiers.

10
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Fig. 10. Performance of homogeneous XGBoost classifiers.
Fig. 11. Accuracy of homogeneous classifiers.
of PD providing 98% accuracy and outperforms compared to other
models.

4.1. Implications of the study

The concept of using ML algorithms, particularly XGBoost and
ensemble methods, to predict PD has both theoretical and practical
implications.

4.1.1. Theoretical implications
• Model Efficacy with Medical Data: The study offers insights into

how machine learning algorithms, specifically ensemble methods,
perform when applied to medical datasets. The results can con-
tribute to the broader literature on the applications and limits of
machine learning in healthcare diagnostics.

• Ensemble Methods: The study suggests that the ensemble of XG-
Boost and Random Forest outperforms other algorithms, reinforc-
ing the idea that combining predictions from multiple models
often results in better performance than using individual models.

• Balancing Imbalanced Data: The use of SMOTE for handling
imbalanced data in the study can serve as a case study for the
effectiveness of such techniques in real-world applications. The
results might offer insights into how oversampling impacts model
11
Table 3
Comparison with the existing methods.

Study and year Algorithms used Source of data Outcomes

Sztaho D. et al.
(2019) [23]

ANN, SVM,
SVM with RBF,
DNN, KNN

UCI ML
repository

Highest accuracy
achieved from
SVM with RBF:
89.3%

M.S. Roobini
et al. (2022)
[27]

XGBoost UCI ML
repository

Accuracy −96%,
Matthews
parametric
statistic (MCC)
of 89%.

Ramakrishna,
M.T. et al.
(2022) [42]

Adaboost-random
forest classifier.

UCI ML
repository

Accuracy
−97.95%,

Proposed model XGBoost-Random
Forest

UCI ML
repository

Accuracy −98%

performance, especially in medical datasets where imbalances are
common.

• Evaluation Metrics: The emphasis on Matthew’s correlation coef-
ficient, alongside accuracy, underscores the importance of using
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multiple evaluation metrics, especially when dealing with med-
ical data where false positives or negatives can have significant
implications.

.1.2. Practical implications
• Enhanced PD Diagnostics: If the model consistently achieves high

accuracy and other performance metrics in real-world applica-
tions, it could potentially be used as an aid in PD diagnosis,
especially in early stages where symptoms might be less pro-
nounced.

• Cost-Effectiveness: Implementing machine learning models for
preliminary screening or diagnosis could reduce the number of
unnecessary tests or misdiagnoses, leading to cost savings in
healthcare.

• Addressing Data Imbalances: The success of SMOTE in this con-
text can guide other researchers and practitioners in handling
imbalanced data in their own projects, especially in medical
domains.

• Framework for Other Diseases: The methodology used in this
study could be adapted and applied to other diseases or condi-
tions, potentially leading to breakthroughs in early diagnosis or
risk prediction.

• Informed Treatment Decisions: Understanding the probability or
risk of a patient having PD can lead to better-informed treatment
decisions, potentially altering the patient’s treatment path and
improving outcomes.

• Awareness and Education: The study can serve as a basis for
educating healthcare professionals about the potential of ma-
chine learning in diagnostics. This can lead to a more inte-
grated approach to healthcare, combining traditional methods
with advanced technologies.

. Conclusions

Because Parkinson Disease symptoms overlap with those of other
isorders, diagnosing the condition can be challenging. Also, the pa-
ient’s health is more vulnerable due to ignorance. This frequently
esults in the disorder being misdiagnosed. Parkinson Disease diagnosis
s a gradual process, hence Parkinson Disease cannot be identified in
n individual by a single test like an ECG or blood test. Before doing
ny neurological testing, doctors must review the patient’s medical
istory. A dilemma results from the frequent misdiagnosis of Parkin-
on’s disease brought on by lengthy examinations. Data science and
achine learning technologies frequently take advantage of this issue

o simplify the diagnosis and care of Parkinson Disease patients. In
his decision-making medical system, the different ML algorithms both
ingle classifiers and homogeneous XGBoost classifiers are used for the
rediction of Parkinson Disease with minimized entropy. Among all
GBoost-RF came out to be the best with 98% accuracy and Matthew’s
orrelation Coefficient value of 0.93. Hence, Parkinson’s Disease can be
redicted at an early stage using the medical history of individuals who
xhibit certain Central Nervous System-related symptoms. Since there
s currently no known cure for Parkinson Disease, early identification
llows for early diagnosis.

Future studies might find it interestingly difficult to apply this
pproach to bigger datasets and, if possible, to assess it on a broader
cale. Several optimization techniques, including Particle Swarm Op-
imization (PSO), Ant Colony Optimization (ACO), and GA (Genetic
lgorithm), can also be integrated with it. Applying these techniques
ill enable you to choose the ideal ensemble algorithm settings with
ccuracy. The future research could focus on collecting more extensive
ata, including a wider range of PD symptoms and stages. Additionally,
xperimenting with a broader set of machine learning algorithms are
xpected to provide more insights and potentially improve the accuracy
nd generalizability of the findings.
12
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