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Abstract 

  

Digitisation is arguably an inevitable feature of contemporary urban development, yet privacy 

issues arising from the mass data collection, transmission and processing it entails continue to 

be a poorly understood and contentious issue for people living in cities. This article uses a case 

study approach to provide new evidence of the detailed perspectives of citizens and policy 

makers on data privacy in rapidly digitising urban environments, with a focus on one of the 

UK’s most prominent smart cities: Manchester. It adds to the literature on smart cities through 

the application of complementary scholarship from two areas - trust and participation - in order 

to  analyse comparatively citizens’ views and concerns on data gathering activity in their city 

with efforts of policy-makers to incorporate data privacy matters in their digital city planning. 

The article finds a clear  - but reparable -  data privacy disconnect between people and digital 

policy makers and explores how citizen data privacy concerns may be addressed through a lens 

of trust and participation. 

 

Keywords: citizens, data privacy, smart cites 
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Introduction 

 

As rapid urban population growth, combined with climate change, place an increasing burden 

on environmental and public resources, the deployment of digital technologies and 

communications networks has been posited as the panacea to increase the resilience and 

sustainability of cities. Cities are expected to be at the forefront of using ‘smart’ tools to predict 

and respond to future emergencies – a 2020 OECD report claimed that “COVID-19 accelerated 

the shift towards a new urban paradigm…[of]… inclusive, green and smart cities” (OECD, 

2020: 3), and GlobalData research suggested that spending on global smart cities will grow 

from $221.1bn in 2019 to $442.6bn in 2025 (Global Data, 2022). Smart cities embody 

convergent media  environments, since they deploy electronic devices to collect and process 

data about the physical world in real time; transmit these data through communication 

networks; and process and use the results of data analysis to plan and provide applications to 

users to improve their living experiences and standards. No two smart cities are the same, but 

they all incorporate some applications that monitor and leverage energy consumption, air 

quality and pollution levels, traffic and congestion patterns, public health and other aspects of 

daily life (Zhang et al., 2017) – applications which require, generate and transmit very large 

quantities of data (van Zoonen, 2016). 

 

The concept of a smart city can be traced back to the 1980s, though it is only in recent years 

that academic interest in the topic has intensified, where according to Sharifi et al. (2021: 6) 

the number of articles published between 2018 and 2021 was greater than the cumulative total 

published in the previous 17 years. Amongst this body of work, considerable scholarly 

attention has been paid to the construction and development of smart cities from a techno-

infrastructural perspective. Rather differently and in part as a consequence, more critical, 

citizen-focused academic work has problematised the position and role of citizens in smart city 
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developments (Cardullo and Kitchen, 2019; Calzada, 2020). Part of this scholarship has 

explored  the consequences of smart city development for the data privacy of its citizens, 

highlighting control and intrusion,  data commodification, de-personalisation, and opaqueness 

as an unpleasant roster of the potential consequences of smart city roll out (Kitchin 2014; 

2016). This article builds on such scholarship through generation and analysis of detailed 

evidence of the experiences of both citizens and policy makers on data privacy in smart cities 

in order to deepen our understanding of its significance and implications.  The article achieves 

its contribution through the creation of a conceptual lens to assist in its analysis of smart city 

data privacy issues by drawing together and applying separate academic work on trust in 

government (Jennings et al., 2021) and participation in smart cities (Cardullo and Kitchen 

2019). The article outlines briefly how Manchester, our case study, exemplifies long-standing 

efforts by a city to introduce information and communications technologies for economic and 

social gain, something which has received some limited coverage in the literature to this point 

(see Caird, 2018; Cowley and Capriotti, 2019). This creates a context for a detailed exploration 

in the article of  the experiences, viewpoints and preferences of citizens and civic policy-makers 

on data privacy issues and, in so doing, the article  illustrates how even well established smart 

cities face major challenges in addressing citizen concerns about privacy. This evidence leads 

the article to consider, in its conclusion, measures which might be introduced to address the 

concerns identified in the empirical evidence presented in the article through understandings 

of (mis)trust and smart city participation. Through drawing on conceptualisations of  ‘mistrust’ 

as an open, fluid and socio-politically valuable concept, with its core features of vigilance, 

caution and questioning, the article argues that, if addressed appropriately by policy makers in 

their consideration of data privacy matters, it holds the potential to deepen the level of citizen 

participation in smart cities. 
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The smart city  

The concept of a smart city and its potential ways of functioning in practical terms are complex 

and multi-faceted, so it is perhaps unsurprising that there is little agreement on a precise 

definition of the term, with different authors’ definitions reflecting the emphasis that each one 

gives to information and communication technologies (ICT), the creative economy, human 

experiences, and well-being and sustainability (see Albino et al., 2015, and Lara et al., 2016, 

for comprehensive analyses of the different definitions and dimensions of smart cities).  

 

Pali and Schuilenburg (2020) argue that the idea of being smart has been associated with a 

variety of terms related to creativity, intelligence, virtuality, the digital and interconnection, all 

underpinned by developments in information technology hardware and software, and data 

processing. Martin, Evans and Karvonen (2018) note three core visions of the smart city 

underpinned by ideas of digitality, entrepreneurship and sustainability. Sadowski and Pasquale 

(2015) acknowledge the flexibility of the term, but emphasise the relationship between 

technology and politics in the evolution of digital urban environments. For the purposes of this 

study, a smart city is defined broadly as one that uses digital technologies in a co-ordinated 

manner with the goal of improving the quality of life of its citizens now and in the future. It is 

a definition that views the diffusion of ICT as the means to a human-centred end: enhancing 

people’s quality of life by enabling them to live in sustainable, innovative, empowered and 

connected communities. This is consistent with various academic definitions (for example: 

Eger, 2009; Guan, 2012; Bakici et al., 2012, cited in Albino, 2015) in its emphasis on the people 

and communities within a city.  

 

A key technological development in the emergence of the smart city is the Internet of Things 

(IoT), where “information and communication systems are invisibly embedded in the 
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environment around us” and where internet-enabled, smart devices undertake regular, 

sustained communication with each other using sensors and actuators (Gubbin et al., 2013: 

1645). IoT devices are able to recognise, locate, track, monitor and manage, generating real 

time data streams which are germane to the functioning of smart cities. 

 

Smart cities and data privacy 

The widespread collection, prossessing and use of big data by private and public actors in smart 

cities has implications for privacy. Privacy is a complex, multifaceted and interdisciplinary 

concept that is “fundamentally important – both for individuals and for societies”  (Bräunlich 

et al., 2021).  For the purposes of this article, we focus on privacy as the right of individuals to 

“control information about them and decide when, how and to what extent information is 

communicated to others” (Westin, 1967: 7) – a right that is under severe pressure (Knijnenburg 

et al., 2022). Critical scholarly work on smart cities from a data privacy perspective has raised 

the concern that they can become new centres of surveillance and control (Hollands, 2008, De 

Zwart et al., 2014). Foucault (1997) illuminated discipline-inducing effects of ‘panoptic’ 

surveillance across a wide set of social contexts. Surveillance has become broader in the digital 

age, with observational and predictive motivations guiding its data gathering and analysis. 

Nissenbaum (2004) highlighted the link between public surveillance, information technology 

and privacy.  Surveillance can undermine trust through interfering with “the sense of privacy 

and urban anonymity that has defined urban life over the past century” (Finch and Tene, 2016: 

1582). The idea of growing surveillance (Bogard, 1996) has been associated with the growth 

of surveillance both by governmental actors and commercial entities, particularly relevant to 

smart cities which are noteworthy for operating through a variety of public/private partnerships 

where data is shared across the public/private divide. Utz and Krämer  (2009) provide evidence 

of a privacy paradox, where growing citizen concern over privacy is not matched by action in 
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service of securing it and, relatedly, a transparency paradox (Nissenbaum, 2011), where the 

provision of detail to users about data privacy procedures can result in a reduction of 

understanding about them (Hilden, 2019).  Pali and Schuilenburg (2020) highlight newer 

modes of control in smart cities, which they argue link embedded surveillance with neoliberal 

ideas and practices.  Relatedly, Kitchin (2019) argues that smart city developments are led by 

an urban political and technical elite, where initiatives are often imposed on citizens with little 

or no consultation.    

 

Smart cities, trust and participation 

Whilst surveillance within a smart city can be aimed at improving urban life (Ziosi et al., 2022) 

it can also lead to the undermining of civic trust. Thomas et al. (2016) note that the term smart 

city can be difficult to understand and relate to for citizens, exemplified by the remoteness and 

lack of visibility of many of the technological objects and processes constituting its fabric and 

function. While living in smart cities has been associated with empowerment (Shelton and 

Ladato, 2019), due to its often invisible infrastructure, people can become involuntary data 

sources with a ‘loss of data sovereignty’ (Eckhoff and Wagner, 2017) making opting out 

difficult and undermining trust.  Beldad et al. (2011: 47) analysed Dutch users’ trust in the 

processing and use of personal data by government organisations, finding that ‘confidence in 

online privacy statements is a very important determinant of their trust in government 

organisations in terms of how they use and process citizens’ personal data’. More recently, 

drawing on academic work which has established the greater willingness of people to share 

temporarily data with public, rather than private, organisations Trein and Varaone (2023) 

explored the conditions under which citizens are willing for their personal data to be used in 

national policy making in Switzerland, working with the idea (after Rousseau et al., 1998) of 

trust as a state of accepted vulnerability in the expectation of a positive outcome. Their key 
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finding is that people ‘are more likely to share data if they believe that the policy problem the 

State seeks to solve is important to them and if they trust their government’ (Trein and Varone, 

2023: 3). Kennedy et al. (2020) have found that people are concerned about, and find ways to 

defy, data practices in their everyday lives. Marwick and Hargittai (2019) focus on factors 

explaining young people’s willingness to share information online with institutions. They draw 

on the idea  - and find evidence - of a privacy calculus which assumes that individuals undertake 

a rational evaluation of imparting information. They used the focus group method ‘allowing 

participants to define privacy and explore nuance and context in their experiences’ (p.1699) 

and found that  people ‘are incentivized by financial benefits, health benefits, convenience, and 

necessity…[and]…are disincentivized by lack of trust, fears of online harassment, and fears of 

discrimination…and evaluate the information type, context, and institution requesting the 

information’.  

 

Recent work by Jennings et al. (2021: 1176) on trust has argued that ‘trust or confidence in 

government is seen as a key ingredient for good governance and its absence is viewed as likely 

to undermine governing capacity’. They posit an extension of the idea of trust into what is 

called the ‘trust family’, comprising the three elements of trust, mistrust and distrust. Marien 

and Hooghe (2011: 267) note that whilst a dominant perspective is that ‘low levels of political 

trust should be a major reason for concern’, an alternative perspective holds that ‘low levels of 

political trust  might offer an opportunity for the further development of democratic political 

systems as the rise of a new generation of ‘critical citizens’ might force…decision makers to 

react in a more responsive manner’. Lenard (2007: 313) elaborates on this idea by contending 

that ‘arguments that make distrust the central element of democracy fail…alongside trust we 

need to adopt a kind of vigilance, an attitude that is motivated by mistrust, in order to maintain 

a healthy democracy’. Here, the idea of mistrust refers specifically to  doubt and scepticism, 
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unlike the ‘settled belief that the other is untrustworthy’ entailed in outright distrust (Citrin and 

Stoker, 2018: 50).  Mistrust can manifest as ‘vigilance in judging components of the political 

system’, being cautious, watchful and questioning and ‘making effort to be informed, alert, on 

standby to act’ (Jennings et al., 2021: 1177, table 1). Importantly, a ‘lack of trust is not the 

same as positively believing the government is acting against your interests’ (p.1187). More 

specifically, mistrust ‘is more likely to translate into ambivalence about others’ trustworthiness 

rather than into a perception that they cannot be trusted at all’ (Lenard, 2007: 318). 

 

When this is combined with the understanding that ‘trust is a resource enabling government 

action’ (Citrin and Stoker, 2018: 62), the idea of how to harness a situation of mistrust and 

move it in the direction of trust becomes important. Mistrust can be viewed a positive 

phenomenon for two reasons. First, it can create the conditions for a residual questioning of 

the motives of policy makers. Second, rather differently, it can serve as a healthy pre-condition 

for the establishment of trust through processes of dialogue and purposeful engagement 

between public policy makers and citizenry.  

 

The idea of mistrust as a route to progressive public policy change and enriched citizen 

experience can be usefully complemented by exploration of academic work on citizen 

participation. Cardullo and Kitchen (2019) explore the idea of citizen involvement in the smart 

city specifically by extending earlier work of Arnstein (1959) on citizen participation into what 

they term the ‘scaffold of smart city participation’.  Some of the elements of the scaffold are 

relevant for matters of data privacy. In their consideration of ‘non participation’,  they highlight 

how citizens can become little more than data points with no agency to engage with the 

generated data. Under a neoliberal discourse of efficiency and environmental sustainability, 

people are thus ‘steered and controlled’, whose data can be mined, combined, traded and used 
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for future planning purposes (p6.). They also note that new administrative layers and practices, 

not least related to public-private collaborations, create remote and inaccessible arrangements 

which ‘dissipate a transparent and democratic process’. Another part of their participation 

scaffold concerns tokenism, which can take various forms, the most cursory being one-way 

informing of citizens (where they can access open data), through to more involved consultation 

and placation. Whilst the latter can work to keep ‘civic paternalism in check’ (p.8), the authors 

point out that the data generated from such exercises can be packaged and sold commercially. 

A more citizen-involved part of the scaffold concerns: ‘citizen power’, involving co-creation; 

‘partnership’, comprising shared planning and decision making on projects; and ‘citizen 

control’, where people are in full control of the policy and managerial aspects of a program’. 

Kitchen and Cardullo find little or no evidence of such kinds of participation, instead 

concluding that citizens contribute to the reproduction of neoliberal smart city approaches 

where they ‘are encouraged to help provide solutions to practical issues…but not to challenge 

or replace the fundamental political rationalities shaping an issue or plan’ (p12). This 

pessimistic conclusion is also reached by Breurer and Pierson (2021) in their exploration of 

data protection in smart cities from the classic citizen focused ‘right to the city’ perspective 

articulated by Lefebvre (1968) and drawing on more recent ideas that ‘smart city technologies 

can – and should – enhance inclusion of citizens, public participation and civic engagement’. 

Arguing in favour of a participatory approach for people in smart city development contexts 

along the lines of the ‘right to city’ idea, they too, however, find  a ‘kind of public participation 

a long way removed from citizens having the right to the city’ (p.807) . These valuable insights 

can be used to understand the detailed perspectives of citizens and policy makers on data 

privacy in smart cities. What are the experiences and perspectives of citizens living in a well 

established smart city on privacy related to data collection practices? How does this compare 

to the experiences and perspectives of policy makers and what can be done to reconcile 
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differences and create a more citizen-considerate smart city environment in respect of data 

privacy? To what extent does mistrust among citizens in respect of data privacy practices exist 

and how can this be harnessed to increase levels of participation in smart cities? 

 

Manchester as a smart city 

Manchester exemplifies a significant number of the ideas and practices associated with the 

smart city. Since the early to mid 1980s, there is evidence of a series of often highly successful 

attempts to harness the potential of information and communications technologies for 

economic renewal and growth.  This  - now recognisably pioneering -  work led to initiatives, 

such as Manchester Host (1991), electronic village halls (1992), and the Manchester 

Community Information Network  (1994), which were launched prior to the popularisation of 

the Internet through the World Wide Web (WWW). The creation of a telematics strategy in 

1997 followed, as well as projects to connect the unconnected, such as Eastserve (Carter, 2019). 

A feature of Manchester’s digital development was its utilisation of the European Union (EU) 

as a reference point and funding source: Manchester became a leading player in the EU 

Eurocities initiative, where issues of digital development were prominently positioned. Cowley 

and Capriotto (2019: 430) argue that Manchester provides an example of a city that has 

deployed experimental local practices at ‘the ‘cutting edge’ of smart urbanism in the UK’ 

though without ‘clear linearity (either narrated or practised) between formal strategies, plans 

and activities’ (p.435). Caird (2018: 176) in a comparative study of  a number of UK smart 

cities, including Manchester, argued for the creation of more effective management ‘to support 

reporting through the wider community of partnerships of all the organisations responsible for 

the delivery of city strategies and plans around smart city outcomes, across the government, 

industry, university and citizen groups’ (emphasis in original).  
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By 2008, Manchester had launched its own digital strategy and its deepening engagement with 

research at the EU level on the digital led to discussions on the IoT and its relationship to 

citizen based web services (Carter, 2019) and, by 2010, Manchester  chairing the EU funded 

European Connected Smart Cities network. At the core of Manchester’s approach was the 

‘Smart Citizens in Smart Cities’ idea, drawing on a four level social capital model which sought 

to utilise digital technologies to create a sense of belonging for citizens, to improve access to 

technologies and services for social engagement, to engage diverse communities with digital 

technologies, and to use digital technologies to breakdown workplace and societal barriers and 

promote social cohesion. The development of a Digital Strategy  became a core concern of the 

Greater Manchester Combined Authority (GMCA), formed in 2011. The Greater Manchester 

Digital Blueprint (2020-23) established a number of priorities, several of which point up the 

importance of privacy issues. Priority 1, ‘Empowering People’, states that ‘people should have 

absolute confidence in what happens to their data’. Priority 2 ‘Enabling Innovative Public 

Services’ declares the goal to ‘use data responsibly and effectively’. Priority 5 sets the goal of 

establishing the city region as a UK and European centre for cybersecurity and digital ethics. 

 

In 2015, Manchester was selected out of 34 applicant cities across the UK for a £10 million 

government award to fund a two-year smart city demonstrator (gov.uk, n.d.). The CityVerve 

project was a consortium led by Manchester City Council that brought together 20 public and 

private organisations with the aim of using Internet of Things technology to create a blueprint 

for smart cities in the UK. It was a widely publicised project that established Manchester as a 

leading smart city. 

 

In March 2022, Manchester City Council (a part of the GMCA) launched its latest digital 

strategy. Two of the four key themes of the strategy are ‘smart people’ related to digital skills 
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acquisition and ‘digital places’, which focuses on network access and digital infrastructure in 

connected digital neighbourhoods, as well as using data to ensure effective delivery of digital 

services (Manchester City Council, 2022). The Digital Places theme has important implications 

for privacy matters. The strategy asserts that information should be ‘protected and treated with 

care, especially in terms of data quality, ethics and security’. The strategy draws on the 

Eindhoven Principles of data ethics and social responsibility whose first principle is ‘Privacy 

First’. It asserts that ‘Digital places should ensure that a similar set of principles are adopted to 

ensure that digital and technology are deployed and used in an ethical and responsible way’ 

(Manchester Digital Strategy 2021-2026: 12). In its strategy, the Council asserts that ‘we also 

understand the importance of ethics, sustainability and security when handling data, and that 

we need to be proactive in ensuring that systems and processes are in place to effectively 

manage information’ (Manchester Digital Strategy, 2021-2026: 14). 

 

Against this backdrop, after a brief section explaining its methodological approach, the article 

proceeds to explore in detail citizen perspectives on  - and experiences of  - data privacy and 

compares them to those of Manchester smart city policy makers. 

 

Methodology  

The research underpinning the article used a case study strategy (Yin, 2012) to collect evidence 

from different sources and drew together data in order to gain knowledge of, and account for, 

understandings of citizen privacy in a smart city (Manchester). Data was collected using 

workshops, an online questionnaire and semi-structured interviews, in addition to relevant 

primary source documents. Although statistical generalization is neither possible nor desirable 

in this case, a rigorously conducted case study can help a researcher gain a deeper 

understanding of a phenomenon and allow analytic generalization (Yin, 2012). Our aim is not 



 14 

to develop predictive theories but to provide a nuanced view of reality of data privacy for 

citizen and policy actors in a smart city and, as such, and in line with Flyvberg  (2006: 223), 

“the case study is especially well suited” to offer “concrete, context-dependent knowledge”. 

 

A set of semi-structured interviews with digital city policy makers was undertaken and 

analysed thematically to establish perspectives on matters of citizen data privacy. At the same 

time, a questionnaire  was used to identify attitudes to data collection and privacy in smart 

cities among Greater Manchester citizens. The citizen voice is important since  “surveys and 

interviews that reflect citizens’ opinions need to be used to implement smart city policies that 

citizens can feel” (Myeong, Park and Lee, 2022: 13). Questionnaire participants were recruited 

from the diverse communities that make up Greater Manchester, with posts appearing on social 

media, but also on notice boards in local churches, libraries, train stations and community 

centres. As a result, although the survey sample is relatively small, its demographic 

characteristics are broadly consistent with those of the Greater Manchester population (UK 

Population Data, 2022). In terms of ethnicity, the majority of respondents identify as 

white/British/European (62.80% in our sample compared with 66.7% in Greater Manchester), 

followed by Asian/Chinese/Vietnamese/Indian/Pakistani/Korean (21.5% in our sample 

compared to 17.1% in Greater Manchester) and Black (7.4% in our sample compared to 8.6% 

in Greater Manchester). A total of 122 citizens participated in the questionnaire and the data 

was analysed using descriptive statistics. 

 

The first stage of data collection provided insights that informed the design of the main method 

employed in the research – a series of small-scale citizen workshops. Workshops are useful in 

identifying and exploring incompletely-defined challenges and experiences in research areas 

involving emerging technology, where research participants may find it difficult to articulate 
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views about the topic (Ørngreen and Levinsen, 2017). In the workshops, a range of smart city 

applications, from apps to smart bins, were introduced and discussed in an interactive 

presentation that invited group discussion, peer feedback and creative practical tasks including 

drawing. The workshops aimed primarily to assess participants’ understandings of data 

privacy, and identify privacy concerns and practices in their everyday lives. 

 

Five two-hour workshops were conducted – four in-person, one online via Microsoft Teams – 

with a total of 30 citizens participating. Workshop participants were recruited with help from 

various local community groups so they formed a diverse collection in terms of their age, 

gender, education level and ethnicity (see Table 1). All workshops were audio recorded, 

ensuring all data was captured accurately, transcribed by research assistants and analysed using 

thematic analysis.  Ethical approval for the empirical work was sought and received from 

XXXXXXXXX. The questionnaire was delivered online and completed anonymously. It 

contained an information sheet about the project presented to respondents at the start of the 

survey. Participant information sheets and consent forms were presented to interviewees and 

workshop participants prior to securing their consent to take part in the research. All data 

gathered was treated anonymously. 

 

Demographic characteristics Percentage 

Gender (n=30)  

Female  56.7 

Male  40 

Non-binary  3.3 

  

Age (n=30)  

18-30 53.3 

31-40 20 
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41-50 6.7 

51-60 10 

61-70 3.3 

71-80 3.3 

80+ 3.3 

  

Academic qualifications (n= 27)  

High school diploma or equivalent 18.5 

BA/BSc degree 40.7 

Master’s degree 33.3 

Doctorate 3.7 

Other 3.7 

  

Ethnicity (n=30)  

White 53.3 

Black 16.7 

Asian 30 

 

Table 1: Demographic characteristics of workshop participants 

 

Case study evidence and discussion  

In this section, we use empirical data to examine and compare perspectives on data privacy in 

Manchester articulated by citizens and digital policy makers. 

 

Context: awareness and understanding of smart cities 

Despite the extensive press coverage around Manchester’s CityVerve project, in the empirical 

work conducted for this article, only 34.4 per cent of questionnaire respondents had heard of 

the term ‘smart cities’. In attempting to explain what a smart city is, some simply stated that 

the term had ‘no meaning’ or that they were ‘not clear about it’. One respondent admitted, 

‘heard of it but don’t understand what it means’. Others had very vague ideas of what a smart 
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city describes and provided incomplete answers including, ‘Working together towards 

regeneration’ and ‘interaction between cities’. However, most explanations included references 

to ‘IT’ or ‘technology’ and ‘data’. This was corroborated by the workshop data, where, at the 

start of the sessions, not a single participant was able to confirm with any confidence that they 

understood what the term ‘smart city’ means.  

 

The fact that citizens struggled to explain what a smart city is points to an identified obstacle 

to the global trend towards smart cities – the name itself, which is a vague term (Mathis and 

Kanik, 2021). Although perhaps tempting to use for city branding purposes (Interview 

Participant A explained how Manchester was branded ‘The Information City’, then ‘The 

Digital City’ and then ‘The Smart City’ in an attempt to capture the city’s digital innovation 

history and credentials), the term ‘smart city’ is not particularly descriptive or meaningful to 

people. 

 

Perhaps if CityVerve had produced results that Manchester citizens could see, the term ‘smart 

city’ might have been more meaningful to them. However, interview data shows that CityVerve 

exemplified the ongoing challenges of rolling out smart city initiatives in a citizen-participative 

way. It was argued that ‘CityVerve was simply a project… it didn't really work at the end of 

the day’ (Interview Participant A). Interview Participant A explained that some initiatives 

under CityVerve continued for the full two years of the project even though they ‘weren’t 

working’, whereas some other, more promising initiatives that started later because they took 

longer to set up ‘came to an abrupt end when the funding ended’ and no follow-on funding was 

made available. Interview Participant A’s assessment of CityVerve was echoed by Interview 

Participant B, who commented: “We were essentially given two years and £10 million and a 

consortium of 30 partners to deliver a kind of smart IoT demonstrator ...Obviously, two years 
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is not a lot of time…”. So although some technologies, including smart bus stops and smart 

bins, were trialled, they were never mainstreamed, either because they were not considered 

priorities in the same way as unemployment and poverty, or because they would cost too much. 

Interview Participant A explained: “Manchester…, doesn't own its lamp posts. They're 

outsourced under historic PFI [public finance initiative] agreement to Amey [a commercial 

entity]. So anyone who wanted to do smart lighting would have to pay Amey £200 per lamp 

post for doing what in other areas they're able to do for free”. 

 

Attitudes to data privacy 

After watching a video explaining what a smart city is and discussing specific smart city 

applications and examples of smart technologies in Manchester (from apps to smart bins and 

smart meters), many of the workshop participants expressed indications of mistrust around data 

collection practices and privacy. Workshop Participant 3B identified privacy as “the biggest 

concern” in smart cities, adding, “What data are they getting and where’s our data going?” 

Given a definition of data privacy to reflect on, workshop participants noted that citizens in a 

smart city no longer have the “power to control” who has access to their data (Workshop 

Participant 5C). Workshop Participant 4A noted that “We have the definition that you showed 

us before, but we have to think about privacy in the year that we are in…and I think the privacy 

that we mean doesn’t exist no more’  though added that ‘we have to develop a new concept of 

privacy.” 

The local authority is also concerned about citizen privacy, although this was not the case when 

CityVerve was being rolled out. According to Interview Participant A, it was only during the 

development of the 2022 Digital Strategy, when the first draft was criticised by academics and 

citizen groups, that the local authority started to take citizen privacy seriously. “If you asked… 

the new leader of [the] council, what are the key challenges? [They] would say, privacy and 
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social responsibility, ethical issues. That's one of the things. And that wasn't the case at the 

beginning. That was seen as a kind of minor issue.” Interview Participant C confirmed that 

privacy is now an important feature of the council’s digital strategy, noting that perhaps in the 

past technological development and roll out per se predominated digital initiatives. And 

Interview Participant B agreed: “…we don't think of privacy as an add on…it’s built in, you 

know…it’s about reassuring your senior managers that we’re not going to be on the front page 

of the Daily Mail…and the second thing is that we have actually got legal responsibilities as 

an information controller.”  

 

Awareness of and trust in data practices in a smart city  

Under the UK Data Protection Act 2018, citizens have the right to object to how their data is 

processed, but this right is impossible to exercise if they do not know who the local authority 

shares their data with and how this data is used. In fact, only 27.6% of the questionnaire 

respondents attempted to answer the question ‘Name one organisation that the local authority 

shares your personal data with’. Following a conversation among workshop participants, a 

consensus of mistrust was in evidence in the view that people do not know who has access to 

the data they share with their local authorities, prompting workshop participant 3C to ask: 

“…how do you trust someone you don’t know?” After looking at a webpage with some terms 

and conditions for using open wifi in Manchester, none of the workshop participants indicated 

increased confidence or trust in data practices in their city because they found the information 

vague. Workshop Participant 5B suggested: “If it’s going to generate money for them, they’ll 

be vague so that you can’t go back on them, I suppose.” Workshop Participant 1A noted: “You 

look at the list of their partners and they have something like 15, so every single person has 

this data? So it’s really, where does it end, where does the buck stop?” 
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Only 23.8% of the questionnaire respondents were confident in their ability to manage who has 

access to their personal data, while only 13.1% knew what rights they have over how their data 

is used by their local authority and 50% were concerned about how the local authority uses 

their data. Concerns about how data is collected and used in a smart city were also expressed 

by many workshop participants. One noted that “information passes so quickly it’s hard to, 

once it’s out there, to kind of say, well, where’s it gone? It’s just passed on fast so then, yes, 

you have the right to know, but you can’t keep up with it.” (Workshop Participant 5C). Another 

contended that “They need to be more honest with what they are offering and where the 

information is going because I haven’t got a clue, I don’t even have a smartphone, so I’ll 

probably be the least savvy of all of you in that sense” (Workshop Participant 1C). Workshop 

Participant 1A argued that many people ‘have no idea what’s going on’ in smart cities and that 

this works to the advantage of smart city architects: “And I’m not even talking about what’s 

happening with my data. Where are the smart sensors being placed? What sensors do you have? 

What are your capabilities? And I wonder if this lack of knowledge on the citizens’ part is 

intentional by the powers that be. Because if you have an informed public on how to protect its 

data, then their sensors etc… become less efficient. So are they worried about an informed 

public?” Mistrust was a common theme in the workshops and stemmed largely from 1) 

negative personal experiences of digitalisation in general or 2) sceptical opinions of central 

government and tech companies. Some participants mentioned being ‘lied to’ by the 

government during the Covid pandemic and one used the example of Cambridge Analytica to 

claim that data is not safe with profit-driven tech companies. Others described incidents where 

they or a family member lost money as a result of online fraud. The fact that smart cities operate 

through public-private partnerships and are seen to use a “top down”, “technocratic approach” 

added an extra layer of mistrust, as Workshop Participant 1A articulated: “I read another quote 
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the other day saying that hypothetically if George Orwell’s 1984 came alive today it would be 

a public-private partnership”.  

 

Yet, the interview data indicates efforts by the local authority and its consultants to inform the 

public on smart city initiatives, which were hampered by limited resources. Interview 

Participant A describes citizen engagement efforts via Zoom for the Digital Strategy in the time 

of Covid-19 as “the art of the possible”. They explain: “…we went to Future Everything, Open 

Data Manchester, the CoOp Foundation, the AI Foundry, Citizens Advice Bureau and so on 

and said, you know, well, you’re in touch with real people who are suffering through the 

pandemic. What can you feed into us? Because that’s you know, that’s all we have the capacity 

to do. So on one hand, does that stand up to an objective analysis of citizen 

participation, engagement? Probably not. Was citizen engagement thought about as we 

developed the digital strategy? Absolutely yes, all the time.” Interview Participant B admitted 

that “there has been quite a bit of lip service to community engagement and community 

consultations”, and Interview Participant A agreed that this was the case in the past, but argued 

that the local authority has learnt some valuable lessons in the process of developing its digital 

strategy and now has a much better understanding of, and commitment to, citizen data rights. 

Interview Participant C noted that the council has worked with Open Data Manchester, a non-

profit organisation that aims to promote responsible data practices, to gain a better 

understanding of data handling issues. Participant C also argued that working successfully with 

communities, possessing a ‘people first’ outlook and being able to communicate effectively 

with members of diverse communities are features of effective digital leadership, and provided 

examples of the work that the newly established Greater Manchester Digital 

Inclusion Taskforce has done recently, including a series of ‘roadshow’ events in public spaces 
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like shopping centres and museums where people were asked their views about digital 

technologies and services. 

 

Mistrust, data privacy and local authority governance  

Although interview Participant A argued that ‘local authorities are still trusted’ and that ‘we 

put a lot of effort in to gain that trust’, only 32% of the questionnaire respondents indicated 

that they trusted the local authority with their personal data. In the workshops, people expressed 

distrust about the local authority’s private sector partners. Workshop Participant 3D argued 

that “…the thing with local authorities is… you have a trust in that phrase. It feels like it's a 

name that you should trust. But if they're being funded and they're sharing their stuff with third 

parties in the private sector…” Workshop Participant 1A commented that “the city council is 

not a tech company, they don’t know how to put smart sensors in their train stations, they can 

partner with someone to do that. How is that lucrative to their partners? Well, the people’s data, 

they can sell it.” Asked directly whether they trusted private companies less than their local 

authority, Workshop Participant 3D said: “I don’t trust anyone. But I trust someone trying to 

make money from me less than someone who is just maybe not as good at their job”. This 

finding is consistent with Kennedy et al. (2022) who found that people are concerned about the 

involvement of commercial companies in public sector data uses. It also echoes sentiments that 

have stalled smart city initiatives around the world, including the City of Toronto in Canada 

(Kitchin, 2019, Nisenbaum, 2019). 

 

There was evidence in the workshops of a wider mistrust of technology, where concern was 

expressed about “things breaking down”, “data corruption,” “hacking” and excessive “reliance 

on the system”. One participant observed that “The Internet… went down for four of the big 

hospitals recently… It was taking weeks to get operations and to get counselling, people 
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couldn’t go in” (Workshop Participant 2A). Asked whether data security was a concern, most 

of the workshop participants indicated agreement, with Workshop Participant 2B noting “Yes, 

because there’s always somebody smarter than you.” This finding is consistent with a 

documented backlash against technology, or techlash, which reflects rising societal concerns 

about the rapid pace of technological development and the security and privacy risks this may 

entail (Guarini, 2021). According to a recent survey from Edelman (2021) trust in the 

technology sector has fallen globally by 9% (from 77% to 68%) between 2012 and 2021 – a 

finding reflected in the questionnaire data, where search engines (2.5%), social media 

companies (4.1%) and telecom companies (6.6%) are the three least trusted organisations. 

 

Yet concerns about technology companies were also evident in the interviews with city 

planners. Interview Participant A claimed that, at the time of CityVerve, “there was no one 

from the tech companies talking about privacy, apart from the process driven thing, you know, 

we must tick all the boxes.” Interview Participant B gave an example from CityVerve of how 

they had to explain to a private sector partner why they could not install surveillance cameras 

on a main road in Manchester, stating that although the local authority had ‘every faith’ in their 

partners in ‘sorting out the tech and creating secure systems’, they were less confident in their 

consideration of ‘the ethical dimension’.  

 

The paradox of mistrust and participation in smart city initiatives 

Even though privacy is now clearly an important consideration for the local authority, 

Interview Participant A was hopeful that citizens would not object to smart initiatives based on 

privacy concerns, if they were going to improve security. They offered an example from a 

community forum about CCTV 30 years ago, where citizens said they would want this 

technology on every street corner, if it was going to make their streets safer. Additionally, 
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although privacy is very important, it was argued that people have more pragmatic concerns, 

including ‘work, jobs, income, poverty, health…’ This is corroborated by the questionnaire 

data, where 40.2% of respondents agreed or strongly agreed with the statement ‘I am happy to 

give up some of my privacy if it improves my quality of life in a city’. They indicated a 

willingness to concede personal data in return for health, safety and financial benefits.  

 

Despite the afore-evidenced mistrust, there were also indications in the workshops that 

participants would be happy to give up some of their privacy if they could see direct results 

from it in the shape of increased convenience, savings in energy bills, sustainability and better 

cities. Workshjop Participant 4D noted that : “…if it's kind of clear how they use our 

information, if they're using it to make things better, then for me… I don't really mind about 

tracking me or like using my personal data”. However, Workshop Participant 2D argued that 

privacy “continues to be eroded in the name of security”, where new technology is pushed 

through as a short-term measure following an emergency (e.g. Covid, terrorism) and eventually 

becomes normalised. Interestingly, citizens distinguished between smart city applications – 

describing some as more useful, and therefore more worthy of their data, than others. Smart 

motorways, for example, were seen by many as unnecessary: “I just don’t see what has been 

done that is different. Still crowded. Just as crowded as it was beforehand” (Workshop 

Participant 1F). Smart meters had a more mixed response from participants, with some 

questioning their usefulness and others saying they were happy to allow their energy providers 

to track their daily routines for the sake of convenience and reduced energy bills. Our findings 

are consistent with evidence from literature that, given the opportunity and incentives, citizens 

are willing to participate in co-production of public services with governments in the delivery 

of ‘smart’ programmes (Coutinho et al., 2019). However, only 6.7% of the questionnaire 

respondents would be willing to give up personal data for ‘personalised adverts and offers’, 
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supporting Van Zoonen’s (2016) hypothesis that people are less likely to raise privacy concerns 

if the data collected is used for the purpose of enhancing city services. 

 

When asked what their local authority could do to get people on board with their smart city 

vision, many workshop participants suggested raising awareness about how a smart city works 

and what the benefits are to residents. One noted, ‘I think if they think it’s such a big advantage 

to the citizens living in Manchester then they should be putting out more things in the news to 

let people know what’s going on and why it’s advantageous to them” (Workshop Participant 

1D). Another argued that: “I’m more inclined to give my data ‘cause I'm seeing the benefit of 

what it could be. If you're not seeing what is becoming of it, then you're going to be more 

reluctant …” (Workshop Participant 4B).  

 

Participants also wanted “to be consulted and also involved” in smart city projects (Workshop 

Participant 4C), more transparency about how data is collected and used, and some control 

over what personal data is stored and for how long, one noting the need “to be honest with 

where the data is going and what they're doing with it?” (Workshop Participant 2B). Very 

importantly, citizens were proactive in making suggestions, such as “I want access to raw data 

to be restricted completely… and then maybe beyond that like a way to maybe opt out maybe 

for ordinary people. People could also look at whatever data specifically pertains to them, 

delete it if they don't….” (Workshop Participant 2D) and “I would say like an open platform 

where you can log in with your details and you can actually manage what has been collected 

and you can see how your data is actually being used. And you can either decide that it's okay 

with you or…I give you my data but if I don’t want you to have my data no more, I can 

withdraw it without any consequences” (Workshop Participant 4A).  
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Conclusion  

The evidence of citizen privacy experiences and concerns from the case highlighted in the 

article contrasts in significant part with those of policy makers charged with delivering 

effective smart digital technology-underpinned initiatives. This article, through case study 

analysis, adds to the existing critical work of scholars such as Cardullo and Kitchen (2019) and 

Breurer and Pierson (2021) by highlighting the  detailed  concerns of people in smart cities 

regarding data privacy, in the process illustrating mistrust manifesting as scepticism, frustration 

and vigilance, yet also the willingness to engage with policy makers in order to realise the 

benefits of smart city developments. It extends the literature on smart cities by presenting the, 

on the surface counterintuitive, argument that the existence of mistrust – in abundant evidence 

in this article – has the potential to create the conditions for enhanced citizen participation in 

smart city initiatives through addressing privacy concerns.  

 

Even in cities like Manchester with a long history of attempts to harness digital technologies 

and services for public benefit, our evidence underlines the core challenge of developing trust 

among people through a deeper process of engagement. Although evidence suggests that the 

local authority values citizen data privacy, it currently lacks the resources and expertise to reach 

out extensively and meaningfully to citizens to secure deeper participation, and is largely 

dependent on private partners which may not share its values and are clearly distrusted by its 

citizens. Smart city initiatives can only succeed if citizens develop more trust in those in charge 

with their data because they know their human rights will be safeguarded, and they can make 

an informed digital choice to engage with these initiatives. In line with the idea of mistrust as 

a flexible concept with critical and participatory democratic credentials, evidence also suggests 

a willingness among citizens to adopt smart city technologies if their broad practical utility and 
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value and integrity can be established.  This is matched in our evidence by a stated desire 

among policy makers to address citizen data privacy concerns and offers a way forward. 

 

Further empirical work is needed to explore how citizens and policy makers can close the smart 

city trust and participation gap which exists between them. Here, it is important to understand 

that there are sections of the population who are unwilling and/or unable to engage with smart 

civic services. Evidence in this article suggests that there is a significant need for more effective 

and meaningful ways of consulting with  - and understanding the perspectives of  - the people 

who are the intended recipients of new digital technology-underpinned ‘smart’ services. This 

article has found evidence of  ‘tokenism’ and ‘consultation and placation’ but also the potential 

to move towards more participative strategies delivering ‘citizen power’ and even ‘co-creation’ 

(Cardullo and Kitchen, 2019). This can be achieved through harnessing the vigilant mistrust in 

evidence among citizens through the creation of a digital cities and privacy working group at 

metropolitan/council level, comprised in equal measure of citizens and policy makers, to 

develop a plan for citizen engagement to unfold over the short to medium term. Methodological 

evidence from this article points to the value of running several series of face-to-face data 

privacy workshops between local authorities and citizens to gather large scale in-depth 

evidence of the concerns of people regarding the use of smart technologies, in order for the 

local authority to develop detailed understandings of the lived privacy concerns of citizens.  

 

From this, a City Digital Rights and Privacy Charter approach could be developed. In 

complement,  a living (in other words open and developing) roster of citizen privacy issues in 

digital applications design could be co-created and used in procurement processes with 

technology systems designers. Citizen privacy protection could then become an essential 

indicator to demonstrate in procurement processes and be made a condition of award of 
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contracts for smart digital applications and services. Thereafter, the requirement to engage with 

citizens and civil society organisations at key junctures of the smart applications and service 

design process could be established. Actions such as this could realise and make residual 

Lenard’s (2007: 313) idea of vigilance ‘motivated by an attitude of mistrust whilst 

simultaneously demanding the existence of widespread trust relations’ (emphasis in original). 

In so doing, the gap between policy maker and citizen understandings and expectations of data 

privacy can be narrowed and the public value of smart technologies in urban environments 

further realised. 
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