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Abstract 

Motivated by emerging applications in bio-microfluidic devices, the present study rigorously examines 

the generalized Taylor–Gill hydrodynamic dispersion of a point source solute injected into a microchannel, 

influenced by a constant axial static electric field along the channel and charged surface with different wall 

potentials. The solute engages in a first-order irreversible chemical reaction at both the microchannel walls. 

By incorporating different wall potentials and absorptive coefficients at the lower and upper walls, the 

current transport model for electro-osmotic flows is extended to encompass a wider range of applications. 

The solute transport phenomenon is intricately modelled using the unsteady convective diffusion equation. 

Employing Gill’s generalized dispersion model, a concentration decomposition technique, up to the third-

order accuracy, we meticulously analyse the transport process. Furthermore, a comprehensive comparison 

between analytical outcomes and numerical simulations using the Brownian Dynamics method is undertaken, 

enhancing the robustness of the analytical approach. The scattering process is mainly analyzed with the 

help of exchange, convection, dispersion and asymmetry coefficients, along with the mean concentration 

profile. The effect of initial solute release at various vertical locations in the microchannel is shown to 

exert a considerable impact on all the transport coefficients at initial times.  
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1. INTRODUCTION 

Hydrodynamic dispersion relates to the spreading of solute species molecules along the flow direction. It 

features in many diverse applications in medicine, engineering and environmental transport including 

hydrological river contamination1, wetland contamination2–5, chemical tracer transport in geochemistry6, 

polymer pumping in shallow microchannels7, rocket fuel injection systems8, multicomponent distillation 

systems9, dispersion of microorganisms10,11, and cardiovascular hemodynamics12. Many further technological 

applications including chromatographic separation have been lucidly reviewed by Brenner and Edwards 

13. Taylor 14 pioneered the first comprehensive model of hydrodynamic dispersion in a seminal study on 

solute movement in a tube. He developed solutions considering pressure-driven transport through a conduit 

in the so-called long-time limit which is only valid for times much larger than the characteristic diffusion 

time for the species (time scale for equilibration in the direction perpendicular to the flow). Taylor 15 further 

refined his dispersion model. Via this model, it is known that dispersion enhances the rate of broadening of 

a solute cloud in flow through a conduit and furnishes a logical mechanism for accomplishing dilution or 

mixing. Taylor dispersion is similar to molecular diffusion, although it is actually produced via the 

complex interaction between transverse diffusion and velocity shear. Taylor dispersion is influenced by 

molecular (solute) diffusivity, viscosity, flow conditions and also conduit geometry, and is invariably 

associated with a non-uniform transverse velocity profile and a non-zero axial concentration gradient16. 

Many researchers subsequently investigated the Taylor dispersion phenomenon. Aris 17 considered axial 

and radial diffusion, generalizing the Taylor model. He later featured the convective-diffusion and phase 

exchange in molecular diffusion. Gill and Sankarasubramanian 18 addressed time-dependent behaviour and Gill 

and Sankarasubramanian 19 considered non-uniform mass transfer slug and transient diffusion effects. Additional 

subsequent investigations on Taylor dispersion were reported by Watson 20, and Hazra et al.21 (for oscillatory 

current flows), Zeng et al. 22 and Wu et al. 23 (for tidal wetland flows). More recently investigators have also 

considered chemical reaction effects in Taylor dispersion. These can arise in biological fluid dynamics, 

microchannel systems and also chemical process engineering. Ng 24 developed asymptotic solutions for Taylor 

dispersion in advection–diffusion transport of a chemical species via a narrow conduit. He considered linear 

reversible (phase exchange or wall retention) and irreversible (decay or absorption) reactions at the conduit 

wall and also studied both cases of developed and transient concentrations. He showed that when phase 

exchange reaction kinetics is strong enough, the dispersion coefficient is strongly elevated via a 

modification in the conduit wall from non-retentive to mildly retentive. Ravikiran et al.25 examined 

analytically the hydrodynamic dispersion of a solute in peristaltic flow of a biochemical incompressible 

micropolar biofluid in chyme digestive propulsion. They considered both combined homogeneous and 
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heterogeneous chemical reactions and using perturbation methods, showed that average effective dispersion 

coefficient is enhanced with peristaltic amplitude ratio Eringen vortex viscosity parameter and wall 

distensibility, while it is reduced with homogeneous and heterogeneous chemical reaction rates. Roy and Bé g  

26 investigated the Taylor dispersion in streaming blood flow in a rigid vessel with constant axial pressure 

gradient and first-order chemical reaction effects. They deployed a two-fluid model, simulating the core 

region as an Eringen micropolar fluid and the plasma surrounding layer as Newtonian viscous fluid. They 

presented exact solutions for the velocity and micro- rotation and deployed a Gill decomposition method to 

determine the solute (e.g. oxygen) concentration distribution. They showed that axial mean concentration 

peaks are depleted and migrate further along with the axial direction with larger values of Eringen vortex 

viscosity parameter and that transverse concentration is elevated with increasing micropolar coupling 

number and reaction rate. Further studies of Taylor dispersion with biochemical reactions include Roy et al. 

27 (who included a Darcy-Forchheimer drag force model), Bég  and Roy 28 (on statistical analysis of dual 

drug species dispersion) and Debnath et al.29 (which included porous capillary walls). 

The above studies have been confined to Newtonian or non-Newtonian transport and have neglected 

electromagnetic body force effects. In modern microfluidics, increasingly electrical (and magnetic fields) 

are being deployed to achieve enhanced control and manipulation capabilities in many areas of 

engineering. These include electro-osmotic micro/nanofluidics in actuator design30, smart multifunctional 

nano-coatings31, electrokinetic microfluidic pumps32, droplet deposition33, electro-chemical channels34, 

electromagnetic sen- sors for nuclear reactors35, microscale bio-robotics36, ion drag pumps37, dielectrics38 

and electromagnetic control of combustion processes39. Variously referred to as electro-kinetics or 

electrohydrodynamics (EHD), this discipline of modern fluid dynamics focuses on the interaction of 

electrical fields (either static or alternating) and viscous ionic liquids. It features in fertility control in 

biomechanics40, capillary phase change devices in industrial heat transfer41, bioinspired micro-pumping 

systems42, electro-chemical surface modification in non-traditional machining43 and next generation tunable 

coatings for naval and biomedical devices44. Electrical fields in all these applications have been shown to 

achieve exceptional effectiveness in controlling microscale (and nanoscale) phenomena which lead to improved de- 

signs. In particular, electro-kinetics in bio-microfluidics has grown in importance in the 21st century, due to 

many new exciting developments in bio-micro-electro-mechanical-systems (bioMEMS), bio-chip systems 

for drug delivery and biomedical diagnostics. Electro-kinetics involves the interaction of viscous flows 

(electrolytes) with an external electric field. It can feature many complex phenomena including Debye 

electric double layers (EDLs), zeta potential, spatial electrical conductivity gradient, electrical (Joule) 
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dissipation, ionic diffusion etc. A number of researchers have considered Taylor dispersion with electro-

kinetic body force effects in recent years in the context of micro-fluidics45,46. 

In this area, the study of dispersion for relatively short times is of particular significance since transport 

processes occur rapidly in microfluidic devices and conduit lengths are generally small. Sadeghi et al. 47, 

presented closed-form solutions and finite-element nu- merical computations for steady electrokinetic Taylor 

solute dispersion in a polyelectrolyte layer-grafted rectangular microchannel with wall absorption effects. 

They considered a first- order irreversible reaction to simulate surface adsorption of solutes. They noted 

that the short-term transport coefficients are significantly modified by the initial concentration profile whereas 

the long-term values are not dependent upon the initial conditions. They further observed that the exchange 

and convection coefficients are elevated with an increment with the Damköhler number, whereas the 

dispersion coefficient is depleted. Additionally, they noted that with a larger EDL the extent of solute 

dispersion is widened. Hoshyargar et al. 48 computed the hydrodynamic dispersion in electro-osmotic flow 

through soft microchannels with small surface electrical potential. They derived closed-form solutions for the 

solute con- centration field and the effective dispersion coefficient. They noted that effective dispersion 

coefficient of a neutral solute band is considerably greater than for thicker polyelectrolyte layers (PEL), 

indicating that Taylor dispersion in electrokinetics is enhanced by attach- ing the PEL to the microchannel 

surface. Further studies of electro-Taylor dispersion in micro-conduits include the work by Roy et al.46 (who 

considered Casson viscoplastic fluids), Murugan et al. 49 (who considered an axial electrical field and transverse 

magnetic field with boundary chemical reactions), Paul and Ng 50 (who included oscillatory electrical field 

and wall potential effects), Paul and Ng 51 (who included time-dependence) and Song et al.52 (who 

addressed kinetic sorptive exchange at the microchannel boundaries). 

A scrutiny of the scientific literature has revealed that thus far the electrokinetic Taylor hydrodynamic 

dispersion of a point source solute injected into a microchannel, influenced by a constant axial static electric 

field along the channel and charged surface with different wall potentials, has not been addressed. This is 

the focus of the current investigation. The solute is assumed to obey a first-order irreversible chemical reaction 

with both channel walls. Note that Sadeghi et al. 47 already considered the wall absorption in a three-dimensional 

mi- crochannel, while we only analyze the two-dimensional case. The crucial differences are: (i) this study 

considers absorption at both the microchannel walls and the reaction coefficients can be different from each 

other. Only a few previous studies53–56 investigated this effect and they all focused on macroscopic flows such 

as wetland flows. (ii) the wall potentials at the microchannel walls can be different such that the electro-
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osmotic flow can be asymmetric with respect to the centerline of the microchannel. These two distinctions can 

be considered as a generalization of the current transport model for electro-osmotic flows. 

The aforementioned dispersion process will be modelled using the unsteady convective diffusion equation. 

Employing Gill’s generalized dispersion model, a concentration decom- position technique, up to the third 

order accuracy, we carefully compute the transport processes. Furthermore, a comprehensive comparison 

between analytical solutions and numerical simulations using the Brownian Dynamics method is 

undertaken, enhancing the robustness of our analytical approach. The scattering process is mainly analysed 

with the help of exchange, convection, dispersion and asymmetry coefficients, along with the mean 

concentration profile. The effect of initial solute release at various heights of the channel has a 

considerable impact on all the transport coefficients. The study is relevant to bio-electro-microfluidic 

devices. 

  

2.MATHEMATICAL ELECTROKINETIC DISPERSION MODEL  

In the present work, we consider the transport of a neutral solute cloud (with concentration C (x, y, t)) in 

a laminar incompressible symmetric electrolyte solution through a parallel-plate narrow microchannel of 

height H, as shown in Fig. 1. A Cartesian coordinate system is used here to describe the problem 

mathematically, where the axial coordinate x represents the axial flow direction, and the coordinate y indicates 

the transverse direction of flow. 

 

FIG. 1. Schematic diagram for electro-kinetic dispersion in a rectangular microchannel of height H. Electrokinetic flow inside 

the microchannel is generated by a static electric field E0 in the x-direction and charged wall with different electric potential 

𝜓wall
1  (top wall) and 𝜓wall

2  (bottom wall). A point source solute is released at height y0 instantaneously which is dispersed in 

the microchannel and undergoes a linear first-order irreversible absorption with coefficients, β1 and β0, respectively. 
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The convection – diffusion equation for this regime is: 

 
2 2

2 2

C C C C
u D

t x x y

    
+ = + 

     

 (1) 

Here, C is solute concentration, t is time, D is molecular diffusivity of the solute.  

Also, the velocity field u(y) is induced by a constant static external electric field E0 applied in the axial 

direction. 

This external electric field interacts with the EDL and creates the electrokinetic body force on the bulk 

fluid.  

Let us consider a point source release in the micro-channel at a height y0 from the centre of the channel 

with amount nr, i.e., 

 0

3
( , ,0) r yn x y

C x y
H H H H

 
  

= −   
   

. (2) 

where ( )  is the Dirac delta function.  

The injected solute is assumed to undergo a linear first order irreversible absorption according to the 

following relation:  

 
1

0

 at 

 at 0

C y HC

C yy





− =
= 

= 
 (3) 

Here 0  and 1  are the surface reaction rates at the lower and upper microchannel walls respectively.  As 

a finite amount of solute is injected into the flow, it is reasonable to use the condition: 

 ( , , ) 0C x y t=  =  (4) 

In order to study strategically the entire dispersion problem, in the forthcoming section, we will elaborately 

discuss one important component of the present problem, viz. velocity. 
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 Velocity solution 

In the absence of a pressure gradient, the governing equation for the steady flow of ionized fluid, purely 

driven by a constant axial electric field E0 is: 

 
2

02
0 e

d u
E

dy
 = +  (5) 

The classical no-slip boundary condition at the wall is prescribed:   

 0 on 0,u y H= =  (6) 

Here μ the dynamic viscosity of fluid and is assumed to be independent of the local electric field strength, 

and e the electric charge density.  

The first term on the R.H.S. of (5) viscous forcing term, while the last term, i.e., 
e 0E , represents the 

electrokinetic body force (Coulomb force) under the shielding effect of the EDL formed next to the 

surface. This is the main driving force for generating the electro-osmotic flow (EOF), as noted by Saville 

57 Electric charge density is given by the following relation: 

 e 02 sinh
B

ze
ezc

k T




 
= −  

 
 (7) 

where   is the electrokinetic potential, 0c  is the ion concentration far from the charged walls, z  is the 

valence of the co- and counter-ions in the carrier liquid, e  is the electron charge, 𝑘𝐵 is the Boltzmann 

constant, and T  is the absolute temperature. It is noteworthy that other charge density formulations are 

possible, and these will have a varied influence on the electro-kinetic transport. However, in the present 

study we have only considered the formulation based on eqn. (7).  The charge potential   can then be 

described by the following Poisson equation, giving the net excess charge density at a specific distance 

from the surface: 

 
2

e

2

d

dy




= −  (8) 
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where   is the permittivity of the ionic fluid (electrolyte). Combination of Eqns. (7) and (8) gives rise to 

the famous Poisson-Boltzmann equation, which describes how the electrostatic potential varies in space 

due to the distribution of electrical charges: 

 
2

0

2

2d
sinh

d B

ezc ze

y k T

 



 
=  

 
 (9) 

 If the electric potential is sufficiently small, typically when 0 25mV   , the Debye-Hückel 

approximation can be applied to Eq. (9). This results in the following linear equation: 

 
2 22

0

2 2

2d
,

d B

e z c

y k T

 



= =


 (10) 

Here ( )
1/2

2 2

0/ 2Bk T e z c =  is the characteristic electrical double layer (EDL) thickness or the Debye 

length. Thus, we arrive at: 

 
2

2

2

d

d
k

y


=  (11) 

Here 1k −=   is the reciprocal of the Debye length, which is also known as the Debye – Hückel parameter. 

A larger value of k  thus corresponds to a thinner double layer, whereas for a thicker double layer k  is 

smaller. The boundary conditions for Eqn. (11) are given by: 

 1

wall  at y H = =  (12a) 

 2

wall  at 0y = =  (12b) 

The solution of Eqn. (11) subject to boundary condition (12) is 

  
1

12wall
wall( ) sinh ( ) sinh( )

sinh( )
y k H y ky

kH


  = − +   (13) 

Here 12

wall  is the ratio of the two microchannel wall electrical potentials 12 2 1

wall wall wall/  = . It is noteworthy 

that vector electric field is principally responsible for generating the driving force and will induce 
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skewness in the computed velocity distributions with amplification in the y- component of the electric 

field and the direction of skewness will be controlled by the polarity. 

Substituting Eqs. (8) and (11) into Eq. (5), the governing equation becomes: 

 
2

2

2 1

wall

d
0

d
HS

u
k U

y




+ =  (14) 

Here 1

0 wall /HSU E  = −  is the so-called Helmholtz Smoluchowski velocity. 

The solution of Eq. (14) with the aid of boundary condition (6) yields: 

 12

wall

sinh( { }) sinh( )
( ) 1

sinh( ) sinh( )
HS

y k H y ky y
u y U

H kH kH H

  −

= − − − +  
  

 (15) 

Dimensionless formulation 

We introduce the following dimensionless parameters: 

 

0
0 2

3

1 1 0 0

1
, , , , ,

, , , , .

HS

HS

HS r

y U Hy x Dt
Pe

H H Pe H D H

u U CH
H H kH

U n

    

  

= = = − = =

−
=  =  =  = =U

 (16) 

Here  is dimensionless transverse coordinate, o is transverse coordinate distance to the point source, 

is dimensionless axial coordinate, Pe is Péclet number (ratio of advection and effective diffusion),  is 

dimensionless time, U is non-dimensional Helmholtz Smoluchowski velocity ratio,  is dimensionless 

point source solute mass, 0, 1 are the dimensionless surface reaction rates at the lower and upper 

microchannel walls,   is the EDL thickness (a smaller   implies larger Debye length). The non-

dimensional equation for the velocity distribution is: 

 
12

12 wall
wall

sinh( {1 }) sinh( )
( ) (1 )( 1)

sinh( )

   
  



− +
= − − −U  (17) 

Typically, the value of   is large, i.e., (10) (100)O O−  (see Paul and Ng 50,51, Song et al.52 ).  
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Note that  12

wall  represents the electrical potential of the base wall relative to that of the top wall, which is 

kept between -1 and 1(see Song et al.52 ).  It is clear from ( )U  that fluid velocity is mostly controlled by 

the parameters   and 12

wall . In Fig. 2, the velocity profiles are drawn for   when the ratio of wall potential 

is 0.5 and 1. It has been observed from Fig. 2 that the flow is asymmetric with respect to the centreline of 

the microchannel due to different wall potentials, whereas, symmetric when both the wall potentials are 

unique. Further, as   increases from Fig. 2(a) we can see maximum velocity appear near 1 = .  Also, 

when 12

wall 1 =  the velocity profile remains parabolic for smaller   (Fig. 2(b)). If we increase the value of 

κ, it will result in a more friction factor as well as the apparent viscosity. Thus, the profile follows a plug 

flow like character. 

 

FIG. 2. Velocity profile ( )U  of microchannel flows for different Debye--Hückel parameter values (κ):  (a) an asymmetric 

electro-osmotic flow with respect to the centreline of the microchannel with different wall potentials (
12
wall 0.5 = ), and (b) a 

symmetric flow with the same wall potentials ( 12
wall 1 = ) 

It follows that the governing equation and the initial and boundary conditions may be rewritten as follows: 

 
2 2

2 2 2

1
,

Pe   

     
+ = +

   
U  (18a) 

 
0( , ,0) ( ) ( )       = −  (18b) 
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1

0

 at 1

 at 0





−  =
= 

  = 
 (18c) 

 ( , , ) 0   =  =  (18d) 

3.GENERALIZED DISPERSION MODEL 

Taylor–Gill hydrodynamic dispersion equation 

We use the generalized dispersion model developed by Gill58 to analyse the entire hydrodynamic problem 

defined by Eq. (18). The main focus of the generalized dispersion model is to expand the concentration 

distribution distribution in terms of the longitudinal derivatives of the cross-sectional mean 

concentration59,60. Adopting this procedure, for the current problem, we have: 

 
0

( , ) ,
n

n n
n

f  




=

 
 =


  (19) 

where fn are transverse coefficient functions to be determined later. ⟨Ω⟩ is the mean con- centration 

distribution. We have used the brackets to denote the cross-sectional average operation, viz, 

 
1

0
( ) ( ) d ,f f      (20) 

The boundary condition of the coefficients nf  is the same as (21) of  : 

 
1

0

 at 1,

 at 0,

nn

n

ff

f





− =
= 

 = 
 (21) 

where f is an arbitrary function of the transverse coordinate η. 

Now that taking the cross-sectional mean of (19) gives: 

 0 1, 0, 1,2,3, .nf f n  =   = =   (22) 

The boundary condition of the coefficients nf  is the same as (18c) of  : 
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1

0

 at 1,

 at 0,

nn

n

ff

f





− =
= 

 = 
 (23) 

for  0,1,2,n = . According to Eq. (18b), we can obtain the initial conditions of nf : 

 
0 0 0 0| ( ), | 0, 1,2,3, .nf f n   = == − = =   

The next step of the generalized dispersion model is to obtain the essential Taylor--Gill expansion equation 

of  . Substituting Eq. (19) into Eq. (18a) and taking the cross-section average operation over  , we 

obtain the Taylor - Gill dispersion model: 

 
0

( ) ,
n

n n
n

K 
 



=

  
=

 
  (24) 

Here the transport coefficients ( )nK   are given by: 

 

1

2
12

0

( ) ,n n
n n

f f
K f

Pe








=

−
−

=


= + −  


U  (25) 

where 0,1,2,n =  and we take 
1 2 0f f− −=   (auxiliary terms). Note that the exchange coefficient 0K  

represents the solute depletion caused by wall absorption. 
1K  and 2K  are coefficients related to the 

advection and dispersion, respectively. Finally, we determine the governing equation for  ( , )nf   . 

Substituting Eq. (19) into Eq. (18a) and comparing the coefficients of the longitudinal derivatives at each 

order, we have 

 
2

1 22 2
0

1
,

n
n n

n n m n m

m

f f
f f K f

Pe 
− − −

=

 
= − + −

 
U  (26) 

for 0,1,2,n = . 

Solutions of transport coefficients and the dispersion model 

We have obtained the governing equation, boundary condition and initial condition for the transport 

coefficients (Kn(τ ) and fn(η, τ )) of the Taylor–Gill generalized dispersion model. Thus, it is now possible 
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to solve Kn(τ) and fn(η, τ) order by order. It is emphasized that the last term on the right-hand side of Eq. 

(26) is a summation which greatly increases the complexity of the solution procedure, with the inclusion 

of the wall absorption condition. Therefore, we do not solve Eq. (26) directly. Instead, we obtain Kn and 

fn via their relationships with the moments of concentration distribution since this is much easier to solve. 

The solution procedure of Kn(τ ) is exactly the same as that in Jiang and Chen 60. We can follow §4 of Debnath 

et al. 61 to obtain the result of Kn(τ ). For brevity, the detailed solution procedure is presented in appendix A. 

The main difference is that we have considered the microchannel flow and wall absorption at both walls in 

the present work. It turns out that a different eigenvalue problem for the concentration moments is needed to 

solve.  

Here, we just write the final results of the mean concentration distribution. Following Debnath et al. 61, we 

also truncate Taylor–Gill expansion equation Eq. (24) at order three and thus the asymmetry of the mean 

concentration distribution (can be characterised by one of the non-Gaussian effects called skewness) can 

be captured. As discussed in §4 of Jiang and Chen60 and §8 of Yu and Chang 62, the truncated model can 

be solved using the Fourier transformation. From Eq. (23) of Debnath et al. 61, we have, 

 

2

2
13

0 32 1 2 2

2
33

3 3 3 33

32
exp Ai H.O.T.,

3 3 27 33

M
C


 

  


   

 
− − +       = − − + + 

 −  
 
 

 (27) 

where Ai   is the Airy function of the first kind: 

 
3i( /3)1

Ai( ) e d ,
2

x x x



+

−
=   (28) 

and H.O.T.  represents the higher-order terms. The coefficient n  is a function of time and its definition 

is  

 
0

( ) ( ) d for 0,1,2, .n nK n


    = =   (29) 

 



14 

4.VALIDATION WITH NUMERICAL SIMULATION 

To validate the analytical results derived for the mean concentration distribution, the method of Brownian 

dynamics simulation (or numerical simulation of stochastic differential equations (SDEs)) is utilized. This 

method has a wide range of applications63–66, especially for reaction–diffusion problems. 

 First, according to the relations between SDE and transport equation, the corresponding SDEs for the 

dimensionless governing equation (18a) of the transport in microchannel, 

 
2

d ( )d d , 
Pe

xW  = +U  (30a) 

 d 2 d ,yW =  (30b) 

where ξ(τ ) and η(τ ) are the random horizontal and vertical coordinates of the particle. Wx and Wy are 

independent Brownian motions.  

 

FIG. 3. Two-dimensional concentration distribution of the transport process by Brownian dynamics simulation at: (a) τ = 0.01, 

(b) τ = 0.1, (c) τ = 1 and (d) τ = 2.  Parameters: ψwall
12 = 0.5, Γ0 = 0.1, Γ1 = 1, κ = 10, η0 = 0.5 and Pe = 1000. 
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In our simulations, the Euler–Maruyama method is applied to numerically solve the SDEs with a small enough 

time step ∆τ = 10−3 (we have tested the time-step independence). In total, 5 × 105 solute particles are 

simulated. All of them are initially released at η0 = 0.5 for the point-release initial condition. For the wall 

absorption in Eq. (18c), we follow Erban and Chapman 67, equation (10) to calculate the probability of 

absorption when a particle exceeds the wall after a time step during the simulation. Note that the absorption 

coefficients at the upper wall (η = 1) and at the lower wall (η = 0) can be different. For the upper wall, when 

a particle exceeds the wall (η = 1) at n-step simulation, i.e. ηn > 1, the probability Pa1 for the particle to be 

absorbed onto the wall is related to the absorption coefficient Γ1 and 

 1 1 ,aP  =    (31) 

or it will be reflected back to the microchannel at a new transverse position of η = 2 − ηn. Analogously, for 

the lower wall (η = 0), when a particle exceeds the wall (ηn < 0), the absorptive probability Pa0 is 

 0 0 ,aP  =    (32) 

or the particle will be reflected back at η = −ηn. The absorption is irreversible and thus the absorbed particles 

will be removed in following simulations. The trajectories of all the particle motions are recorded and then are 

used to calculate the mean concentration distribution and other concentration statistics. Figure 3 shows the 

numerical result of the temporal evolution of the concentration distribution during the transport process for 

a specific case. The validation plot of the Brownian dynamics simulations against the Gill’s generalized 

dispersion model for the mean concentration distribution is shown in Fig. 4 at two distinct times (a) τ = 1 

and (b) τ = 5. The simulation parameters include Γ0/Γ1 = 0.1, κ = 10 and η0 = 0.5. The numerical 

outcomes exhibit excellent agreement with the analytical predictions obtained through Gill’s expansion 

procedure, confirming a robust correlation between the two methodologies. This alignment verifies the 

reliability and accuracy of the analytical techniques. 
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FIG. 4. Comparison of Brownian dynamics numerical solution for the mean concentration distribution with that obtained 

analytically by Gill’s generalized dispersion model at: (a) τ = 1 and (d) τ = 5.  Parameters: ψwall
12 = 0.5, Γ0 = 0.1, Γ1 = 1, κ = 10, 

η0 = 0.5 and Pe = 1000. 

Figure 5 further displays the long-time asymptotic values of Gill’s transport coefficients Kn against Γ0/Γ1. 

Notably, the figure reveals a consistent functional relationship between the transport coefficient and the 

ratio of reaction rates, demonstrating a decrease in all transport coefficients as the ratio of reaction rate constants 

increases. This observed trend aligns with findings in existing literature, further validating the efficiency of 

Gill’s series analytical approach. 
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5.RESULTS AND DISCUSSION 

 

FIG. 5. The long-time asymptotic values of Gill’s dispersion coefficients Kn with different Γ0/Γ1. Other parameters: Γ1 = 

1, ψwall
12 = 0.5, κ = 10, η0 = 0.5 and Pe = 1000. 

In the present study, we scrutinize the intricacies of neutral solute transport within electro-osmotic flow in 

a microchannel. The primary focus is to elucidate the consequences of point source solute injection on transport 

coefficients injected at various channel heights. The point-source effect has been discussed for macroscopic flows 

such as wetland flows and open-channel flows68–71, while the case of microchannel flows remains a need 

to investigate. To ascertain the mean concentration, we employ the third-order Gill series expansion technique 

with known values of transport coefficient obtained by the method of moment techniques, as shown in 

section III. Thus, the comprehensive analysis of the entire transport process is conducted by examining four key 

transport coefficients, viz., exchange coefficient (K0), advection coefficient (K1), dispersion coefficient (K2) 

and asymmetry coefficient (K3), respectively, as discussed in section VA. Then the mean concentration 

distribution is investigated in section VB. 

In the present work, the solute dispersion is controlled by three key factors: the reaction rate (represented by 

Γ0/Γ1), the thickness of the EDL (represented by κ), and the initial solute release position (represented by η0). 
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For simplicity of analysis, other parameters are assumed to be fixed without mentioned, including Γ1 = 1, Pe 

= 1000 and 𝜓wall
12 = 0.5 (such that the flow in asymmetric with respect to the centerline of the microchannel). 

Transient behaviour of transport coefficient 

 

FIG. 6. Temporal evolution of Gill’s dispersion coefficients Kn with different reaction rate Γ0/Γ1 . Fixed parameters: κ = 10  

ψwall
12 = 0.5, η0 = 0.5. 

Solute dispersion involves the spreading and mixing of a solute within a fluid medium. When the fluid 

medium is in motion, the spreading process initially depends on time, gradually stabilizing and becoming 

independent of time. This initial period of dispersion is known as the transient solute dispersion regime. The 

entire process is termed “unsteady solute dispersion”. It is noteworthy that this transient solute dispersion phase 

is notably influenced by the initial conditions of the injected solute. 
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FIG. 7. Temporal evolution of Gill’s dispersion coefficients Kn for different initial conditions. The electro-osmotic flow is 

asymmetric with respect to the centerline of the microchannel with the ratio of wall electric potentials not equal to 1 (here,  

ψwall
12 = 0.5).  Other fixed parameters: Γ0/Γ1 = 1 and κ = 10. 

In Fig. 6, all the evolution of all four transport coefficients is plotted against time to visualize the effect 

of reaction rate Γ0 when κ = 10 and η0 = 0.5. It is evident that as the ratio of the reaction rate constant 

increases, there is a noticeable rise in the magnitude of the exchange coefficient. This observed increase in 

the magnitude of the exchange coefficient with a higher ratio of reaction rate constant could be attributed to the 

intensified kinetics of the chemical reactions involved. A higher reaction rate constant implies a swifter 

progression of the chemical reactions responsible for the exchange process. This leads to an escalation in the 

magnitude of exchange coefficient. Figure 6(b) depicts the transient distributions of the advection coefficient 

K1 (which is related to the average velocity of the carrier fluid) with variation in reaction rate Γ0/Γ1 (because 

we have assumed Γ1 = 1 as a fixed parameter). It is noted that advection coefficient is enhanced with time 

and tends towards a uniform state. If we increase the reaction rate, the value of K1 displays a decaying 

nature, though the difference of magnitudes is not excessive. Apparently as the reaction rate increases, the 

impact on the fluid velocity is less pronounced, resulting in a comparatively modest change in the advection 
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coefficient. Among all the transport coefficients, the dispersion coefficient is the key parameter in the context 

of describing the spreading of solutes due to the combined action of convection, axial and radial diffusion. 

 

FIG. 8. Temporal evolution of Gill’s dispersion coefficients Kn for different initial conditions. The electro-osmotic flow is 

symmetric with respect to the centerline of the microchannel (i.e., the ratio of wall electric potentials,  ψwall
12 = 0.5).  Other 

fixed parameters: Γ0/Γ1 = 1 and κ = 10. 

Figure 6(c) shows the dispersion coefficient (K2) versus time with various reaction rate values. As anticipated, 

the magnitude of the dispersion coefficient decreases with the reaction rate. This has been observed in a number 

of other studies46,48–52. A similar pattern is also computed in Fig. 6(d). In Fig. 6(d) an attempt has also 

been made to capture the flow asymmetry. It is evident that as the reaction rate rises, asymmetry coefficient, 

K3 tends to zero more quickly than when the reaction rate is smaller. In other words, depending on the reaction 

rate, flow symmetry can be reached quickly. It is also pertinent to mention that in previous studies [27-29, 

46] we have observed that K2 (dispersion coefficient) does indeed converge to Taylor’s classical limit at 

high Péclet numbers. However, for brevity we have not explored this aspect in the current study. 

In Fig. 7, the temporal variation of transport coefficients is shown for various values of the initial solute 

release position (η0) along with the release of line source solute. We can see that when the release position 
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is located at η0 = 0.25, the magnitude of K0 is greater than for the case when η0 = 0.5. Also, the time 

necessary to attain the uniform state is faster if the release position is at η0 = 0.25. Importantly, here both 

the wall reaction rates are assumed to be same. Thus, the value of K0 coincides when the release position 

is at η0 = 0.75. In all three cases of η0, it is clear if the release position is in closer proximity to the wall and since 

the microchannel walls react chemically with the solute, the equilibrium state is achieved more quickly. Further, 

the line source exhibits a much faster exchange rate between the inter-phases. For the case of advection 

coefficient K1, we have observed an opposite nature of spreading at the different solute release positions 

(Fig. 7(b)). 

 

FIG. 9. Temporal evolution of Gill’s dispersion coefficients Kn for different Debye–Hü ckel parameter values κ. The electro-

osmotic flow is asymmetric with respect to the centerline of the microchannel (ψwall
12 = 0.5).  Other fixed parameters: Γ0/Γ1 

= 1 and η0 = 0.5. 

The advection coefficient shows an increasing trend with time at a release position η0 = 0.75; whereas there 

is a decreasing trend when η0 = 0.25. However, after a fixed time both the curves find a common point of 

interaction. This may explain the asymmetric flow profile due to different wall electrical potentials. 

Considering the dispersion coefficient in Fig. 7(c), we have observed a transient anomalous diffusion 

computed at different release positions. The value of dispersion coefficient demonstrates an increasing nature 
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with time for all the cases of solute release and finally reaches the classical Taylor limit. Therefore, in this 

small interval of time the distribution will be highly skewed, which is clearly observed from Fig. 7(d). It must 

be emphasized that the nature of transport coefficients due to solute release at two symmetric locations in the 

channel contributes to the asymmetric flow profile when 𝜓wall
12 = 0.5. In Fig. 8, this pattern is visualized for 

a symmetric flow profile with 𝜓wall
12 = 1. The plots reveal that all the dispersion coefficients converge 

asymptotically to the steady state at large values of time (). While Ko coefficient (Fig 8a) descends from 

a maximum at initial time, the other coefficients i.e. K1, K2 and also K3 (Figs. 8b, c, d) clearly ascend from 

a minimum magnitude at initial time, to climb to the higher asymptotic value computed at the steady state, 

for larger time (i.e. Taylor’s classical limit). Therefore, while different topologies of the coefficient 

profiles are computed through time, the ultimate fate is the same, with a plateau distribution achieved in 

the steady state, as originally observed by Taylor [14, 15].  

 

FIG. 10. Temporal evolution of Gill’s dispersion coefficients Kn for different Debye–Hü ckel parameter values κ. The electro-

osmotic flow is symmetric with respect to the centerline of the microchannel (ψwall
12 = 1).  Other fixed parameters: Γ0/Γ1 = 1 

and η0 = 0.5. 
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In Figs. 9 and 10, the influe nce of Debye–Hückel parameter (κ) is plotted for all the four transport 

coefficients, with an asymmetric electro-osmotic flow (𝜓wall
12 = 0.5 in Fig. 9) and with a symmetric flow 

(𝜓wall
12 = 0.5 in Fig. 10). The EDL thickness is controlled by the parameter κ. As the value of κ increases, 

the EDL thickness decreases. No tangible modification is observed in the exchange coefficient K0 with 

time (Fig. 9(a) and Fig. 10(a)) with an increment in κ when 𝜓wall
12 = 0.5 and 1. It is evident from Eq. (24) 

that K0 is only affected by the wall reaction. However, as κ rises the value of advection coefficient K1 is 

modified and clearly decreases (Fig. 9(b) and Fig. 10(b)). As the value of κ increases the time taken by K1 

to achieve the steady state is also decreased. 

 

FIG. 11. Longitudinal distribution of the cross-sectional average concentration for different Γ0/Γ1 = 1 at: (a) τ = 0.5, (b) τ = 1, 

(c) τ = 2 and (d) τ = 5. Other fixed parameters: κ = 10, η0 = 0.5 and Γ1 = 1. 

An interesting result can be seen from Fig. 9(c) and Fig. 10(c) for the case of the dispersion coefficient, (K2). 

The magnitude of the dispersion coefficient is enhanced with time for any value of κ irrespective of the wall 

potential ratio. However, the value of the dispersion coefficient exhibits an anomalous trend with Debye–

Hückel parameter κ due to the ratio of wall potentials 𝜓wall
12 = 0.5 = 0.5 and 1. When 𝜓wall

12 = 0.5, in a 

smaller interval of time the value of the dispersion coefficient suppressed with time for larger values of κ; 
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however, after further elapse in time, a reverse pattern is computed. Conversely, a consistently uniform 

distribution in the dispersion coefficient is computed for all time when the wall potentials are equal. In Fig. 

9(c) and Fig. 10(c), the temporal variation of the asymmetry coefficient with various κ is observed. Different 

𝜓wall
12 values do not exert any substantial change effectively on the asymmetry coefficient. However, it is 

evident that the Gaussian distribution curve may be achieved faster for larger κ and furthermore when the 

electrical potentials at both the microchannel walls are the same. 

Longitudinal distribution of the cross-sectional average concentration 

The longitudinal distribution of solute mean concentration is studied with the aid of Figs. 11 to 13, under 

various conditions. All the figures are drawn for four distinct times, τ = 0.5, τ = 1, τ = 2 and τ = 5, 

respectively. Here, we only consider the case of an asymmetric electro-osmotic microchannel flow with 

the wall potential ratio 𝜓wall
12 = 0.5. The influences of the reaction rate ratio, the thickness of the EDL, and 

the initial solute release position are discussed sequentially. 

 

FIG. 12. Longitudinal distribution of the cross-sectional average concentration for different initial conditions at: (a) τ = 0.5, (b) 

τ = 1, (c) τ = 2 and (d) τ = 5. Other fixed parameters: Γ0/Γ1 = 1 and κ = 10 
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First, for the reaction rate ratio Γ0/Γ1, when κ = 10 and η0 = 0.5, Fig. 11 shows that the peak of the 

concentration curve diminishes with increasing reaction rate for all cases. Additionally, as time progresses, 

the overall magnitudes of the distribution curve are depleted significantly. The solute distribution slowly morphs 

towards the Gaussian normal curve with elapse in time. The results for the influence of reaction rate on 

concentration distribution confirm those observed in many previous studies including the papers of Sadeghi 

et al. 47 and Roy et al.46 

In Fig. 12, the mean concentration profiles for different release positions with respect to time are illustrated 

for different initial conditions (solute release positions). The results are drawn for fixed values of Γ0/Γ1 = 1 

and κ = 10. It can be seen that for τ = 0.5 and 1, the height of the mean concentration distribution increases 

with η0. Even though the release positions η0 = 0.25 and η0 = 0.75 are symmetric in the microchannel, 

nevertheless, the concentration profiles are distinct due to the asymmetric velocity effects (with different wall  

potential  𝜓wall
12 = 0.5). However, these scenarios change at times τ = 2 and τ = 5. As time increases, it is 

evident that the difference of mean concentration profiles for η0 = 0.5 and 1 slowly tend towards the same 

value (see Fig. 12(c,d)). 
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FIG. 13. Longitudinal distribution of the cross-sectional average concentration for different κ at: (a) τ = 0.5, (b) τ = 1, (c) 

τ = 2 and (d) τ = 5. Other fixed parameters: Γ0/Γ1 = 1 and η0 = 0.5. 

In Fig. 13, we have studied the axial mean concentration distribution due to the effect of Debye–Hückel 

parameter, κ. The plots are similar to previous figures when Γ0/Γ1 = 1, 𝜓wall
12 = 0.5 and η0 = 0.5. In all the 

cases the value of κ reduces the mean concentration distribution axially. 

6.CONCLUSIONS 

As a simulation of a bio-microfluidic device, a theoretical and numerical study has been presented for the 

generalized Taylor–Gill electro-kinetic hydrodynamic dispersion of a point source solute injected in a 

microchannel, under constant axial static electric field and different charged surface wall potentials. The 

solute is assumed to obey a first-order irreversible absorptive chemical reaction at both the channel walls 

with different absorptive coefficients The solute transport phenomena are simulated using a modified 

electrokinetic unsteady convective diffusion equation. Employing Gill’s concentration decomposition 

technique up to third-order accuracy, a detailed analysis of the entire transport process has been conducted. 

Furthermore, a comprehensive comparison between analytical outcomes and numerical simulations using the 

Brownian Dynamics method has been included. The focus has been the influence of electrokinetic, 

reaction and solute position effects on evolution in the four key transport coefficients i.e., exchange, advection, 

dispersion and asymmetry coefficients, along with the mean concentration profile. The computations have shown 

that: 

 

i) The location of the initial solute release at various heights of the microchannel has a considerable 

impact on all the transport coefficients. 

ii) Peak longitudinal concentration is reduced with increasing reaction rate and as time progresses, the 

overall magnitudes of the distribution curve are depleted significantly.  

iii) The solute distribution slowly morphs towards the Gaussian normal curve with elapse in time. 

iv) The magnitude of the dispersion coefficient is elevated with time for any value of Debye– Hückel 

parameter irrespective of the wall potential ratio.  

v) Exchange coefficient, K0 is only affected by the wall reaction. However, as κ rises, the value of 

advection coefficient K1 is modified and clearly decreases (Fig. 9(b) and Fig. 10(b)). As the value 

of κ increases, the time taken by K1 to achieve the steady state is also decreased. 

vi) The advection coefficient shows an increasing trend with time at larger values of solute release position 
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(η0 = 0.75) compared to a decreasing trend at lower values (η0 = 0.25). 

vii) The value of dispersion coefficient (K2) demonstrates an increasing nature with time for all the cases of 

solute release and finally reaches the classical Taylor limit. Dispersion coefficient (K2) decreases 

with absorptive reaction rate. 

viii) Asymmetry coefficient (K3) approaches zero more quickly than when the reaction rate is smaller i.e., 

depending on reaction rate, flow symmetry can be reached quickly. 

 

The present study has revealed some interesting characteristics of electrokinetic hydro- dynamic dispersion 

in micro-conduits using both analytical Gill decomposition expansion and Brownian dynamics 

computational methods. However, attention has been confined to Newtonian ionic liquids and has 

neglected and electrolytic property variation and variable zeta potential. 
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Appendix A: Solve the transport coefficients by the concentration moment method. 

1. Relationship between transport coefficients and cumulants 

 

Here, we follow §4 of Debnath et al. 61 and solve the transport coefficients ( )nK   using the method of 

concentration moments. ( )nK   can be expressed in terms of concentration moments (or cumulants), 

whose governing equation of concentration moments is much more straightforward to solve. 

First, the definition nth order concentration moment (following Aris 17) is: 
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 ( , ) ( , , ) d , for 0,1, .n

nM n      


−
=  =   (A1) 

Analogously, the n-th order moment of the cross-sectional mean concentration 

 ( ) d ,n

n nM M  


−
=  =    (A2) 

where we have used a bar to denote the variables related to the mean concentration distribution  =  . 

Note that   and   may not be well-defined probability density functions (PDFs) because of the wall 

absorption. To obtain the statistical raw moments and cumulants, normalization is required, 
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Notice that P  might not equal to P  . Now P  and P  are PDFs and we can safely calculate their statistics. 

Here, we just show P  as an example. The n-th raw moment 
n  is  
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n

M
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The first few cumulants are defined as72–74 

 2 3

1 1 2 2 1 3 3 2 1 1, , 3 2 .               = = − = − +  (A5) 

Here,   is used to denote the cumulant instead of the convectional symbol   because we have used   

for the EDL length. 

Finally, we express the transport coefficients ( )nK   with the cumulants. Details can be found in §5 of 

Frankel and Brenner 75 and §3 of Jiang and Chen 60 with the help of Fourier transform. For the exchange 

coefficient, 
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2. Eigenvalue problem of the concentration moments 

The remained problem is the solution of concentration moments. Fortunately, one can easily apply the 

method of separation of variables to solve them (or use the integral trans- formation technique76), following 

the approach described by Aris 17. Barton 77 even provided the solution expressions in a general format with 

undetermined eigenvalues and eigenfunctions. Therefore, the focus is to address the eigenvalue problem 

considering wall absorption at both channel walls. Note that the current eigenvalue problem is fundamentally 

different from that discussed in Debnath et al. 61, who considered the case in a tube flow. 

First, we derive the governing equation of concentration moments. It is assumed that concentration decays 

exponentially as |x| → ∞ (cf. Aris 17). Integrating Eq. (18a) of con- centration, we have 
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where 
1 2 0M M− −= =  (auxiliary terms) and 0,1,n = . 

The corresponding absorptive boundary conditions at the microchannel walls are 
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The transport problem with absorption at both walls has been investigated by some studies53–56. However, 

they have applied the multi-time scale homogenization technique and thus the eigenvalue problem with 

absorption at both walls not available in these papers. For- tunately, this kind of eigenvalue problem has been 

discussed in the textbook by Polyanin 78, p. 283 and thus we can directly use the solutions therein. 

In the current notation, the whole associated eigenvalue problem for the concentration moments (A8) is 
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where 2 =  is the eigenvalue and ( )f   is the associated eigenfunction. The solution of ( )f   is 

 ( ) cos( ) sin( ),f A B  = +  (A11) 

where A and B are undetermined coefficients for normalization, and we have 
0B A =   according to 

boundary condition at 0 = . Using the boundary condition at η = 1, we obtain the transcendental equation 

for the eigenvalue, 

 2

0 1 0 1( ) ( ) tan   + = −   (A12) 

This leads to a discrete set of eigenvalues 1{ }m m 

=  and their corresponding eigenfunctions 1{ ( )}m mf  

= . 

Finally, the solution of 
nM  can be obtained by the orthogonal expansion: 
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The detailed solutions of coefficients αnm(τ ) can be found in the work of Wang and Chen 79 and Yang et al. 

80. Here, we truncate the series using the first 10 eigenvalues and eigen- functions for the summation. 

Figure 14 shows that the analytical result of concentration moments and cumulants is in good agreement 

with the numerical result obtained by the Brownian dynamics simulation employed in section IV. 
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^  

FIG. 14. Comparison of numerical result of Brownian dynamics simulation with the analytical solution for mean concentration 

moments and cumulants: (a) zeroth-order moment  𝑀̅0, (b) the first cumulant (the mean) 𝜒̅1, (c) the second cumulant (the 

variance) 𝜒̅2, and (d) skewness Parameters
𝜒̅3

𝜒̅2
3/2 . ψwall

12 = 0.5, Γ0 = 0.1, Γ1 = 1, κ = 10, η0 = 0.5 and Pe = 1000. 
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