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Abstract 

Automated face mask classification has surfaced recently following the COVID-19 mask wearing regulations. The current State-
of-The-Art of this problem uses CNN-based methods such as ResNet. However, attention-based models such as Transformers 
emerged as one of the alternatives to the status quo. We explored the Transformer-based model on the face mask classification task 
using three models: Vision Transformer (ViT), Swin Transformer, and MobileViT. Each model is evaluated with a top-1 accuracy 
score of 0.9996, 0.9983, and 0.9969, respectively. We concluded that the Transformer-based model has the potential to be explored 
further. We recommended that the research community and industry explore its integration implementation with CCTV. 
© 2023 The Authors. Published by ELSEVIER B.V.  
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0) 
Peer-review under responsibility of the scientific committee of the 8th International Conference on Computer Science 
and Computational Intelligence 2023 
Keywords: Face Mask Classification; Convolutional Neural Network; Attention; Transformer; Deep Learning 

1. Introduction 

CoronaVirus Disease 2019 (COVID-19) is a disease caused by the SARS-Cov-2 virus (severe acute respiratory 
syndrome coronavirus) [1]. Around 6.82 million people perished from the virus, which infected nearly 670 million 
people. Particularly in elderly individuals and those with underlying medical issues, this virus can produce severe  
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symptoms and occasionally result in death. Mild to severe symptoms can include fever, coughing, and breathing 
problems [2].  

Wearing a mask is one of the best strategies to stop the COVID-19 virus from spreading (combined with 
vaccination) [3]. People who may have the virus but are asymptomatic can avoid spreading it to others by wearing 
masks. Additionally, they guard against virus-containing droplets being inhaled by the individual wearing the mask. 
According to [4], wearing a mask effectively prevents virus transmission. As a result, numerous governments and 
health organizations worldwide have encouraged or even mandated the use of masks in public. 

However, human resource shortage makes it challenging to enforce mask usage [5]. Many companies and 
organizations lack the resources necessary to police the wearing of masks by customers or employees [6]. Additionally, 
it may be difficult to enforce compliance because some people can refuse to wear masks for various reasons. Because 
those who do not wear masks can spread the infection to others, it is challenging to contain the spread of the virus. To 
stop the spread of this virus, it is crucial to inform individuals about the significance of wearing masks and to 
collaborate [7]. 

As a result, automation is required to handle mask-wearing in crowded places [8]. When a person is not wearing a 
mask, AI-related applications will classify and alert the person that is not wearing a mask. This will aid in the 
enforcement of mask-wearing regulations and the control of COVID-19 spread. It will also alleviate the strain on 
human resources and make it easier for businesses, organizations, and governments to enforce mask-wearing policies. 

Machine learning and, intense learning, have emerged as a viable solution for automating mask-wearing 
enforcement [9, 10]. These sophisticated techniques can detect faces and masks with high accuracy and can even be 
trained to recognize different types of masks and variations in facial expressions. This technology can be used in 
various settings, including public places, office buildings, and even public transportation, to ensure that mask-wearing 
regulations are followed and to help control the spread of COVID-19 [8]. 

Researchers are investigating the use of automation for face mask classification. These studies aim to improve 
mask-detection systems, making them more reliable and widely available [11]. Automated face mask classification 
can enforce mask-wearing regulations in various settings, including public places, office buildings, and public 
transportation [9]. The development and deployment of these systems will be critical in the fight against COVID-19. 

Deep learning models have received significant attention to improve the automated face mask classification 
systems. Researchers have been experimenting with different techniques in their research and consequently creating 
various deep-learning models that may influence these systems' performance. 

2. Related Works 

Most face mask classification tasks used convolutional neural networks (CNN), including its optimized methods, 
to solve the problem. CNNs are currently state-of-the-art models that outperform traditional models. [13]. The further 
development of CNN-based models has resulted in using models with trained layers, known as the pre-trained model 
since it is more challenging to train deeper neural networks due to high computational cost. One method is to use 
residual learning, where the layers are treated as residual functions to optimize the neural network more efficiently 
[17]. ResNet is one of the models based on CNN, which achieves the highest accuracies when tested using the 
ImageNet [18] database. Other well-known CNN-based models are VGGNet or commonly known as VGG [19] which 
examine the effect of the depth of the neural network using the most miniature convolutional filters (3x3) that leads 
to a significant improvement in model performance compared to the usual plain CNN models [16]. To reduce the risk 
of encountering overfitting, 𝐿𝐿2 regularization is used to lower the variance while keeping the bias low between the 
predictions and the ground-truth data to obtain the best fit. 

AlexNet utilizes non-saturating neurons and parallel processing implementation of the convolutional operation. 
AlexNet is trained for classifying images and can achieve great model accuracy using a smaller number of 
convolutional layers [20]. The dropout regularization technique reduces overfitting due to high train and test data 
variance. 

Pre-trained CNN models have their expansion as deeper architectures by increasing the number of layers or more 
comprehensive architectures by increasing the number of trainable parameters to obtain better performance, such as 
Inception [21], Xception [22], and DenseNet [23]. These models are heavier in complexity and architecture, so a 
higher computational cost is required, which leads to the innovation for recent researchers to build a smaller and more 
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efficient CNN model and blend them with other types of models and/or mechanisms such as Attention, first mentioned 
in [14]. 

Attention solves text translation problems. It can be defined as knowing one’s position concerning others. This 
mechanism proves to be better than the conventional approaches to the problem. Because of this, the researcher started 
to dive deep into this mechanism, but the most successful is the Transformer model. 

Transformer [30] is the further expansion of recurrent neural networks (RNN) originally proposed for solving NLP 
problems and text analysis. Transformer consisted of two smaller architectures, an encoder and a decoder. It expands 
the attention mechanism further by introducing scaled dot-product attention that can be defined by equation (1), 

 

 
Attention(Q,K,V) = softmax(QKT

√dk
)V () 

where matrix Q is the query of the input, K is the key of the input, 𝑑𝑑𝑘𝑘 is the dimension of the matrix K. Matrix V is 
the values matrix. 

Gradually, further developments enable transformers to solve tasks related to computer vision, one of which is 
image classification. Vision transformers (ViT) [27] use additional large-scale data sources than the standard 
ImageNet dataset, which allows it to perform better than its counterpart [24]. 

In recent research, there are models in the form of hybrid architectures which combine both CNN and Transformers 
to yield a lightweight and general-purpose model that can also be utilized on mobile devices [25]. The model with 
such configurations as MobileViT can be an interesting comparison with other models, either transformers-based or 
the de facto CNN pre-trained models.  

However, CNN and Transformer have opposing viewpoints on image classification. This is evident in both the 
CNN model and the Transformer itself. The CNN model categorizes the similarity pattern into stages. The pattern 
similarity component is arguably a disadvantage of CNNs because it introduces differences in how different layers 
capture and encode information, potentially making it difficult to interpret and analyze the relationships between 
features across the network. On the other hand, Transformer has a more uniform similarity structure throughout their 
layers. The obvious grid-like structure indicates that Transformer’s self-attention mechanism can capture pairwise 
relationships between all patches equally well [13]. 

3. Proposed Model 

 
 
 
 
 
 
 

Fig. 1. Sample data from dataset [11] 
 
This paper proposes using three different models: Vision Transformer (ViT) [27], Swin Transformer [28], and 

MobileViT [25], aiming to provide effective solutions. The three models will then be compared [11] to evaluate their 
performance and capabilities. All models are already pre-trained with ImageNet before. Reference [11] contains 
photos of masked and unmasked people. The dataset consists of 95,000 images which have two classes, masked (5,000 
images) and unmasked (90,000 images). The dataset will be divided with a proportion of 80% data for training, 10% 
data for validation, and 10% unseen images for final model evaluation. Sample from the dataset can be seen in figure 
1.  
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3.1. Vision Transformer (ViT) 

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2. Left: Architecture of Vision Transformer (ViT) [27]; Right: Encoder architecture in ViT [27] 
 
In Vision Transformer (ViT), the main idea refers to the technique used to weigh the value of different regions in 

an input image. When producing predictions, it uses a self-attention mechanism to focus on the most relevant portions 
of the image dynamically. The input image is separated into non-overlapping patches in ViT before turning into high-
dimensional embeddings [12]. The embeddings are subsequently processed by multi-head self-attention layers, which 
allow the model to weigh the value of various visual regions. 

ViT is a deep learning architecture based on transformers built explicitly for computer vision tasks. The primary 
idea behind ViT is to treat the entire image as a succession of tokenized image patches rather than processing each 
patch individually, as is done with typical Convolutional Neural Networks (CNN). Referring to figure 2, the vision 
transformer divides the picture input into size patches, embeds each patch size with linear embeddings, positions the 
embeddings, and feeds the result sequence of vectors to an encoder. It adds a classification token to the sequence for 
the model to classify. 

ViT is available in three models, that is base, large, and giant [27]. Each configuration is represented by 16, 32, 
and 64, which refers to the size of the image patches. The entire image is separated into patches in the base setup, and 
each patch is regarded as a token. In contrast, the compact configuration employs down-sampled patches and fewer 
tokens, resulting in reduced model size and faster calculation. However, this comes at the expense of lower 
performance than the base setup. 

In this case, we are using configuration ViT-S16 from [26]. The ViT-S16 is a miniature version of the Vision 
Transformer (ViT) model. It is intended for resource-limited applications since it has a smaller model size and faster 
calculation than the default configuration. Down-sampled patches and fewer tokens are used in the ViT-S16 
configuration, resulting in a more compact model. This makes it appropriate for deployment in real-world applications 
with restricted computational resources. ViT-S16 can also cut training periods and memory needs, giving it a cost-
effective option for face mask classification jobs. 

3.2. Swin Transformer 

 
 
 
 
 

 
 
 

Fig. 3. (a) Architecture of Swin Transformer [28]; (b) Two successive Swin Transformer Blocks [28] 
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The Swin Transformer [28] attention idea refers to the technique through which the model focuses on distinct 

sections of the input image to create predictions. The Swin Transformer employs self-attention layers, allowing it to 
weigh the relevance of various picture regions flexibly and adaptively. The model estimates the attention scores 
between each patch in the image and all other patches in each self-attention layer. The attention ratings reflect how 
meaningful each patch is concerning the others, and they are used to generate a weighted sum of all patches, 
representing each patch's context. The Swin Transformer may then learn and adapt to the task at hand, making 
predictions based on the most relevant sections of the input image. 

Swin Transformer architecture is based on the Transformer architecture. Swin Transformer simulates the CNN 
process with the transformer paradigm. The usage of a "Shifted Windows" block in place of the multi-head self-
attention mechanism distinguishes Swin Transformer from other Transformers. 

Swin Transformer comes in two varieties, that is, Swin-T and Swin-S. To minimize computational cost, the Swin-
T configuration employs a "Window" mechanism in the self-attention layer, whereas the Swin-S configuration 
replaces the layer with a "Split-Attention" mechanism that divides attention into numerous sub-spaces. In this case, 
we use configuration Swin-T for the model Swin Transformer. According to figure 3, Swin-T consists of input, Stage 
1, Stage 2, Stage 3 & Stage 4, and Swin Transformer Block. Also, Swin-T can achieve good performance even with 
fewer parameters than other models, making it computationally more efficient. 

3.3. MobileViT 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 4. Top: MobileViT block [29]; Bottom: Architecture of MobileViT [29] 
 

MobileViT [29] is a small vision transformer architecture that employs attention to detect links between visual 
elements. Its self-attention layer employs a depth-wise separable convolution method to reduce computing costs 
compared to typical vision transformers. In MobileViT, the attention mechanism oversees recording the dependencies 
between picture patches, which are then turned into feature vectors via a linear projection. The attention technique is 
intended to be computationally efficient while capturing long-term dependencies in the input data. 

The Vision Transformer (ViT) architecture is condensed into the MobileViT architecture. It substitutes the original 
ViT's global average pooling with a lightweight pointwise convolution; the architecture can be seen in figure 4. The 
depth-wise separable convolution layer extracts spatial features, whereas the pointwise convolution layer processes 
channel-wise features. The skip connection directs the gradient from the input to the output while maintaining the 
information from the input. A deep neural network for diverse computer vision applications may be formed by stacking 
numerous MobileViT blocks. 
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4.  Experiments and Results 

All models were trained with NVIDIA Tesla T4 GPU that uses the Turing (TU104) architecture. The environment 
used was Kaggle Kernel. The RAM used had a capacity of 13 GB, and the used GPU VRAM had 14 GB. In the 
training process, all models were trained using the hyperparameters in Table 1. The total parameters for each model 
can be seen in Table 2. The models have been pretrained previously on ImageNet dataset [18]. 

Table 1. Model Hyperparameters 

Hyperparameter Value 
Optimizer Adam [15] 

Learning Rate 0.001 

Loss Function Cross-entropy 

Batch Size 64 

Epoch 3 

 

The hyperparameters were chosen because the computational resources were scarce. Accuracy (Top-1) used to 
evaluate the performance of the models along with Recall, to know the model’s ability to recognize the actual members 
from its class. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Top: Loss Plot of Train and Validation dataset; Middle: Accuracy Plot of Train and Validation dataset; Bottom: Recall Plot of Train and 
Validation dataset. 
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Table 2. Model Type and Total Parameters. 

 

 

 

 

Several conclusions can be drawn from Figure 5. When the losses of the various models are compared, the ViT-
S16, Swin Transformer, and MobileViT-S all show consistent decreases in both training and validation losses across 
the epochs, indicating effective learning and generalization. The losses of these models are relatively low and similar, 
as are the model's accuracy and recall in the validation dataset, indicating good performance and no overfitting. 
ResNet50 V2, on the other hand, shows a different pattern, with the training loss consistently decreasing but little 
progress on the validation loss, as well as the same thing happening with training and validation accuracy and recall. 
This highlights the importance of further research to improve its generalization capabilities. 

 
 

 

 

 

 

Fig. 6. Confusion Matrix of Test data from each Model 

Figure 6 shows that the ViT-S16 model performs well, with high true positives and true negatives, implying 
accurate classification for both classes. As shown in figure 6, it has a low rate of misclassification, as evidenced by 
the low number of false positives and false negatives, yielding an accuracy of around 0.9996 with parameter 21.7M. 
ResNet50 V2 outperforms ViT-S16 in terms of true positives and true negatives, with more accurate negative 
classification and a slightly higher false negative rate. The precision of ResNet50 V2 with parameter 23.6M is 
approximately 0.9986, as shown in figure 6. Swin-T achieves accurate classification with high true positives and true 
negatives, but its slightly higher false negative rate indicates that some positive misclassifications occur. As shown in 
figure 6, Swin-T has a parameter of 27.5M and an accuracy of about 0.9983. Finally, with parameter 5M as shown in 
figure 6, MobileViT-S exhibits accurate classification with a moderate false positive rate and a low false negative rate, 
yielding an accuracy of around 0.9969. Finally, all four models (ViT-S16, ResNet50 V2, Swin-T, and MobileViT-S) 
perform well on the test data, with the ViT-S16 achieving highest overall accuracy and lower misclassification rates. 
It can also be inferred that the usage of transfer learning is effective in face mask classification task. 

For future works, more extensive hyperparameter tuning and more data gathering can be done to boost the model's 
performance and validity to obtain more accurate predictions. Integrating model into IoT (Internet of Things) devices, 
specifically public CCTV. By integrating the model into IoT devices, the model can be continuously updated and 
perfected, and the model will remain relevant and effective. It is hoped that by performing hyperparameter tuning, 
data collection, and model integration into IoT devices, will be a breakthrough in various fields, particularly in the 
healthcare sector, will be achieved. By constantly refining and improving the model, it can provide more accurate and 
reliable predictions that can inform policies and interventions that can have a positive impact on society. 

5. Conclusion 

All models are trained using a small number of epochs and the same learning rate, which are just adjusted such that 
the model can be trained in a shorter amount of time and using less GPU and RAM capacity. If there is sufficient 

Model Type # Parameters 

ViT-S16 Transformer 21.7M 
ResNet50 V2 CNN 23.6M 

Swin-T Transformer 27.5M 
MobileViT-S CNN + Transformer 5M 
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computational power and time, these models can be optimized using a learning rate scheduler and more complex deep 
learning optimizers, which can cut the time needed for the algorithm to converge while the peak performance has not 
been achieved yet. Most tried models in this research are small in architecture, i.e., the number of layers, neurons, and 
parameters. Models with immense complexity can be tried, either transformer-based or hybrid, to achieve better 
accuracy.  

Although CNN is commonly used in classifying images, transformers-based models can achieve the same result 
(or better) than CNN in its current state. The current hypothesis is that there is a model that can be applied to many 
communities without bottlenecks. 
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computational power and time, these models can be optimized using a learning rate scheduler and more complex deep 
learning optimizers, which can cut the time needed for the algorithm to converge while the peak performance has not 
been achieved yet. Most tried models in this research are small in architecture, i.e., the number of layers, neurons, and 
parameters. Models with immense complexity can be tried, either transformer-based or hybrid, to achieve better 
accuracy.  

Although CNN is commonly used in classifying images, transformers-based models can achieve the same result 
(or better) than CNN in its current state. The current hypothesis is that there is a model that can be applied to many 
communities without bottlenecks. 
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