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Abstract

Molds on wall and ceiling surfaces in damp indoor environments especially in houses with poor
insulation and ventilation are common in the UK. Since it releases toxic chemicals as it grows, it is a
serious health hazard for occupants who live in such houses. For example, eye irritation, sneezing, nose
bleeds, respiratory infections and skin irritations. Furthermore, there are chances of developing serious
medical conditions like lung infections and respiratory diseases which may even lead to death. The
main challenge here is that due to their irregular patterns, camouflaged with the background, it is not so
easy to detect with our naked eyes in the early stage and often confused as stains. Therefore, inspired
by the accomplishments of the Yolo architecture for object detection, the Yolov9 model is explored for
mould detection by considering mould region as an object in this work. The overall result shows a
promising 76% average classification rate. Since the mould does not have a shape, specific pattern or
colour, adapting the Yolov9 for accurate mould detection is challenging. To the best of our knowledge,
this is the first of its kind compared to existing methods. Since it is the first work, we constructed a
dataset to perform experiments and evaluate the proposed method. To demonstrate the proposed
method's effectiveness, the results were also compared with the results of the Yolov8 and Yolov10

models.
Keywords: Mould, Computer Vision, Deep Learning, Indoor Health, Mould detection, Mould classification.
1. Introduction

The presence of damp and mould growth in buildings can cause serious health problems for residents
who are exposed to them. These problems include respiratory infections, allergies, eczema, and
bronchitis (Menneer et al., 2022; Sharpe etal., 2016; Simon-Nobbe et al., 2008). The severity of mould
exposure can cause pronounced side effects in vulnerable populations, particularly amongst children,
the elderly, and those in care homes (Du et al., 2021) with occurrences of deaths linked to mould
exposure has been reported in the UK recently (Caillaud et al., 2018; Jones & O’Donoghue, 2023;

Jubayer et al., 2021). Beyond health concerns, mould can also damage building infrastructures; walls,
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paints and frames and also reduce their energy efficiency (Song et al., 2017). Professional assessment
by experienced surveyors remains the benchmark for detecting mould and its impact on buildings.
However, it can be time-consuming and expensive, and some studies suggest it can be subjective and
miss early signs of mould growth (Menneer et al., 2022). Swab sampling and laboratory analysis,
another traditional method, offer more accurate identification of different variations of mould types but

also suffer from delays and high costs (Hamilton et al., 2015).

Mould and dampness pose significant concerns in the daily lives of people and in the UK, alone
approximately 31% of homes are affected by dampness issues due to poor ventilation and insulation,
elevating the likelihood of condensation (Menneer et al., 2022). The existence of indoor dampness, at-
attributed to water ingress, rising dampness, and condensation, can result in heightened mould
contamination. Even housing interventions aimed at mitigating fuel poverty through energy efficiency
measures may be susceptible to condensation and mould contamination unless proper ventilation and
heating are in place (Hamilton et al., 2015; Sharpe et al., 2016). All of these factors influences are
important to consider because the presence of mould or mouldy odour has an adverse effect on health
for a wide range of conditions (Simon-Nobbe et al., 2008), including the development and/or

exacerbation of a range of allergic and non-allergenic diseases (Menneer et al., 2022).

In the same way, due to eyes and skin irritations, people lose focus and concentration, which leads to
poor performance and productivity at the workplace as well as at home (Simon-Nobbe et al., 2008).
Therefore, one can argue that overall, it affects the growth of the economy. Hence, there is an immense
need to develop a model to detect mould in the early stages to prevent the loss of life and other major
health issues. Sample images containing moulds of different patterns on walls can be seen in Fig. 1,
with the third image, showing how difficult it can be to locate mould with the naked eye while for the
first and second, we can locate but the background complexity varies. The samples also confirm that
the mould does not have a shape, pattern or specific colour which is embedded in the background with

varying complexities.

Fig. 1. Sample Images of Diverse Mould Patterns on Various Surfaces

There are solutions in the market for removing the mould on the wall and other ceiling surfaces, but

these solutions can be used after detecting and locating the mould. It is also true that these solutions do



not stop the recurrent growth of mould permanently and therefore, we see them coming back again and
again within a short period. This situation demands a predictive model that can automatically detect
them from images when mould develops on walls and other places in the house. This shows that a
solution alone is not sufficient to solve the problem of mould. So, the detection of mould automatically
is necessary to develop automatic systems like robots. The robot can claim the wall to detect and remove
the mould in the house and workplace without human intervention and interference (Li et al. 2023).
This is a major application and significance of the proposed work, which has great practical implications

and market in the business.

When we look at the literature and state-of-the-art, there are no methods for mould detection to the best
of our knowledge. However, one can find the technology to identify and detect specific features, defects,
and objects, including potential signs of mold growth in buildings (Damp and Mould: Understanding
and Addressing the Health Risks for Rented Housing Providers, 2023). Motivated by the work (Damp
and Mould: Understanding and Addressing the Health Risks for Rented Housing Providers, 2023),
where fungus on food was detected by the computer vision method (Nair et al., 2021), we propose a
computer vision model for mould detection in this work. As such we believe this is the first work which
aims to automatically detect moulds of any pattern at different stages of its growth. Therefore, inspired
by the success of Yolo architecture for object detection in adverse situations including tiny objects in
complex backgrounds (Wang et al., 2024; Wang et al., 2024), we have explored the YOLOV9 for mould
detection in this work. The challenge in this study has been to look at how to make the object detection
model work on mould detection using adopted YOLOV9. In addition, we create a new dataset with clear
annotations for experimentation, evaluation in this study and released to the public to support research
reproducibility to investigate further on mould detection, prediction and identification. Therefore,

dataset creation and annotation is considered as one more key contribution of the proposed work.

The structure of the paper is organized as follows. The method related to fungus detection and other
related to mould detection are reviewed in Section 2. In Section 3, the overview of YOLO and the
details of YOLOV9 are presented. Experimental analysis and the results are discussed in Section 4. The

findings are listed in Section 5.
2. Related Work

Since there are no existing methods for mould detection, we review the related methods of defect,
cracks pothole detection in this section. This is because the idea of defects, cracks and potholes are the
closest available to mould detection. In particular, the methods usually check sudden changes in the

background for suspecting unusual regions in the images.

Traditional inspection methods involve the engagement of building surveyors to conduct a
comprehensive condition assessment (Kong et al., 2018; Noel et al., 2017; Song et al., 2017). This
assessment typically entails a time-consuming on-site inspection during which they systematically



document the physical state of building components through the use of photographs, note-taking,
drawings, and information provided by the client (Annamdas et al., 2017; Kong et al., 2018; Noel et al.,
2017; Song et al., 2017).

This assessment typically entails a time-consuming  on-site  inspection  during  which  they
systematically document the physical state of building components through the use of photographs,
note-taking, drawings, and information provided by the client (Annamdas et al., 2017; Kong et al.,
2018; Noel et al., 2017; Song et al., 2017). The collected data are subsequently subjected to thorough
analysis to generate a comprehensive report summarizing both the condition of the building and the state
of its elements (Lorenzoni et al., 2016). Furthermore, this information serves as the foundation for
estimating immediate and projected long-term costs associated with building renewal, repair, and
maintenance (Oh et al., 2017). These estimates empower facility managers to address their current
operational needs while enhancing their ability to forecast real estate portfolio renewal and allocate

funding for capital projects (Oh et al., 2017).

In summary, it’s worth noting that the current procedures for assessing asset conditions are not only
highly time- consuming and labor-intensive but also come with safety concerns, particularly when
surveyors are required to access challenging locations such as rooftops (Mimura & Mita, 2017; Mita,
2016). Therefore, this demands an automatic system for mould detection and removal without human

intervention.

In recent years, researchers have explored the application of soft computing and machine learning-based
techniques to automate asset condition inspection. Noteworthy efforts encompass structural health
monitoring using Bayesian methods (Zhang et al., 2019), surface crack estimation using Gaussian
regression, support vector machines (SVM), and neural networks (Davoudi et al., 2018), SVM for
recognizing wall defects (Hoang, 2018), crack detection on concrete surfaces with deep belief networks
(Pahlberg et al., 2018), detection of cracks in oak flooring using ensemble methods like random forests
(Valero et al., 2019), and deterioration assessment using fuzzy logic (Pragalath et al., 2018).
Furthermore, research in defect detection has extended to infrastructural assets such as road surfaces,
bridges, dams, and sewerage pipelines. As seen in (Valero et al., 2018) use of computer vision and
machine learning models to detect defects in historical buildings with masonry walls. The use of neural
networks to identify cracks and crack types from pavement images can be seen in (Lee & Lee, 2004).
The authors used three different architecture types, compared and validated using actual pavement

crack images.

Similar work can be seen in (Koch & Brilakis, 2011) to identify potholes in pavements and potential
defects using the automated approach of automated analysis and computer vision techniques. A
generalized machine learning approach using the Adaboost algorithm to detect defective road surfaces

from images can be seen in (Jahanshahi et al., 2013). They use linear and nonlinear filters to identify



textural patterns using a generic supervised learning model. Similar work can be seen in (Abdel-Qader
et al., 2003) again using a supervised classifier known as Semantic Texton Forests (STFs) algorithm
and identified two types of cracks, longitudinal and transverse, patches and potholes. The use of a depth
sensor applying the RGB-D method can be found in (Radopoulou & Brilakis, 2017) to identify road

conditions and defects in a cost-effective manner.

Furthermore, the methods (Giakoumoglou etal., 2023; Perez et al., 2019; Soeb et al., 2023) used YOLO
for detecting sooty mould and other diseases from plant leaves. The use of learning using multi-spectral
images can be seen in (Perez et al., 2019) and another one investigated anomaly detection in cosmetics
labelling during the manufacturing process (Soeb et al., 2023). However, the objective and scope of the

methods are different from mould region detection as part of the proposed work.

Overall, when we look at reviews on different methods on different topics related to mould detection,
none of the methods aims to detect mould. Although mould detection has practical implications and
impact, the above topics seldom address this issue. This indicates that detecting mould successfully is
challenging and complex. In addition, different object detection models have been proposed for
identifying fungus but not mould. Therefore, this work for the first time adopts YOLOV9 for detecting
moulds of any pattern with any background using a large real-world dataset of mould collected from
households in the UK affected by this problem.

3. Proposed Methodology

In this paper, the focus is to detect the mould while differentiating from other stains present in the
images, which may typically be confused with the mould when we look at it with the naked eye.
Therefore, detecting mould accurately is complex and challenging. It is known that the YOLO can
detect objects in complex backgrounds and other adverse situations in real-time (Wang etal., 2024; C.-
Y. Wang et al., 2024). This has motivated us to explore the YOLOvV9 for mould detection in this work.
However, there are many YOLO variants which belong to the YOLO family including YOLOvV8 and
the latest; YOLOv10. Out of all YOLO including YOLOV10, we prefer to choose YOLOvV9 for mould
detection in this work. The reason is that YOLOV9 model training and validation is simple and effective
with a small number of samples compared to YOLOv8 and YOLOV10. Since there is no standardised
dataset for mould detection, we create our dataset along with the ground truth. Therefore, one cannot
expect many samples for training and testing as it involves high labor costs and time. It is noted that
YOLOV10 requires more samples for training because of its advanced architecture compared to
YOLOV9. If YOLOvV10 does not train on enough samples, it does not work well for any problem.
Similarly, YOLOV8 also improves over its predecessors in terms of accuracy, speed and deployment
offering flexibility across CPUs, GPUs and other edge devices, it has serious limitations when it comes
to highly specialized and unique datasets and relies heavily on the quality and quantity of the data.

Therefore, the proposed work prefers YOLOV9 as it does not require a large number of samples for



training. In addition, YOLOV9 extracts effective features with a small number of samples. These
observations motivated us to choose YOLOV9 for adoption to obtain results for mould detection
although we still compare and evaluate the performance with a couple of other YOLO models;
YOLOvV8 and YOLOV10 to be specific.

The block diagram to understand the process of adaptation of YOLOV9 can be seen in Fig. 2. The
Roboflow is used to fix the bounding box to represent the mould region. It calculates the centroid and
corners of the bounding boxes using the X and Y coordinates of pixels of the mould region to fix the

rectangular bounding box.
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Fig. 2. The logical flow of the proposed method for mould region detection

3.1. Overview of YOLO - YOU ONLY LOOK ONCE

Object detection typically involves locating objects of interest within images or video with major
applications ranging across different sectors such as surveillance, robotics, and self-driving cars to
name a few. There are two types of approach - single-shot object detection and Two-shot object
detection. Single shot detection, as the name suggests, typically processes the classification and
detection in one pass making it fast and efficient for real-time object detection. The downside is it can
be less accurate, particularly for smaller objects. Two-shot detection processes the image in two passes.
The first pass makes a potential decision on object locations within the image and the second pass refines

the decision before reaching a final prediction.

YOLO is a single-shot object detection algorithm using an end-to-end CNN model and following the
architecture in Fig. 3. The image is divided up into SxS grids and each of the grids will be defined
according to the vector in Equation (1). Here (P¢) is the probability of the object class, By and By are
coordinates of the center of that bounding box, relative to the cell, B and By are the width and height
of the bounding box relative to the whole image. Each cell predicts B bounding boxes and probability
scores for those boxes during training. These scores reflect the confidence of the model that the grid
contains an object and how accurate it thinks the predicted object is within the bounded box. It
uses Equation (2) to calculate the loU between the prediction and the bounding boxes which is the
ground truth during training by assigning a single predictor for each object. It also uses a technique



called non-maximum. suppression (NMS) to avoid confusion while identifying loU for the same object
but having overlap at different positions. In this study, we explore YoloV9 for mould detection

irrespective of background complexities, colour and in shape.
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Fig. 3. Original architecture of the Yolo model

3.2. Adopted YOLOV9 for Mould Region Detection

This latest version of the YOLO object detection model, YOLOV9, offers several advantages over its
predecessor, including programmable gradient information (PGI) and the generalized efficient layer
aggregation network (GELAN) (Wang et al., 2024) . It supports both CPU and GPU devices through a
new API, enabling faster training. By integrating PGI and the GELAN architecture, as shown in Fig. 4
and Fig. 5, YOLOV9 significantly enhances the model's learning capabilities and ensures robust

retention of information when transferring data across the layers of the feedforward architecture.

This improvement is rooted in the principles of the information bottleneck and reversible functions.
During training, as data passes through successive layers of deep neural networks, information loss is
common. The PGI feature counters this by ensuring reliable gradient generation, leading to improved
model convergence and overall performance. Additionally, the concept of reversible functions allows
for more accurate updating of model parameters during training, reducing information degradation and

resulting in more accurate object detection.

The effectiveness of YOLOvV9 for mould detection can be seen in Fig. 6, where for images of different
mould patterns, the feature maps obtained by YOLOV9 indicate the presence of mould in different
backgrounds. It is also observed from Fig. 6 that the proposed adopted YOLOV9 can work well for
visible mould in the first image and invisible mould in the second and third images. This is the main

advantage of the proposed adopted YOLOV9 compared to other models developed in the past.
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(a) Sample images containing different mould patterns on the wall

(b) Features maps for the images shown in (a)
Fig. 6. The mould region is highlighted in the feature space.

4. Experimental Results

As mentioned earlier, we collected our own dataset for experimentation and evaluation of the proposed
method using images provided by our collaborators at Copious Ltd. For training and testing, we
manually annotated the mould of different patterns and considered bounding boxes as ground truth for
training and performance evaluation. Since there are no established mould detection methods in the
literature, we compared the proposed YOLOV9 model with the baseline YOLOv10 to demonstrate its

superiority.
4.1. Data Annotation and Evaluation

Copious Ltd, the partner company of this research, provided a dataset of 5,324 images collected from
client disrepair claims, showcasing various types of damage. From this dataset, we extracted images
related to mould as the target class, resulting in a total of 2,359 images for our study. As the goal was
mould detection, a few samples containing other damage types are shown in Fig. 7, where one can see
mould with blurry visuals, poor lighting, and tilted angles. Therefore, our dataset includes sample images
of all possible variations in mould formation which are common in the house, especially in the UK. The
dataset and annotations can be considered as a benchmark for further study on mould detection,
prediction and identification. Sample annotations for different mould regions can be seen in Fig. 8,
where we fix manually bounding boxes. This task is not trivial because mould does not have the shape

to draw a bounding box. To alleviate this problem, we locate dense mould pixels as centres to estimate



the approximate boundary to cover most of the mould pixels. However, the rectangle is not the right
choice for labelling annotations because of arbitrary patterns and scattered mould pixels in multiple
directions. Therefore, there is a scope for better annotations possibly annotating pixel by pixel to define
foreground and background. This is beyond the scope of the proposed work and will be considered as

our future work. We plan to release the dataset to the public to support research production if the

company permits.

il b — c ' d
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Fig. 7. Sample Images from the Mould Detection Dataset. a-e: Examples of positive class images
containing patches of mould on various surfaces. These images are taken under different lighting
conditions and at varying angles. f-g: Examples of negative class images depicting color
deterioration and paint peeling. These are not classified as mould by the model. h-j: Examples of
negative class images displaying stains on surfaces. These are also not classified as mould by the
model.

Fig. 8. Annotated and Preprocessed Mould Detection Dataset. This figure displays the result of
preprocessing the dataset for training the mould detection model. Bounding boxes (rectangles) are
drawn around individual patches of mould (object detection task) within the images. Since some
images contain multiple areas of mould, several bounding boxes might be present. It's important to note
that the images might have undergone preprocessing steps before this annotation stage.

Building upon the dataset, to measure the performance of the proposed model, we consider well-known
standard metrics, namely, precision, recall, F1-score and confusion matrix. The measures provide
insights into the models” ability to correctly identify objects (true positives) and minimize false positives

and negatives. Additionally, we leverage Mean Average Precision mAP to offer a single, consolidated



measure of the models’ overall detection accuracy across all object classes present in the dataset.
Finally, Intersection over Union loU is employed to evaluate the accuracy of bounding box predictions,
quantifying the degree of overlap between the predicted and ground truth bounding boxes. For the
experiments, the dataset is split up into training, validation and test sets; 2063, 196 and 100,

respectively.

YOLOV8 (Sohan et al. 2023): The model released before YOLOV9 improves significantly over its
previous versions in terms of speed, accuracy and precision and supports multiple hardware platforms
such as CPU, GPU and edge devices. It proposes a unified framework for object identification,
localization and classification to detect in complex scenarios even with occluded objects.
Unfortunately, because of this support, it is computationally resource-intensive and has limitations
when it comes to nonstandard or smaller datasets. The base model may also find the detection of
smaller objects from images when they are cluttered or partially occluded, thus impacting overall

accuracy.

YOLOvV10: This model was released after we conducted our study, and we decided to compare our
results with it. Developed by researchers at Tsinghua University, it addresses several issues related to
post-processing and model architecture that previously impacted end-to-end object detection,
introduced latency, and affected overall accuracy. The non-maximum suppression (NMS) technique
which is a trademark of Yolo model has a significant computational overhead which has now been
removed and replaced with Consistent Dual Assignments for NMS-free Training strategy. Previous
work with NMS during training suppressed redundant predictions due to multiple overlapping loU
resulting in suboptimal performance. The new Yolov10 proposed dual label assignments by combining
one-to-one and one-to-many labels during training. The proposed changes for an optimal post-
processing technique can be seen in Fig. 9. Furthermore, the YOLOV10 has significant changes in the
overall architecture by introducing “Holistic Efficiency-Accuracy Driven Model Design” design
changes such as Lightweight classification head, Spatial-channel decoupled downsampling, Rank-
guided block design, Large-kernel convolution and Partial self-attention (PSA) (Wang et al.,
2024). Therefore, it is heavy compared to YOLOV9 and YOLOV10 requires more samples to achieve

the best performance compared to YOLOV9.
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4.2. Experiments on Mould Region Detection

Qualitative results of the proposed model for mould detection are shown in Fig. 10, where one can see
from (a) that the baseline of YOLOV9 without adaptation does not fix proper bounding boxes for the
mould of different patterns. However, Fig. 10(b) shows the perfect results for moulds with different
patterns and background complexities by fixing tight and closed bounding boxes compared to the

bounding boxes in Fig. 10(a). This is the impact of the proposed adoption of the YOLOV9 model to

detect mould in the images in this work.

Top-10




I

- d detectio mould-detectio

n- S ¥ n-V3
3879 Img3_jpeg > - mo:)ld deted |on 3%2?8@ 8g|{'
§ et =

- mould-detection-V3 - 2024-06-19 - 1-51-a;n

- mould-detection
img/_jpeg_Jjpg.rf.2

-‘G@S@ k| ﬁ- mould-detec

z y
T —
. |- mould-detection-V3 - 2024.72 35 34 S0 o 8 &0 Hooa 6 19 11 1am O,
—_ JE —— | | = :

~mould-dete mould-dete

- mould o id detactior R
~ mould-detection-V3 - 2024

Ll

d-detection-V3 - 202 mo 44 4 - mould-detection-V3 - 4
s 1) by |41 B oLl detechon Ve L 20282081897 5’?
- mould-de

< 4 ~ ould-detection-\V3 - 20
43879_img7/_jpeg_jpg.rft.27 £ "o BAS STMz&%ugld %}ecgﬂzecl"on BEUCTICAOOGgH g rf SRAZREE
; mould-detec
ould-detection-V3|- = £ - = -06-1¢ -512m 0.6 \

- mould-det

(b) Mould region detection after predlctlon
Fig. 10. Qualitative mould region detection results of the proposed method before and after prediction
To get a clearer picture from the validation the F1 confidence curve in Fig. 11(a) shows performance
value reaching a peak of around 50% and then dropping off. The precision confidence curve also shows

a slowing rising precision with maximum confidence of 80%. If we look at the precision-recall curve



in Fig. 11(b), we see a balanced precision and recall of just over 50%. The recall confidence curve
behaves as expected with recall falling with higher confidence but at 50% confidence, recall is only
around 50% which overall is not a great performance. Therefore, one can infer from the analysis that
the proposed method focuses on accurate mould detection without any false positives. This is important
in the context of real-time applications and practical points of view. Even if the proposed method does
not detect the exact boundaries of individual regions of a mould according to the labeled bounding
boxes, it still does not affect much as long as it can identify regions of mould in general compared to
detecting non-mould regions as a mould. Thus, we can conclude that the proposed system is precise and
perfect for mould detection. These conform with the confusion matrix of the validation set as seen in
Table 1.
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Fig. 11. Performance of the proposed adopted Yolov9 model for the mould region detection

To validate the above statement further, the confusion matrix is estimated by feeding background as
input for the mould detection method. The background is defined as the region which falls out of the

bounding box in the images. When we feed the background as input to the proposed mould detection,



the proposed method reports a 100% classification rate. This indicates, there are no false positives
detected by the proposed method. Thus, we can conclude that the proposed method is precise and perfect
for mould detection. However, when we consider overall performance including mould to mould and
background to background, the average classification rate is 76%, which is competitive and promising
if we consider the complexity of the problem. Therefore, there is a scope for improving the proposed
method. The performance of the proposed adopted YOLOV9 is compared with the performance of
YOLOV10 and found to be better in terms of the average classification rate reported in Table 1. This
makes sense because the YOLOv10 performs well for many samples while the proposed model does
not. The dataset is new, and the problem is unique and complex, as such there are not many samples
that can be generated. Therefore, the proposed work prefers to adopt YOLOV9 to detect mould regions
from the images. In the same way, since YOLOVS is not as advanced as YOLOV9, it does not achieve
the best results compared to YOLOV9. However, it is observed from Table 1 that the performance of
YOLOV9 is not so different compared to YOLOVS. This shows that the performance of higher versions
depends on the number of samples and thus lower versions of YOLO may also be suitable for our work.
In general, the YOLOV9 model is simple and effective in feature extraction with a small number of

samples and achieves a better average classification rate compared to YOLOV8 and YOLOV10 in this

study.
Table 1: Confusion matrix of the proposed adopted YOLOV9 of baseline YOLOv10 models
Classes Proposed adopted Baseline YOLOv8 Baseline YOLOv10
YOLOv9
Mould Background | Mould | Background | Mould | Background
Mould Regions 0.52 0.48 0.50 0.50 0.48 0.52
Background (other than mould 0.00 1.00 0.00 1.00 0.00 1.00
regions)
Average Classification Rate 0.76 0.75 0.74

4.3. Discussion

As discussed in the previous section, the accuracy of the proposed method is not very high, but it is
promising, and it is precise in detecting moulds of any pattern at any stage. The key reason for the low
results is due to improper annotations because the rectangular bounding box does not cover the mould
region properly as it has an irregular shape and thus includes background information. This makes
learning difficult to extract the effective features which represent mould. One such example can be seen
in Fig. 12, where the output of the proposed method does not match with the ground truth. Therefore,
the proposed method does not count for calculating the number of overlapping bounding boxes and
hence recall is low. This incorrect detection is the result of the irregular pattern of mould region. The
proposed method looks for dense patches for accurate mould detection. When the mould regions are
scattered and high variations in dense patches, the proposed model does not work well. This is the

limitation of the proposed work. To overcome this challenge, it is necessary to annotate at pixel level



so that the actual mould region can be used to train the models. This is one more potential area to
explore.

This characteristic of mould pattern poses a significant challenge for classification performance metrics
like mean average precision (mAp). mAp, by its design, treats each individual bounding box as a distinct
target and considers everything outside that box as background. In the context of mould detection,
however, this rigid distinction between target and background becomes problematic. As long as the
model successfully detects the presence of mould somewhere within the image, the specific location or
shape encompassed by the bounding box shouldn't necessarily penalize its performance. What truly
matters is the successful identification of mould, regardless of the intricacies of its shape or the slight

misalignment of the bounding box

(a) Ground truth of different mould samples
— mould—detection—V3 — 2( 1=

— mould—detection—V3 — 2024-06—19

— mould—detection—V3 — 2024—-06—1

(b) Detection of the proposed model
Fig. 12. Errors in mould region detection

In simpler terms, as long as a detected bounding box captures even a portion of the mould growth within
an image, the model has essentially achieved its primary goal. The current metrics, however, might
penalize the model for imperfections in bounding box placement, even if the overall objective of mould
detection is met. This necessitates the exploration of alternative evaluation metrics that are more tailored

to the specific challenges presented by mould detection.

The current focus of the work is to solve the problem of mould detection using Yolov9 architecture but
not implementing it in a real-time environment. Therefore, the challenges of real-time implementation
are beyond the scope of the proposed work. The key challenge is to make the model robust to external

factors, such as non-uniform illumination, outdoor, and indoor, the design of the wall and location



effects. In addition, one more key challenge is that the model should be efficient and faster for detecting
moulds of any shape and structure. Due to rectangular bounding boxes, the mould region includes
outliers and artefacts. This leads to poor performance of the method. These are open challenges for
implementing the proposed system in a real-time environment. Since addressing these challenges is
beyond the scope of the work, we aim to address them in the future. To overcome these limitations,
there is a need to make changes to architecture and add new attention modules to take care of such

adverse effects.

Overall, although it looks like the proposed method uses existing YOLOV9 for achieving the results
when we count the complexity of the problem, the impact of the solution on society and its significance
in solving the current challenge in the UK, the proposed work makes a huge impact and contribution.
Therefore, exploring the existing model cannot be regarded as a major weakness of the proposed work

5. Conclusion and Future Work

In this work, we have proposed a newly adopted YOLOV9 for precise mould detection. The key idea
of exploring the YOLOV lies in its success in object detection in adverse scenarios. This is the first
work for mould detection as there are no existing methods developed in the past. We constructed a new
dataset along with annotations for experimentation and evaluation. This is another contribution of the
proposed work. The proposed work adopts YOLOV9 such that the model considers irregular mould
regions as object for mould detection in this work. Exploring the existing model for addressing a
complex and unique challenge is the key contribution of the proposed work. Since the proposed model
is successful and precise in mould detection, it can make a huge impact on health issues and business.
Therefore, the proposed work has great practical implications. The results are compared with the
YOLOV10 to show that the YOLOV is better for mould detection.

In the present work, the ground truths are rectangular, so the bounding boxes include background
information. In addition, the mould is a region, which scatters and grows in arbitrary directions.
Therefore, the rectangular bounding box is not the right choice for mould detection. In this situation, if
we label pixels through clustering, it is possible to identify the exact region of the mould. This process
is likely to improve the precision of the mould detection performance. Thus, pixel annotation is better

for labelling the mould regions. This will be considered in our future work.
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