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Abstract
Arecanut disease identification is a challenging problem in the field of image processing.
In this work, we present a new combination of multi‐gradient‐direction and deep con-
volutional neural networks for arecanut disease identification, namely, rot, split and rot‐
split. Due to the effect of the disease, there are chances of losing vital details in the
images. To enhance the fine details in the images affected by diseases, we explore multi‐
Sobel directional masks for convolving with the input image, which results in enhanced
images. The proposed method extracts arecanut as foreground from the enhanced images
using Otsu thresholding. Further, the features are extracted for foreground information
for disease identification by exploring the ResNet architecture. The advantage of the
proposed approach is that it identifies the diseased images from the healthy arecanut
images. Experimental results on the dataset of four classes (healthy, rot, split and rot‐split)
show that the proposed model is superior in terms of classification rate.

K E Y W O R D S
deep learning, image analysis, pattern recognition

1 | INTRODUCTION

From the ancient times arecanuts (also known as betel nuts)
are traditionally used in cultural events as the symbol of
auspicious nuts. Many countries like India, Pakistan, Maldives,
Nepal, Sri Lanka, Bhutan, Bangladesh, Burma (Myanmar),
China, Laos, Thailand, Brunei, Malaysia, Indonesia,
Cambodia, Vietnam, Taiwan, and Philippines, and other
Asian countries use them in many of their cultural and social
activities. The arecanut is basically the seed of the areca palm
tree, which grows in much of the tropical Pacific, South‐East

and South Asia, and parts of East Africa [1]. Chewing the
mixture of arecanut and betel leaf is a tradition, custom, or
ritual, which dates back thousands of years in much of the
geographical areas from South Asia eastward to the Pacific.
There are many medical benefits of arecanuts which can be
noted from ancient literature. It can also be used as in-
gredients for making tea, soaps, diabetes formulations, tooth
powder, wines and ayurvedic medicine [2, 3].

As the demand is huge for arecanut, it is important to
provide the high‐quality nuts for consumption. At the same
time, production of nuts should be increased to meet the
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requirement of high demand for high‐quality products.
However, the main cause for not yielding expected pro-
ductions and maintaining high‐quality nuts is the presence of
common diseases, such as, rot, split and rot‐split diseases.
These diseases make the nut substandard in quality and affect
production of high‐quality nuts for consumption. Manually
sorting them into good quality results is waste of time and
energy and generates huge loss to the farmers. Therefore, to
increase production, and to prevent spreading of disease and
grading, there is a need of for an automated system to
identify the arecanut affected by diseases. Manual grading and
classifying are a troublesome task and it is costly due to a
large number of labors required. Also, if we separate the
infected nuts, the market price of the good nuts could in-
crease. Therefore, classification of the diseased arecanuts
from the healthy nuts is necessary. In this work, we consider
the following four classes.

1.1 | Rot disease

Distinguishing symptoms of rotting is the widespread shedding
of the immature nuts which lie scattered near the base of the
tree. Initial symptoms appear as dark green/yellowish water‐
soaked scratches on the nut surface near the perianth. The
infected nuts lose their natural green luster, quality and hence
have low market value.

1.2 | Split disease

Improper drainage will cause nuts to split and fall. Areca
palms of 10–25 years old are more are prone to this disorder.
This is common in paddy converted fields as well as high
water table gardens. It's severe in rainy season. Sudden flush
of water after a prolonged period of drought leads to this
disorder. Initial symptom appears as premature yellowing of
nuts when they are half to three fourths mature. This is
followed by splitting of nuts from either sides or the tips
which expand longitudinally towards the calyx exposing the
kernel.

1.3 | Rot split disease

This occurs mainly during rainy seasons. The drainage causes
nut splitting while lack of sunlight causes rotting. All these
diseases cause huge differences in the quality of nuts and their
market price.

The reason to consider these diseases is that they are very
common and dangerous diseases compared to other diseases.
Sample arecanut images of the four classes can be seen in
Figure 1. There are methods for classifying different types of
arecanut images affected by the disease in the literature [4–6]
but most of the methods use geometrical features, shape‐based
features, texture‐based features of the images and conventional
classifiers, such as SVM for classification. As a result, these
methods are not robust to variations in the image affected by
multiple diseases. Thus, the proposed work introduces the
combination of multi‐gradient directional and Residual
Network. The motivation to explore gradient direction infor-
mation is that the gradient suppresses distortion by sharpening
edge information in the images [7, 8]. In the same way, it is
noted that the deep learning models have strong ability to
classify the images in complex situations. These aids have
motivated us to explore the deep learning approach for are-
canut disease identification in this work.

2 | RELATED WORK

Arecanut segmentation and classification is an existing prob-
lem that has been addressed by many researchers but if we
investigate the literature very few work targets for disease
identification can be observed. Therefore, we consider the
existing methods of segmentation and classification for
reviewing in this work. The YCR colour model is adopted by
Dhanesha et al. [2] for segmentation of arecanut bunches. The
method uses volumetric overlap error and dice similarity co-
efficient for assessing the similarity between the input image
and ground truth for segmenting bunches. The focus of this
method is segmenting bunches of arecanut but not arecanut
disease identification. Similar idea has been explored in the
later work where the same method is extended for the purpose

F I GURE 1 Sample arecanut images for disease identification and classification from healthy images
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of segmentation of bunches using the HSV colour model [3]. A
robotic plucking system has been developed by Gowda et al.
[9]. In this work, the robot is designed to cut the branches of
arecanut. The scope of the method is developing a system for
chopping the branches but not the method to identify the
disease. The system is not fully automatic for cutting the
branches as it requires human intervention to separate arecanut
branches from other branches in the tree. In totality one could
say that the segmentation methods use colour and similarity
measures for segmenting branches of arecanut from the tree.
But it is not clear what would be the input and how the
methods separate the branches of arecanut when there is a
partial occlusion and arecanuts are degraded due to diseases in
open environment. Therefore, these features cannot be used
for identification.

For classification, a few methods are presented in literature.
This shows that classification of different types of arecanut
images is at an elementary stage. Colour features and KNN
classifier are proposed by Siddesha et al. [10] for classification
of arecanut images. The method proposes the arrangement of
colour features and colour moments and uses histogram
operation for feature extraction. For classification, the feature
matrix is fed into a KNN classifier. This method works well for
the images that have good quality but not for the images with
degradations, poor quality, or colour bleeding caused by dis-
eases. The AlexNet architecture is adopted by Cai et al. [11] for
betel nut classification based on transfer learning. However,
since the method considers arecanut after removing the skin,
therefore, the shape of this nut is observed to be different from
the raw images. This method focuses only on peeled arecanut
images. In addition, the performance of the method heavily
depends on the number of samples and parameter tuning.
Suresha et al. [6] utilises texture features such as local binary
pattern‐based, Haar wavelet‐based, colour‐based GLCM and
texture‐based features for classification of diseased arecanut
images. The KNN classifier is used for classification and the
input is the feature matrix. The scope of the method is limited
to two‐class classification, and it requires peeled arecanut im-
ages but not unprocessed arecanut images considered in the
proposed work. Danti et al. [12] proposed a method for seg-
mentation and classification of arecanut images based on three
sigma control limits. This method also uses the combination of
colour and three sigma control limits for classification. The
upper and lower limits of the colour components are used to
segment the arecanut effectively. However, the method does
not consider the images affected by diseases. Puneetha and
Nethravathi [13] present a survey on arecanut disease identi-
fication using machine learning‐based methods. This method
discusses merits and demerits of different machine learning
based methods. However, the method does not discuss much
about concepts and techniques for disease identification.

In summary, most of the methods either focus on two class
classification or classification of peeled arecanut images. None
of the methods consider the classification of the images
affected by different diseases from healthy arecanut images.
Hence, classification of such images remains an unresolved and
open issue for the researchers. Thus, this work proposes a new

model for identifying the images affected by three types of
diseases by exploring multi‐gradient directional images and
ResNet. It is noted that convolving multi‐Sobel directional
kernels with the input images enhances fine details in the im-
ages irrespective of distortion caused by different diseases [7].
Therefore, we can expect that such fine details provide unique
edge representation for each disease class. Motivated by this
observation, the proposed method obtains four multi‐gradient
directional images for each input image of different classes. In
the same way, inspired by the special property of the CNN
model that has a very strong discriminating power [8], the
proposed method adapts ResNet for disease identification by
considering multi‐gradient directional images as input. The
main contribution of the proposed work is as follows. To
begin, to the best of our knowledge, this is the very first work
for three types of disease identification. Second, the combi-
nation of multi‐gradient directional information and ResNet
model is new compared to the state‐of‐the‐art methods.

3 | THE PROPOSED METHODOLOGY

In this work, we consider the four classes, namely, Healthy,
which contains arecanut images without any disease, Rrot,
which contains images affected by immature nuts with colour
bleeding, Split, which contains the images affected by cracks on
the images, and Rot‐Split, which contains the images affected
by both Rot and Split diseases for disease identification. It is
noted that images of each class have unique edge representation
because of the effect of different diseases. However, due to
disease effects, there are high chances of losing such a unique
edge pattern in the images. To restore those details in the im-
ages, the proposed work introduces multi‐gradient directional
images obtained by multi‐Sobel directional kernels. This is
because gradient in different direction helps us to enhance the
fine details by suppressing distortion effects [7, 14, 15]. To
extract such observations, we propose the combination of
ResNet as it has the ability to extract deep features for disease
identification [16]. Figure 2 shown is the block diagram of the
proposed method, which shows various steps for disease
identification. Before passing the multi‐gradient directional
images, the proposed method reduces the size of the input
image to a standard size and employs augmentation techniques
to increase the number of samples, thereby avoiding the causes
of overfitting and underfitting [17–19].

3.1 | Generating multi‐gradient directional
image (MGD)

The proposed method generates multi‐gradient directional
images from each input image by employing the multi‐Sobel
directional kernels shown in Figure 3. In order to deal with
the variations caused by different diseases, we propose to
determine automatic values for the kernels rather than using
fixed values. Equations (1) and (2) can be used to calculate the
value of S, which uses neighbor information for calculating
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kernel values automatically. It is shown in [7] that
multi‐gradient images can withstand variations of handwriting
for classification of gender using handwriting analysis. It has
motivated us to explore the same for generating multi‐gradient
directional images for enhancing fine details in the arecanut
images affected by different diseases. The Sum of Absolute
Difference (SAD) for eight neighbor pixels is defined in
Equation (2). This supports the investigation of variations in
image content. In Equation (1), the weight value Tscale is
determined dynamically. It is observed from the arecanut im-
ages shown in Figure 1 that the background appears homo-
geneous while the foreground (arecanut area) appears
heterogeneous compared to background due to distortion
caused by diseases and the rough texture surface of arecanut.
Based on this observation, to widen the gap between the
background and foreground, the proposed method defines the
hypothesis that if mean and median of the window is almost
same, the Tscale value is 0.1, which is close to zero. Otherwise,
the value of Tscale is 2, which enhances the pixel values in
the arecanut area. The values 0.1 and 2 are determined

experimentally by conducting experiments on samples chosen
randomly from our dataset. This enhancement process helps
for subsequent steps of Otsu threshold to separate the back-
ground and foreground accurately irrespective of distortion
caused by the disease. The advantage of obtaining multi‐
gradient directional images is that it gives rich information
about the content of the images in different directions.

S ¼
TscaleSlocal
Smax

ð1Þ

where, Slocal represents the Sum of Absolute Difference (SAD),
and Smax represents the maximum SAD value.

Slocal ¼ SAD¼
1
9

X1

K¼−1

X1

L¼−1
jFði; jÞ − Fðiþ K; j þ LÞj ð2Þ

where F(i, j) is the middle pixel 3 � 3 window in the grey
image.

Pre-processing: Image Resize, Image binarization, 
Multi gradient directions, Image Augmentation. 

DL Architecture -ResNet 
Model 
Weight 

Input Image Pre-processing ResNet 

Class Identification 

…….. ……………

F I GURE 2 Proposed architecture for
identification

F I GURE 3 Adaptive Multi‐Sobel kernels for
generating multi‐gradient directional images
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Before feature extraction for disease identification, the
proposed method extracts foreground information (arecanut)
from the input images using Otsu thresholding as shown in
Figure 4, where we can see the information of arecanut is
separated from the background information. For disease
identification, we need to extract the arecanut region from the
background rather than considering the whole image. If we use
the whole image for feature extraction, it can be represented as
classification but not disease identification [20–23]. In this way,
the disease identification is different from image classification.
The motivation to use Otsu thresholding is that the back-
ground information arecanut images are not complex and we
can expect a homogenous region. As a result, arecanut images
contain two kinds of regions, namely, the homogeneous region
for background and the heterogeneous region for foreground.
It is true that Otsu works well and fast for the image con-
taining two distinct pixel values. For the corresponding pixels
of foreground information, we extract gradient directional
information from the enhanced images given by multi‐gradient
directional Sobel masks.

Sometimes, the shadow of the arecanut may be included in
the results of the Otsu threshold. However, this may not affect
for the overall performance of the proposed method. This is
because the proposed method does not depend on the shape
of the arecanut for disease identification. Rather, the proposed
method extracts features from the content of the arecanut. In
addition, usually the pixels of shadow do not have high values

compared to the pixel values of arecanut, which may be almost
similar to background pixels. Therefore, the shadow pixels,
which are part of the arecanut area may not contribute for
disease identification and hence it does not affect the overall
performance of the proposed method.

3.2 | ResNet‐based model for disease
identification

After segmenting the arecanut area from background of the
images, the proposed method obtains gradient information
from the multi‐gradient directional images corresponding to
pixels of segmented arecanut area. This results in four gradient
images of foreground information. These four gradient images
are fed to ResNet for disease identification. The reason to
consider gradient values to feed to ResNet is that binary infor-
mation loses the vital information of each disease while gradient
information preserves the fine details of each disease. Therefore,
the multi‐gradient directional information extracted from the
enhanced images corresponding to foreground information is
the input for ResNet architecture for disease identification. The
details of the proposed ResNet [16, 24] is used for feature
extraction and disease identification in this work.

AlexNet and other basic CNN [8] deep learning architec-
tures employ deep neural network with more number of layers
in order to reduce error rates. With time, more layers have been

F I GURE 4 Foreground separation from background. Yellow colour indicates background and dark colour indicates foreground (arecanut)
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added by various researchers to improve the accuracy, but
gradually accuracy became saturated. The ResNet architecture
operates on even more number of layers. With this large
number of operative layers, the vanishing/exploding gradient
becomes a common problem which causes the gradient to
become zero or too high. Thus, the training and test error rate
also increase due to increase in the number of layers. In order
to solve the problem of the vanishing/exploding gradient, the
Residual Network has been introduced. ResNet uses skip‐
based connection network, which skips a few layers and con-
nects directly to the output layer. The technique following this
network is to learn the original mapping instead of using layers,
which allows the network to fit the residual mapping. So,
instead of say H(x), initial mapping, let the network fit,
F(x): = H(x) − x which gives H(x): = F(x) + x as shown in
Figure 5. The benefit of adding up this skip connection is that
if the performance of the architecture is reduced due to any
layers, then it will be skipped by regularisation. As a result, deep
neural networks can be trained without the issue of vanishing/
exploding gradients. The proposed network employs a 34‐layer
plain ResNet architecture as illustrated in Figure 6.

In Figure 6, the ResNet comprises one convolution and
pooling step followed by four layers of the same action. Each
one of the layers adhere to the similar pattern. They execute
3 � 3 convolution with a static feature map dimension of 64,
128, 256 and 512, respectively, avoiding the input at every two
convolutions. Furthermore, the width (W) and height (H) di-
mensions of the layer remain unchanged throughout. The
dimensional change in the input volume is indicated by dotted
lines. Note that in this layer reduction is achieved by increasing
the stride window from 1 to 2 at the first convolution of each
layer instead of using a pooling operation, which is nothing
more than down sampling. Dimension of the convolutional
kernels at each point in the structure and the output size at
every layer is also shown in Figure 6.

To demonstrate the effectiveness of the proposed archi-
tecture for classification of different diseased arecanut images,
we have provided activation maps with Grad Cam visualization
of layer‐1, layer‐3, layer‐5, layer‐13 and pre‐final layers for
sample images of four classes in Figure 7. The figure dem-
onstrates that as the training progresses, layer by layer, the
weights are updated and at the pre‐final layer it is accurately
focussed on the region of interest (dominant region in the
images which can distinguish different diseases) for an accurate
identification. This observation is same for all the four classes.
Therefore, we can infer from the activation maps of inter-
mediate layers on sample images of four classes that the pro-
posed method is capable of discriminating images affected by
different arecanut diseases. Thus, the proposed method is
robust to identify different diseases of arecanut images.

4 | EXPERIMENTAL RESULTS

At present the standard dataset is not available for arecanut
images for experimentation. As a result, we created our own
dataset, which contains images of various shapes, colour, and

degradations. In addition, our dataset includes arecanut of
different seasons and time. The process of creating the dataset
involves capturing the arecanuts images from the field in the
day light. Nighttime image capturing is not considered in this
work. After the acquisition of images, they are labelled into
corresponding four classes. The number of images chosen for
each is reported in Table 1, where we can see the number of
samples before and after augmentation. It is true that the deep
learning models require more samples for achieving better
results. In addition, it is stated in [25] that augmentation
techniques improve scene classification performance signifi-
cantly compared to the results of the baseline method. Since
the actual size of the dataset is not sufficient for training the
proposed model, we use the following standard augmentation
techniques, namely, rotation, flip, noise, shear, blur and
changing the brightness level using gamma function to increase
the number of samples for each class as reported in Table 1
after augmentation. The details of each augmentation tech-
nique is as follows: rotation takes place with rotation range of
40, width, height, zoom and shear range set as 0.2, horizontal
and vertical flips are set to be true with full mode set to

F I GURE 5 Skip connection of ResNet

Input Image 

7×7 Conv, 64 /2 

  

6 layers 

3×3 Conv, 64 /2 

  

8 layers 

3×3 Conv, 128 /2 

  

12 layers 

3×3 Conv, 256 /2 

  

6 layers 

3×3 Conv,512 /2 

fc 1000 

Output 56×56 

Output 28×28  

Output 14×14 

Output 7×7  

Output 112×112  

Output 1×1  

F I GURE 6 ResNet architecture for disease identification
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‘nearest’, Gaussian noise has been added with mean = 0,
var = 0.1 and sigma = var ** 0.5, for brightness, gamma value
is set to be 0.5 (darker) and 3.0 (brighter). The main objective
of increasing number of samples with the help of the above‐
mentioned different augmentation techniques is to avoid
overfitting such that performance of the proposed identifica-
tion method improves [25]. Since our dataset includes images
of any rotations, scaling, shapes for disease identification,
augmentation techniques, namely, geometrical trans-
formationand flipping are more effective to enhance the per-
formance of the proposed method. This is because these
techniques increase the number of samples affected by
geometrical transformation and flipping, which are common in
the case of our dataset. In total, the process provides 21,482
samples from augmentation and overall, 21,763 for experi-
ments. Since the augmentation techniques use original images
for generating more number of samples, the created dataset

does not lose the quality of the dataset for evaluating the
proposed and existing methods. The size of the input images is
changed to a common size of 224 � 224 dimensions for all the
tests to ensure consistency and to reduce the processing time.
Since the actual input image is not very large and does not
contain a complex background, converting the size of the input
images to 224 � 224 does not affect much the content of the
images and hence the overall performance of the proposed
method does not change much. At the same time, a simple
normalisation operation is carried out on the arecanut dataset.

To study the effectiveness of the proportion of the number
of training and testing samples for disease identification, we
consider different proportions as mentioned in Table 2, where
we use 60‐40, 70‐30 and 80‐20 of training and testing samples,
respectively. It is expected that the performance of the method
improves as the number of training samples increases.

For the purpose of implementation, TensorFlow (Version
2.8.0) deep learning environment is used for training and
testing on NVIDIA GeForce RTX 2080 Ti GPU. Before the
training of the network model, the parameters of ResNet are
loaded into TensorFlow. Weights are initialised by random
initialisation (0, 0.01). Batch Size is kept 256 for training. For
the proposed work, the learning rate starts from 0.1 and is
divided by 10 when the error plateaus, and the models are
trained for up to 60 � 100 iterations.

To demonstrate the robustness of the suggested model, we
use the following well‐known existing methods for compara-
tive study. This is because to the best of our knowledge, there
are not many methods developed recently for arecanut disease

F I GURE 7 Activation maps of intermediate layers of the proposed architecture for four classes

TABLE 1 The number of samples for learning the propsoed
architecure before and after augmentation

Class
Before augmentation After augmentation
Samples Samples

Healthy 192 12,124

Rot 29 3097

Split 32 3367

Rot‐split 28 2894
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identification. Therefore, the following methods are considered
as relevant existing methods for comparative study. Siddesha
et al. [10] proposes color features and KNN classifier for
classification of raw arecanut images. Suresh et al. [6] uses
texture features for classification of diseased peeled arecanut
images. Cai and Liu [11] propose transfer learning for classi-
fication of different types of betel nut images. The motivation
to choose the above‐mentioned methods for comparative
study is that Siddesha et al. also developed for raw arecanut
images classification, which is similar to the objective of the
proposed work. Cai and Liu, also work in the same line of betel
nut classification using deep learning that also matches with the
proposed method line of sight. In addition, to show that the
existing techniques are not satisfactory to identify the diseased
arecanut images, the methods are implemented to compare
with the proposed model.

We employ standard metrics [26] to evaluate the perfor-
mance of the proposed and current approaches, namely Recall
(R), Precision (P), and F‐measure (F), which can be defined in
Equations (3)–(5). We also use confusion matrix and average
classification rate (ACR), which is the mean of diagonal

elements of confusion matrix for measuring diseased image
identification.

P ¼
Tp

Tp þ Fp
ð3Þ

R¼
Tp

Tp þ Fn
ð4Þ

F − Measure¼
2PR
P þ R

ð5Þ

Here, Tp signifies the total number of correctly classified
images, Fp signifies the total number of the original images
mistakenly classified as others, and Fn is the total number of
images.

4.1 | Experiment on disease identification of
arecanut images

The quantitative results of the proposed method in terms of
confusion matrix and ACR for our dataset are reported in
Table 3. It is observed from Table 3 that as the number of
training samples increases, the performance of the proposed
disease identification improves in terms of ACR. This shows
that dividing data into the number of training and testing
samples plays a significant role in achieving better results. It
also indicates that when more samples are available for training
one can achieve better accuracy. Similar conclusions can be
drawn from the outcomes reported in Table 4, where we can
see the reported recall, precision, and F‐measure for each class
for various training and testing sample ratios. When we look at

TABLE 2 Dataset distribution for different training and testing
proportions (60:40; 70:30 and 80:20)

60‐40 70‐30 80‐20

Classes Training Testing Training Testing Training Testing

Healthy 7275 4849 8487 3637 9699 2425

Rot 1858 1239 2167 929 2477 619

Split 2021 1346 2356 1010 2693 674

Rot‐split 1736 1158 2026 368 2315 579

TABLE 3 Confusion matrix of proposed method for disease identification of arecanut images on different distribution of data

Ratio 60‐40 70‐30 80‐20

Classes Healthy Rot Split Rot‐split Healthy Rot Split Rot‐split Healthy Rot Split Rot‐split

Healthy 3675 484 436 303 3018 237 219 163 2134 236 180 125

Rot 82 887 127 143 27 743 33 120 17 538 26 37

Split 85 78 988 193 48 51 840 72 25 29 579 41

Rot‐split 27 159 98 874 35 68 52 213 10 35 31 503

ACR 75.7% 82.3% 86.8%

Abbreviation: ACR, average classification rate.

TABLE 4 Class‐Wise Precision, Recall, and F‐Measure for disease identification of arecanut images on different distribution of data

Ratio 60‐40 70‐30 80‐20

Classes Precision Recall F‐measure Precision Recall F‐measure Precision Recall F‐measure

Healthy 92.1 74.7 82.1 95.2 82.4 88.1 97.1 88.3 92.2

Rot 83.4 73.1 77.6 92.1 78.6 84.4 94.5 86.7 89.9

Split 82.1 73.7 77.2 91.4 80.4 85.6 95.6 85.3 89.8

Rot‐split 78.7 67.9 72.1 89.6 76.9 82.1 91.3 84.1 87.4
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F‐measure of each class, it increases as the ratio increases.
Overall, the proposed method achieves promising results for
three types of disease identification and healthy image classi-
fication. Sample images for successful and unsuccessful iden-
tification of diseases of the proposed method are shown in
Figure 8, where one can observe that sometimes, the extracted
features fail to identify the disease correctly. This demonstrates
that there is space for improvement in order to make the
proposed method more resilient.

To show effectiveness of the proposed method, we
conduct experiments by feeding input images directly to
ResNet without enhancement (MGD) for classification. The
results are reported in Table 5, where it can be noted that the
result of the proposed method is higher than the results of
ResNet with original images. Therefore, with this experiment,

one can infer that the enhancement images obtained by multi‐
gradient direction is significant to achieve improved results.

In Table 6 and Table 7, classification rate, recall, precision,
F‐measures and accuracy of the proposed and existing
methods are reported. For both the experiments, the proposed
method achieves the highest classification rate, recall, precision,
F‐measure and accuracy compared to the existing methods.
Siddesha et al. [10] (color features) report lowest results
compared to the proposed and other existing methods. The
main reason for this weak performance for our dataset is that
the method is not robust to handle the images affected by
diseases. Additionally, the method is developed for common
and healthy arecanut images but not diseased images. There-
fore, the features used in the method are sensitive to degra-
dations caused by different diseases. In similar context, Suresh

F I GURE 8 Examples of successful and unsuccessful diseased image identification

TABLE 5 Ablation study: confusion
Matrix to assess the contribution of ResNet
and the proposed method with 70‐30 ratio for
classification

Classes

Original image‐ResNet MGD images‐ResNet

Healthy Rot Split Rot‐split Healthy Rot Split Rot‐split

Healthy 2909 284 223 221 3018 237 219 163

Rot 35 733 65 96 27 743 33 120

Split 39 27 858 86 48 51 840 72

Rot‐split 26 52 45 246 35 68 52 213

ACR 80.7% 82.3%

Abbreviation: ACR, average classification rate.

TABLE 6 Comparison of the proposed
disease identification with existing methods in
terms of Recall, Precision and F‐Measures at
different ratio of training‐testing

S. No Methods

60‐40 70‐30 80‐20

P R F P R F p R F

1. Cai et al. [11] 68.1 58.9 62.3 74.3 68.3 71.3 78.9 71.3 75.4

2. Siddesha et al. [10] 70.3 52.1 65.2 75.6 58.8 65.2 77.9 60.3 68.8

3. Proposed method 84.1 72.3 77.2 92.1 79.5 85.1 94.6 86.1 89.8
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et al. [6] (LBP, HAAR, GLCM, GABOR, Texture features) and
Cai and Liu [11] (Transfer learning) methods are developed for
peeled arecanuts (after removing the skin of the nuts seeds) but
not for raw arecanut images. Therefore, the shape and pattern
of the content of the images are different from the raw are-
canut image considered in this work. The features and model
used in the methods [6, 11] may not work well for our dataset.
On the other hand, the combination of multi‐gradient direc-
tional image and ResNet deep learning model has strong
discriminative ability and hence the proposed model out-
performs the existing methods.

In this work, since we consider segmented arecanut from
the branches as input, one can expect a homogeneous back-
ground compared to foreground (arecanut). This is because the
scope of the proposed work is disease identification, which
requires segmented arecanut images. If the input image in-
cludes both arecanut and its branches, the input image can
have a complex background compared to the foreground. In
this case, the proposed background and foreground separation
steps using Otsu threshold may not work properly and hence
the performance of the proposed method may degrade. To
overcome this problem, the method should segment arecanut
area without binarisation using Otsu threshold, which is
another challenge and another direction of the research work.
But it is beyond the scope of the proposed work because the
focus of the present work is disease identification but not
segmentation of the arecanut area. This shows that there is
scope for improvement in the near future.

5 | CONCLUSION AND FUTURE WORK

In this work, we have proposed a new model for disease
identification of arecanuts. The problem of disease identifica-
tion is considered as a four class classification problem which
includes three types of diseases, namely, images Rot, Split, Rot‐
Split and one more class of healthy arecanut images. To
enhance the fine details in the images affected by different
diseases, the proposed model exploits multi‐gradient direc-
tional Sobel masks, which results in enhanced images. For
disease identification, the proposed model extracts foreground
information (arecanut) from the background using Otsu
thresholding. Next, the multi‐gradient directional information
is extracted from the enhanced images corresponding to
foreground information given by Otsu thresholding. The
multi‐gradient directional information of the foreground is fed
to the ResNet deep learning model for disease identification in
this work. The suggested method outperforms the existing
methods in terms of classification rate, recall, precision, and
F‐measure, according to experimental results. Since the scope
of the proposed work is limited to three types of disease, our

future target is to extend the same idea for more diseases.
Furthermore, the steps of Otsu threshold for binarisation will
be replaced with a new one to make the proposed method
robust for different disease classifications.

ACKNOWLEDGEMENT
There is no financial support for this research work.

CONFLICT OF INTEREST
No.

DATA AVAILABILITY STATEMENT
The data that support the findings of this study are available on
request from the corresponding author.

ORCID
Palaiahnakote Shivakumara https://orcid.org/0000-0001-
9026-4613

REFERENCES
1. Bhat, A.G.: Arecanut tree‐climbing and pesticide spraying robot us-

ing servo controlled nozzle. In: Proceedings of the GCAT, pp. 1–4
(2019)

2. Dhanesha, R., Naika, C.L.S., Kantharaj, Y.: Segmentation of arecanut
bunches using YCgCr color model. In: Proceedings of the ICAIT,
pp. 50–53 (2019)

3. Dhanesha, R., Naika, C.L.S.: Segmentation of arecanut bunches using
HSV color model. In: Proceedings of the ICEECCOT, pp. 37–41 (2018)

4. Manjunatha, M., Parkavi, A.: Estimation of arecanut yield in various
climatic zones of Karnataka using datamining technique: a survey. In:
Proceedings of the ICCTCT, pp. 1–4 (2018)

5. Swamy, H.M.M., et al.: Arecanut white gubsleucopholis species (Mel-
onthinae: scarabaeidae: Coleoptera) morphological, molecular identifi-
cation and phylogenetic. J. Asia Pac. Entomol. 22, 880–888 (2019)

6. Suresha, M., Danti, A., Narasimhamurthy, S.K.: Classification of diseased
arecanut based on texture features. Int. J. Comput. Appl. 1–6 (2014)

7. Navya, B.J., et al.: Adaptive multi‐gradient kernels for handwriting based
gender identification. In: Proceedings of the ICFHR, pp. 392–397 (2018)

8. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification
with deep convolutional neural networks. Commun. ACM. 60, 84–90
(2017)

9. Gowda, S.K., et al.: Pneumatic controlled smart arecanut plucking robot
with raspberry Pi. In: Proceedings of the ICCES, pp. 527–532 (2019)

10. Siddesha, S., Niranjan, S.K., Aradhya, V.M.: Color features and KNN in
classification of raw arecanut images. In: Proceedings of the ICGCIoT,
pp. 504–509 (2018)

11. Cai, H., Liu, S.: Betel nut classification method based on transfer learning.
In: Proceedings of the DDCLS, pp. 1039–1043 (2019)

12. Danti, A., Suresha.: Segmentation and classification of raw arecanut
based on three sigma control limits. Procedia Technol. 215–219 (2021)

13. Puneeth, B.R., Nethravathi, P.S.: A literature review of the detection and
categorization of various arecanut diseases using image processing and
machine learning approaches. Int. J. Appl. Eng. Manag. Lett. 5(2),
183–204 (2021)

14. Nandanwar, L., et al.: Mass features based on local gradient difference for
2D‐3D natural scene text image classification. In: Proceedings of the
ICPR, pp. 1112–1119 (2020)

TABLE 7 Comparison of the proposed disease identification with existing methods in terms of accuracy (70‐30 training testing ratio)

Methods Suresh et al. [6]

Cai et al. [11] Siddesha et al. [10]
Proposed
methodApproaches LBP Haar GLCM Gabor

Accuracy 70.3 72.8 72.1 68.6 77.3 65.9 88.1

MALLIKARJUNA ET AL. - 165

 24682322, 2022, 2, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cit2.12088 by T

est, W
iley O

nline L
ibrary on [19/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://orcid.org/0000-0001-9026-4613
https://orcid.org/0000-0001-9026-4613
https://orcid.org/0000-0001-9026-4613
https://orcid.org/0000-0001-9026-4613


15. Asadzadehkaljahi, M., et al.: A scene image classification technique for a
ubiquitous visual surveillance system. Multimed. Tool. Appl. 78,
5791–5818 (2019)

16. Mahajan, A., Chaudhary, S.: Categorical image classification based on
representation deep network (RESNET). In: Proceedings of the ICECA,
pp. 327–330 (2019)

17. Krishnani, D., et al.: A new context‐based feature for classification of
emotions in photographs. Multimed. Tool. Appl. 80, 15589–15618
(2021)

18. Nandanwar, L., et al.: Forged text detection in video, scene, and docu-
ment images. IET Image Process. 14, 4744–4755 (2021)

19. Nandanwar, L., et al.: Chebyshev‐Harmonic‐Fourier‐Moments and deep
CNNs for detecting forged handwriting. In: Proceedings of the ICPR,
pp. 6562–6569 (2020)

20. Zhen, W., et al.: Fourier‐residual for printer identification. In: Pro-
ceedings of the ICDAR, pp. 1114–1119 (2017)

21. Nandanwar, L., et al.: DCT‐phase statistics for forged IMEI number and
air ticket detection. Expert Syst. Appl. 164, 114014 (2021)

22. Shivakumara, P., et al.: A new RGB based fusion for forged IMEI
number detection in mobile images. In: Proceedings of the ICFHR,
pp. 386–391 (2018)

23. Yue, S., et al.: Rotation invariant angle‐density based features for ICE
image classification. Expert Syst. Appl. 162, 113744 (2020)

24. Wang, M., Gong, X.: Metastatic cancer image binary classification based
on ResNet model. In: Proceedings of the ICCT, pp. 1356–1359 (2020)

25. Shorten, C., Khoshgoftaar, T.M.: A survey on image data augmentation
for deep learning. J. Big Data. 1–48 (2019)

26. Powers, D.M.W.: Evaluation: From precision, recall and F‐measure to
ROC, in‐formedness, markedness & correlation. J. Mach. Learn. Technol.
37–63 (2011)

SUPPORTING INFORMATION
Additional supporting information can be found online in the
Supporting Information section at the end of this article.

How to cite this article: Mallikarjuna, S.B., et al.:
Multi–gradient–direction based deep learning model for
arecanut disease identification. CAAI Trans. Intell.
Technol. 7(2), 156–166 (2022). https://doi.org/10.
1049/cit2.12088

166 - MALLIKARJUNA ET AL.

 24682322, 2022, 2, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cit2.12088 by T

est, W
iley O

nline L
ibrary on [19/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1049/cit2.12088
https://doi.org/10.1049/cit2.12088

	Multi‐gradient‐direction based deep learning model for arecanut disease identification
	1 | INTRODUCTION
	1.1 | Rot disease
	1.2 | Split disease
	1.3 | Rot split disease

	2 | RELATED WORK
	3 | THE PROPOSED METHODOLOGY
	3.1 | Generating multi‐gradient directional image (MGD)
	3.2 | ResNet‐based model for disease identification

	4 | EXPERIMENTAL RESULTS
	4.1 | Experiment on disease identification of arecanut images

	5 | CONCLUSION AND FUTURE WORK
	ACKNOWLEDGEMENT
	CONFLICT OF INTEREST
	DATA AVAILABILITY STATEMENT


