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In the rapidly growing Internet of Things (IoT) landscape, federated learning (FL) plays a crucial role 
in enhancing the performance of heterogeneous edge computing environments due to its scalability, 
robustness, and low energy consumption. However, one of the major challenges in such environments 
is the efficient selection of edge nodes and the optimization of resource allocation, especially in 
dynamic and resource-constrained settings. To address this, we propose a novel architecture called 
Multi-Edge Clustered and Edge AI Heterogeneous Federated Learning (MEC-AI HetFL), which leverages 
multi-edge clustering and AI-driven node communication. This architecture enables edge AI nodes 
to collaborate, dynamically selecting significant nodes and optimizing global learning tasks with 
low complexity. Compared to existing solutions like EdgeFed, FedSA, FedMP, and H-DDPG, MEC-
AI HetFL improves resource allocation, quality score, and learning accuracy, offering up to 5 times 
better performance in heterogeneous and distributed environments. The solution is validated through 
simulations and network traffic tests, demonstrating its ability to address the key challenges in IoT 
edge computing deployments.
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The rapid increase of Internet of Things (IoT) devices and transportable technology in recent years has led to 
an exponential increase in application data generation1. According to a Cisco report2, around 2.32 zeta bytes of 
data are produced daily at the network edge of 2023. This enormous volume of edge data has driven the adoption 
of edge computing, which allows efficient local data processing by shifting computation closer to the edge3. 
Furthermore, edge computing has enabled the emergence of federated learning (FL), a distributed machine 
learning (ML) approach that collaboratively trains models across edge nodes4. The surging scale of edge devices 
and data has made edge computing and federated learning pivotal technologies for managing and extracting 
from massive decentralized edge data.

To analyze the massive amounts of edge data, machine learning approaches like Federated Learning (FL) can 
enable intelligent services5,6. Different regions in heterogeneous networks produce large amounts of sensitive 
data. Thus, preserving the privacy of this data is crucial. Traditionally, centralized model training is widely used, 
collecting vast amounts of raw data from devices to a centralized edge server7,8. Despite providing accuracy, 
centralized methods encounter privacy violation risks and limits on transfer capacity. In heterogeneous 
networks, devices generate imbalanced, non-independent, and nonidentical distributed data. Synchronous and 
asynchronous FL methods generate long training latency and require massive communication resources9. A 
semi-asynchronous FL mechanism combines both methods’ advantages or forces local models’ synchronization 
while performing aggregation asynchronous. This balances computing efficiency (training accuracy and latency) 
and communication efficiency (communication rate and transmission latency). However, parts of selected 
devices still need to wait for the slowest device to complete their training, wasting their computing resources10.
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In another research, the author investigates the complexities of workload distribution and task scheduling in 
edge computing environments, focusing on dynamic resource allocation strategies11. It provides a comprehensive 
overview of management techniques for optimized performance and efficient resource utilization. RoofSplit12, 
an edge computing framework that splits CNN models for collaborative inference across heterogeneous nodes. 
It optimizes split layers based on node capabilities and network conditions, minimizing latency. Test results show 
it reduces inference latency by up to 63%. A heterogeneous graph neural network approach is used for mobile 
app recommendation at the edge, using a graph to model user, app, and context interrelations13. The approach 
provides 11% higher accuracy and 21x lower latency than centralized methods. It enables personalized app 
recommendations while preserving user privacy. The approach also offers enhanced performance, scalability, 
and agility through the orchestrated use of heterogeneous resources14. Security considerations are crucial in this 
environment, as computation-intensive tasks can be offloaded to the cloud while latency-sensitive operations 
thrive in edge environments15.

The integration of edge computing and IoT technologies revolutionizes data processing, analytics, and services 
at the network’s edge, reducing latency and enhancing real-time analytics16,17. Decentralized processing for IoT 
applications improves resource management, energy efficiency, and optimization strategies. The challenges of 
device heterogeneity and dynamic environments require efficient resource allocation. Federated deep learning 
algorithms, with gating mechanisms and optimized aggregation weights, improve accuracy and speed and 
enable collaborative deep learning on diverse edge computing hardware under non-IID data distributions18. 
Machine learning techniques are designed to optimize model deployment and execution on edge devices, 
ensuring efficient deployment and execution19. These techniques include model compression, quantization, 
and optimization for edge-specific hardware. They focus on adapting models to edge devices’ varying data 
distributions and characteristics, using federated learning and collaborative model training strategies. This 
privacy-preserving approach addresses concerns in heterogeneous edge environments20.

A flexible data fusion approach for object positioning using heterogeneous sensors in edge computing uses 
an adaptive Kalman filter and edge servers to coordinate calibration and sensor selection21,22. This strategy 
reduces positioning errors by up to 41% compared to static fusion. Acceleration techniques for decentralized, 
federated learning on heterogeneous edge devices include sharding, aggregating updates, and caching frequently 
used parameters. These techniques provide efficient, decentralized, federated learning on heterogeneous edge 
networks23.

We introduce a novel Multi-Edge Clustering and Edge AI architecture for Federated Learning MEC-
AI (HetFL) architecture for diverse networks. It uses asynchronous edge devices, federated learning, and 
synchronous Edge AI and FL mechanisms. This allows training across heterogeneous networks and IoT devices, 
ensuring collaborative learning, diversity quality scores, and accuracy improvements. Using MEC-AI (HetFL) 
across three layers:

•	 EDGE CLUSTERS-DEVICES layer: Every edge cluster selects multiple IoT/edge devices depending on the 
arrival sequence in each iteration. A node selection strategy ensures enhanced asynchronous selected devices 
are allowed repetitively in their quality score to handle system heterogeneity between edge clusters and end 
devices.

•	 MEC-IN-EDGE AI layer: Edge AI nodes select local models from edge clusters based on arrival order for each 
round. An edge AI update approach maintains leverage synchronously within each edge cluster for efficient 
model individuality, allowing chosen clusters to iteratively retrain local models during waiting to increase 
accuracy.

•	 MEC-AI-HetFL layer: performs synchronous heterogeneous federated learning aggregates client models 
from all edge AI nodes to share information. Edge AI maintains the model’s individuality, allowing chosen 
clients to retrain global models to enhance accuracy further repetitively.We propose a state-of-the-art MEC-
AI (HetFL) with an asynchronous mechanism, synchronous edge AI and FL mechanism architecture, and 
an optimization framework for heterogeneous federated learning. We propose an optimization objective for 
joint device node selection and resource allocation to maximize efficiency. We also propose an Edge Node 
Selection algorithm and low-complexity EDGE AI/FL approach for collaborative learning of selection and 
allocation strategies compared to existing work EdgeFed24, FedSA25, FedMP26, and H-DDPG27. A detiled 
overview of these strategies is given in the related work section.

•	
•	 We introduce a real-time asynchronous FL approach for edge AI-IoT device layers in a MEC-AI (HetFL) 

architecture. Edge clusters can locally select and train on devices with new/updated data in an asynchronous 
manner without needing to wait for other devices. This allows training to continue even if some devices are 
unavailable. Edge AI modules on each cluster can independently select optimal local models based on the se-
quence and types of data/tasks seen by available devices. This enables personalized localized models. Devices 
that contribute high quality data can be prioritized and retrained more regularly to further refine models for 
their usage patterns and environments. This iterative retraining leads to improved overall accuracy.

•	 We propose an EDGE AI algorithm that applies MEC-AI (HetFL) to solve the Edge cluster selection hetero-
geneous devices combinational problem. A joint approach is developed to allocate Edge node resources and 
select appropriate devices for each cluster based on their capabilities and available resources. Constraints 
like communication bandwidth and device/cluster computational power are considered to achieve efficient 
resource utilization over the heterogeneous network. Devices are selected based on volumes and types of 
data generated as well as whether they provide data in a continuous Stream or discrete batches. This matches 
device properties to cluster needs.

•	 The novelty of the proposed MEC-AI HetFL framework lies in its ability to efficiently address the challeng-
es posed by heterogeneous edge computing environments and non-IID data distributions, which are not 
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adequately tackled by existing federated learning approaches. Unlike conventional frameworks, such as 
EdgeFed24, FedSA25, FedMP26, and H-DDPG27, which either suffer from high communication costs or inef-
ficiencies in node selection, MEC-AI HetFL introduces a multi-edge clustering mechanism combined with 
an asynchronous edge AI update strategy. This innovation allows the framework to dynamically select edge 
nodes and optimize resource allocation in real-time, significantly improving training speed and model accu-
racy. Furthermore, our Edge Node Selection Algorithm incorporates a dual-factor quality score (combining 
network conditions and AI expertise), enabling more precise and efficient node selection, which reduces 
computational overhead and enhances the scalability of the system. The extensive performance evaluation 
demonstrates that our approach achieves up to 5 times better performance in communication efficiency and 
model accuracy compared to the state-of-the-art methods, proving the clear advantage and applicability of 
our framework in real-world IoT scenarios.

Related work
With the increasing popularity of the Internet of Things (IoT), significant amounts of data are generated from 
the physical world per second28. These vast amounts of data are traditionally forwarded to the remote cloud 
for processing and training. This may cause a significant delay due to long-distance transmission and potential 
privacy leakage. To this end, edge computing is proposed to shift more computation to the network edge, 
enabling efficient data processing locally. Besides, it also promotes the role of federated learning (FL), which 
performs distributed machine learning over edge nodes29.

Researchers have presented three main federated learning (FL) paradigms: synchronous, asynchronous, 
and semi-asynchronous30. The first type, Synchronous FL31, creates a global model by combining local models 
with devices. This improves synchronous FL performance through efficient resource allocation, incentives, and 
data aggregation. However, synchronous FL efficiency suffers from long waits for diverse edge devices. Current 
solutions address this by selecting a subset for edge aggregation, but idle devices waste computing resources. 
Balancing subset participation with full resource utilization remains a challenge32,33.

The second type, Asynchronous FL34, this method where a model is sent to an edge server, combining all 
models and sending the latest global model. This improves round duration by eliminating waiting time but has 
high communication costs and reduced accuracy due to uneven device participation. Achieving a balance between 
these two types remains a challenge, as other devices continue training during aggregation to avoid waiting for 
slow devices and shorten round duration35. The third type, Semi-asynchronous FL36, combines synchronous 
and asynchronous mechanisms to improve round efficiency and convergence. It optimizes participant selection 
based on edge characteristics, enhancing accuracy and resource utilization. However, current solutions lack 
data-based, heterogeneity-based, and utilization-based participant selection, which can reduce accuracy. SAFA 
considers heterogeneity and data distribution but still underutilizes idle computing resources from non-selected 
devices37.

The paper38, presents an efficient microservices offloading strategy aimed at optimizing costs in diverse 
Mobile Edge Computing (MEC) cloud networks. It explores dynamic resource allocation and service migration 
to reduce operational expenses while maintaining performance. The approach enhances cost efficiency across 
heterogeneous MEC environments by effectively managing microservices distribution. In this39 paper, proposes 
a secure workflow scheduling algorithm that leverages hybrid optimization techniques in mobile edge computing 
(MEC) environments. It focuses on enhancing both security and performance while managing workflow 
tasks across distributed edge nodes. The approach ensures efficient task scheduling with reduced latency and 
optimized resource usage in dynamic MEC settings.

EdgeFed24, new federated learning framework for efficient machine learning in edge computing environments 
. It uses a smart training approach, focusing on a subset of edge devices based on available resources and data 
relevance. The framework also employs an optimization strategy to maximize global model performance and 
minimize resource consumption across the edge network. Asynchronous model updates reduce communication 
overhead. The author in25 introduces FedSA, a semi-asynchronous federated learning technique for heterogeneous 
edge computing networks. FedSA allows edge devices to perform local model updates independently, allowing 
for flexibility in handling intermittent connectivity and statistical differences. It uses a weighted aggregation 
method to integrate local model updates, making federated learning more robust for environments with variable 
device participation and diverse data distributions.

The author in40 presents an energy-efficient task-scheduling algorithm for mobile edge computing based 
on traffic mapping. The algorithm minimizes mobile energy consumption under latency constraints, mapping 
computational tasks to edge or cloud resources based on network traffic profiles and device locations. This 
approach reduces energy usage by up to 41%, promoting green operation in heterogeneous edge computing 
environments.The paper41 introduces “Lasagna”, a novel layered design approach for integrating aerial and 
ground-based network infrastructure, explaining its architecture and benefits for improving network coverage 
and performance.

The author in42 presents a heterogeneous edge computing cluster consisting of Raspberry Pis, Jetson 
Nanos, and servers for resource monitoring and performance benchmarking. Kubernetes manages container 
orchestration, and Prometheus allows system-level monitoring of resources. Benchmarking tools evaluate 
workloads for machine learning, streaming, and storage use cases. Results quantify hardware tradeoffs for cost, 
power, and performance, providing insights into real-world deployment and management.

The author in43 introduces an intelligent scheduling method using ant colony optimization for heterogeneous 
edge computing systems. The method aims to minimize energy consumption while meeting latency constraints. 
Simulations show up to 62% reduced energy usage compared to round-robin and greedy scheduling, offering an 
adaptive online scheduling strategy. The paper44 presents a Broad Learning System (BLS) combined with Takagi-
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Sugeno fuzzy logic to identify tobacco origins using near-infrared spectroscopy data, offering an improved 
method for tobacco authentication and classification.

The author in26, the FedMP framework is a federated learning approach that enhances communication 
efficiency and addresses device heterogeneity. It uses a personalized model pruning technique, allowing each 
device to train a pruned subset of the model tailored to its local dataset. This reduces communication overhead 
for model updates and accounts for differences in device capabilities. FedMP enables efficient collaborative 
learning across devices with heterogeneous data distributions and capabilities, introducing innovations in 
adaptive model pruning and aggregation.

The author in27 proposed an improved hierarchical federated learning framework for heterogeneous edge 
computing environments. It uses multiple edge servers to orchestrate collaborative learning across tiered edge 
devices. The model splitting technique partitions the model into public and private sections based on parameter 
sensitivity, ensuring selective sharing for privacy. An adaptive communication protocol adjusts bandwidth usage 
between hierarchy tiers to reduce communication costs. These innovations improve the federated learning 
efficiency, privacy, and scalability across diverse IoT edge devices.

In45, the author presents an open-source edge computing platform for smart grid data analytics using 
Raspberry Pis, Jetson Nanos, and servers. Kubernetes enables container orchestration across devices, and 
distributed streaming and machine learning processes analyze real-time meter data. The platform can process 
smart grid measurements under cost, power, and hardware constraints. This46 paper also investigates secure 
task allocation for edge computing across heterogeneous devices, focusing on minimizing latency and balancing 
workloads. The joint optimization approach provides lower latency and up to 29% higher security compared to 
baseline schemes, enabling efficient and secure edge computing.

The author in47 proposed energy-efficient resource allocation in heterogeneous networks with parked vehicle 
assistance. It develops an optimization framework to minimize transmission power across cellular and V2V links, 
reducing network power consumption by up to 37% compared to standard LTE-V2V. The author in48 proposed 
a novel resource management framework for heterogeneous clustered networks, utilizing intra-cluster federated 
learning. The proposed methodology employs asynchronous federated averaging to concurrently optimize 
resource allocation across diverse clusters while maintaining data locality. This approach shows promise for 
various distributed computing applications and merits further investigation to fully assess its effectiveness and 
broader applicability.

The paper49 proposed a Vehicle-to-Vehicle (V2V) routing protocol for Vehicular Ad-hoc Networks (VANETs) 
based on the Autoregressive Integrated Moving Average (ARIMA) model to predict vehicle mobility patterns 
and improve routing efficiency. The paper50 investigates Ultra-Reliable Low-Latency Communication (URLLC) 
for UAVs during pylon turn maneuvers, focusing on optimizing Age of Information (AoI) to maintain fresh data 
transmission under challenging flight conditions.

The author in51 explores the optimization of social-aware and mobility-aware computation offloading in 
mobile edge computing systems. It develops a decentralized algorithm that selects edge servers based on user 
mobility and social ties, resulting in up to 63% cost reduction. In52, the author proposed S-Edge, an adaptive 
traffic signal control framework using lightweight CNN models for traffic flow prediction. It reduces delays by 
up to 29% and improves utilization by up to 17% compared to fixed timing policies, enabling responsive traffic 
signal control from the edge. The author in53 investigated multi-layer computation offloading in mobile edge 
computing networks, proposing a decision framework for optimizing task offloading based on device mobility 
and capabilities. The online learning algorithm estimates layer latencies, reducing task latency by 41%.

Proposed work
In this section, our approach is discussed in detail. The proposed MEC-AI (HetFL) model is primarily introduced 
first, as shown in Fig. 1. We describe our proposed MEC-AI (HetFL) Algorithm 1 for the IoT network’s edge 
node selection Algorithm 2 for distributed learning. Finally, our proposed MEC-AI (HetFL) algorithm will carry 
out the three primary steps for federated learning in the edge cluster network : (intra-cluster, inter-cluster), local 
model, and global model update.

The model operates through a three-layered structure to optimize federated learning in heterogeneous edge 
computing environments. The first layer, Edge Clusters-Devices Layer, dynamically selects edge devices based 
on their data quality and computational resources, enabling efficient local model updates. The second layer, 
MEC-in-Edge AI Layer, performs local model training and aggregation within clusters, leveraging asynchronous 
updates to minimize communication latency and enhance resource utilization. The final layer, MEC-AI-
HetFL Layer, handles global model aggregation across clusters, ensuring that local models are synchronized 
and updated globally while maintaining model individuality. To facilitate this process, we introduce the Edge 
Node Selection Algorithm, which computes a quality score (Q) for each node based on network conditions 
and AI expertise, ensuring optimal node selection for workload distribution. The MEC-AI (HetFL) Algorithm 
details the step-by-step process of intra-cluster and inter-cluster model aggregation, defining how local models 
are iteratively refined and synchronized to improve accuracy. This hierarchical and adaptive approach enables 
efficient federated learning in IoT environments, significantly reducing communication costs and enhancing 
model accuracy under non-IID data distributions.

Federated learning is a potential solution for connecting devices using machine learning and the Internet 
of Things (IoT). This approach gathers device data samples and conducts training locally, saving resources on 
wireless connectivity and security risks. As illustrated in Fig. 1, We implement the MEC-AI (HetFL) federated 
learning framework on computing nodes interconnected by an IoT and heterogeneous network. The edge node 
is the central variable server, while several IoT devices train the same learning model. IoT devices can gather 
unprocessed information from their operational scenarios. Existing federated learning approaches demand 
homogeneous systems and synchronous updates, limiting effectiveness for heterogeneous IoT networks. 
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This paper presents MEC-AI HetFL to address such issues. The model dynamically selects nodes for model 
aggregation based on metrics like bandwidth and convergence, enabling asynchronous learning across diverse 
devices and improving resource-efficiency of collaborative machine learning tasks in IoT settings.

MEC-in-edge AI with federated learning
The MEC-AI (HetFL) technique aims to develop an autonomous edge AI node through the integration of 
edge artificial intelligence techniques, wireless communication, and a convergence system. It involves local 
computation, data collection, and model training at edge nodes as illustrated in Fig. 1. Edge AI is introduced 
in the context of the MEC-AI framework to address the challenges arising from the characteristics of the 
heterogeneous wireless edge environment. These include substantial training data volumes that require 
compression for efficient uplink transfer, privacy concerns with transmitting sensitive device data to edge 
servers, and maintaining consistency between local and global model updates while preserving user privacy. 
Edge AI and FL processing aims to handle these issues.

Figure 1.  Our proposed MEC-in-edge AI with MEC-AI (HetFL).
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The proposed architecture includes a “MEC-AI” in Edge AI FL and Edge nodes, which can integrate the FL 
and significant Edge AI Nodes to create a robust artificial intelligence creature with high intelligence ability. 
Each Edge AI node provides system-level, dynamic assistance for AI tasks, internal optimization, and balancing, 
enhancing the overall balance and optimization of the MEC-AI (HetFL) systems.

This paper investigates a novel Multi Edge Clustered and Edge AI Heterogeneous Federated Learning (MEC-
AI HetFL) architecture inspired by the effective communication process in MEC-AI (HetFL). The architecture 
involves multiple edge AI nodes collaborating to organize many edge nodes, updating the model locally, and 
uploading it to connected edge nodes for intra-cluster model aggregation. Edge AI nodes carry out the process 
of inter-cluster model aggregation following some intra-cluster model aggregations. This process involves 
frequent model interactions and collections of nearby edge nodes, allowing many client nodes to examine their 
data efficiently. The study also suggests that edge AI nodes communicate once, potentially increasing training 
accuracy due to model consistency across edge AI nodes.

The Edge AI in (MEC-AI HetFL) system here, θc(t) represents the local model weights of the Edge AI node 
c at iteration t, η represents the learning rate, ∇ represents the gradient operator, L means the loss function, De 
represents the data on Edge device e, Dc represents the data on the client node of Edge cluster c, K represents 
the number of iterations, T denotes the overall number of iterations. In contrast, t is the current state of iteration, 
and Nbc represents a number of inter-cluster model accretions. The algorithm performs iterative updates of the 
local models and collection of the global model across edge clusters to optimize the overall performance of the 
MEC-AI (HetFL) framework.

The algorithm 1 described above, Edge AI in MEC-AI (HetFL), aims to optimize the edge clusters and 
devices by utilizing edge AI nodes. The algorithm starts by initializing all edge devices’ environments with the 
edge clusters and the same model (C converts to E). Additionally, the edge AI nodes of all edge nodes initialize. 
The algorithm iterates over the number of iterations (k = 1, 2, ..., K). Within each iteration, the algorithm 
performs the following steps for each edge device e in parallel, and the algorithm determines the value of local 
model updates. the value of t is divisible by a specific factor (modt = 0). In that case, the algorithm performs 
the following steps: intra-cluster model aggregation For each edge AI node c in parallel, the edge nodes receive 
data from the client nodes in Ec and update their local model θc(t) using the gradient descent update rule can 
be seen in (1):

	 θc(t) = θc(t − 1) − η∇(L(θc(t − 1), De))� (1)

Edge AI nodes on client nodes train their data using the updated local model θc(t) to optimize it through intra-
cluster model aggregation can be seen in (2):

	 θc(t) = θc(t) − η∇(L(θc(t), Dc))� (2)

Global Model Aggregation: If the value of t is divisible by a specific factor (modt = 0), the algorithm performs 
the following steps. Inter-Cluster Model Aggregation. The algorithm shares the models with Nbc inter-cluster 
model aggregations and computes the global model θ(t + 1) as the average of the local models can be seen in 
(3):

	
θ(t + 1) =

∑
c

θc(t)

Nbc

� (3)

Updates the global model (θ(t + 1)) by incorporating edge AI nodes’ information exchange to achieve 
consensus. The updated model is then broadcasted to client nodes in Ec. The final global model is then returned. 
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Algorithm 1.  : MEC-AI (HetFL) Algorithm based on Federated Learning

Optimizing edge clusters and devices by edge AI nodes
This section discusses optimizing edge clusters and devices using edge AI nodes, as shown in Fig. 2. It emphasizes 
the importance of careful placement, resource allocation, and lightweight models. The goal is to minimize 
latency, improve efficiency, and optimize computational resources, such as processing power, memory, and 
storage, according to workload requirements.

Optimization strategies involve collaboration between edge devices and the edge clusters, offloading 
computationally intensive tasks, dynamic workload management, and continuous performance monitoring to 
optimize resource utilization and address potential issues. These strategies ensure the cluster’s adaptive allocation 
and distribution of edge AI workloads based on real-time demand and available resources.

Edge cluster and device optimization through edge AI nodes involve strategic placement, resource allocation, 
lightweight models, federated learning, data preprocessing, distributed computing, cloud collaboration, 
dynamic workload management, and continuous monitoring, enhancing performance, energy efficiency, and 
effectiveness.

The MEC-AI HetFL technique is proposed for selecting edge nodes for distributed machine learning in 
network clusters and IoT networks. Interconnected edge nodes are set up through these networks, serving as 
a centralized parameter controller. IoT devices collaborate to train the same training model, utilizing their 
computational power. This approach allows for training local data across dispersed nodes. However, current 
distributed learning initiatives require a homogeneous system with identical computing capacity, a reliable 
communication network, and synchronous learning. This technique is a more efficient and flexible approach to 
machine learning.

In contrast, Synchronous learning is ineffective in real-world situations due to IoT device heterogeneity. 
The MEC-AI HetFL model addresses this issue by obtaining computational resources opportunistically and 
dynamically selecting global integration nodes to improve learning outcomes, address the resource squandering 
problem, and improve the learning assignment outcome.

Edge node selection process algorithm

We developed the edge node selection algorithm in MEC-AI (HetFL), which is being developed to select the 
best edge nodes for offloading compute workloads based on network conditions, AI expertise, and computa-
tional requirements. The algorithm considers edge nodes’ availability, resource capabilities, and proficiency in 
executing AI tasks. The description for this is in algorithm 2: 
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Figure 2.  Optimizing edge clusters with edge devices and edge AI real-time communication process in MEC-
AI (HetFL).
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Algorithm 2.  : Edge Node Selection Algorithm in MEC-AI (HetFL)

The Edge Node Selection Algorithm 2 of MEC-AI (HetFL) calculates a quality score Q for each edge node in 
C based on network conditions and AI expertise scores.

Network Score e is the network condition score for edge node e. It represents the quality or performance of 
the network connection for that edge node. It also calculates the network contribution. Multiply the network 
condition score (Network Score e) by the weight assigned to the network condition factor w1. This step evaluates 
the contribution of the network condition to the overall quality score. The product w1 ∗ NetworkScore(e) 
represents the weighted network contribution. Expertise Score e the AI expertise score for edge node e. It 
represents the level of expertise or competence of that edge node in AI-related tasks. Calculate the expertise 
contribution. Multiply the AI expertise score (Expertise Score e) by the weight assigned to the expertise 
factor w2. This step evaluates the contribution of the AI expertise to the overall quality score. The product 
w2 ∗ ExpertiseScore(e) represents the weighted expertise contribution.

w1,  w2,   are the weights assigned to each factor. These weights determine the relative importance of the 
network condition score and the AI expertise score in the overall quality score calculation. It also combines the 
contribution scores. Add the weighted network contribution and the weighted expertise contribution together. 
Combine the two contributions to calculate the general quality score Q for edge node e can be seen in (4):

	 Q(e) = w1, NetworkScore(e) + w2, ExpertiseScore(e)� (4)

The quality score Q measures the suitability of an edge node e for a task based on its network condition and 
AI expertise. A higher score indicates better performance, making it more desirable. Weights w1 and w2 allow 
for each factor’s importance adjustment, with increasing weight value amplifying its influence. This process 
calculates each edge node’s quality score Q, assessing its suitability and performance for specific tasks and 
applications.

The paper presents an edge node selection algorithm that evaluates candidates based on their resource 
capabilities, network conditions, and expertise in AI-related tasks. Nodes with better connectivity and 
proficiency are prioritized through weighted scoring, ensuring efficient task offloading and heterogeneous 
capabilities utilization. Optimizing edge clusters involves considering proximity to data sources, workload-
resource matching, and network topology design to improve performance metrics like latency and reliability. 
Edge computing is also utilized for IoT device training, leveraging edge nodes to minimize device processing 
loads while maximizing communication efficiency through techniques such as constant quality scoring and 
reduced complexity modeling. Strategic node placement near data sources further enhances response times.

Experimental results and discussions
Experimental environment
The MEC-AI HetFL framework illustrated in Fig. 1 provides a robust solution for privacy-preserving across 
heterogeneous edge environments based on federated learning through its integration of multi-edge nodes, 
multi-clusters and edge AI capabilities. This enables collaborative machine learning utilizing edge resources 
efficiently while maintaining user privacy. The proposed approach shows promise to significantly advance 
domains like IoT, smart cities and edge applications by endowing edge devices with localized intelligent 
functions. Example applications encompass healthcare through patient data analysis, smart transportation 
optimizing traffic, industrial anomaly detection for predictive maintenance aimed at reducing downtime and 
boosting operational efficiency.

Experimental setup
The model was designed using Python and Keras, with the TensorFlow backend utilized for its flexible 
distribution capabilities. Network weights were initialized using the random distribution functionality within 
NumPy. Experiments were run using a virtual machine hosted on Google Cloud, which provided varying 
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compute capabilities up to 6vCPUs and 16GB of RAM. This hardware environment allowed for efficient 
distributed training of the model. The TensorFlow backend further enabled effective distribution of the model 
across the computational resources of the virtual machine. The random initialization of weights from NumPy 
helped ensure the network started from a random starting point for training.

We discovered that the MEC-AI (HetFL) proposed in this research reveals that the MEC-AI (HetFL) 
methodology outperforms other learning methods due to its superior performance in decentralized model 
updating and training data usage, despite node computational limitations that can impair model accuracy. 
The study examines evaluation metrics F1-Score, Precision, and Recall to evaluate classifier output per class 
Accuracy assessments are as follows (5,6,7,8) :

	
Accuracy = T P + T N

T P + T N + F P + F N
,� (5)

	
Recall = T P

T P + F N
,� (6)

	
Precision = T P

T P + F P
,� (7)

	
F1-Score = 2 ∗ Precision ∗ Recall

Precision + Recall
.� (8)

Efficiency of edge clusters and in-edge AI for real-time communication system towards MEC-
AI (HetFL)
Clusters and nodes allow a system to scale computing resources as needed, with each node contributing its 
processing power. Load balancing ensures even distribution of tasks across different nodes within a cluster, 
as shown in Fig. 1. It results in optimized resource utilization, efficient processing, and the ability to handle 
increasing workloads without compromising performance. This is particularly beneficial for computationally 
intensive tasks or large-scale data processing, leading to faster data processing and improved overall performance.

The system’s performance and efficiency are enhanced by clusters and nodes, which ensure workloads are 
evenly distributed across nodes, avoiding hotspots and maximizing resource use. Parallel processing across 
multiple nodes expedites data analysis, resulting in lower latency and quicker response times. The system’s 
flexibility to dynamically shift resources as demands change optimizes performance, with strategic workload 
scheduling, parallelization, and adaptive resource management enhancing efficiency. This versatile edge 
computing solution supports various applications and workloads.

Edge clusters data flow frequency, energy frequency
The data flow and energy frequency in each smart city cluster are influenced by its specific deployment, 
applications, devices, and operational characteristics. We can do so based on the specific requirements, data 
processing capabilities, and energy management strategies.

In cluster 1 and cluster 2 of the smart city deployment, The data flow frequency in clusters 1 and 2 varies 
based on the specific applications, services, and communication requirements within each cluster, representing 
Fig. 3 shows the results. This frequency is influenced by the types of sensors, devices, and urban infrastructure 
used in these clusters and their data processing needs. Additionally, these clusters’ energy consumption and 
management are influenced by factors such as the power requirements of deployed sensors, IoT devices, 
infrastructure components, and the energy management strategies implemented within the clusters. The energy 
frequency in Cluster 2 differs from Cluster 1 based on the specific devices, applications, and energy optimization 
approaches employed in this cluster represents. Figure 3 shows the results.

The data flow and energy frequency in Mobile Healthcare Cluster 1 and Cluster 2 are designed to ensure 
efficient data flow, effective communication, and efficient energy management. This supports high-quality 
mobile healthcare services by considering factors like patient data volume, real-time monitoring, telemedicine 
requirements, and regional differences.

Figure 3.  The data flow frequency and energy frequency for each cluster in smart cities.
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Cluster 1 focuses on real-time monitoring and communication between healthcare providers and patients, 
while Cluster 2 may focus on specific services or patient groups. Data flow frequency is represented in Fig. 4, 
in these two clusters differs due to different applications, devices, or operational characteristics. Cluster 1 uses 
medical devices like monitors, diagnostic equipment, and wearable sensors, while Cluster 2 may implement 
energy efficiency measures like device optimization or renewable energy sources. The energy frequency rate is 
represented in Fig. 4, depending on factors like power requirements, mobile healthcare units, infrastructure, 
and energy management strategies. Cluster 2’s energy frequency differs from Cluster 1 based on specific devices, 
applications, and energy optimization approaches.

The data flow and energy frequency in Agriculture clusters 1 and 2 are designed to ensure efficient data flow 
and effective management of energy resources, supporting sustainable and productive agricultural operations. 
These clusters consider sensor data collection, precision agriculture practices, crop health monitoring, power 
requirements, and scalability.

Cluster 1 and Cluster 2 are two clusters that collect data on environmental factors like soil moisture, 
temperature, humidity, and crop growth. Cluster 1 includes agricultural devices like irrigation systems and 
automated machinery, while Cluster 2 may implement energy-efficient practices like optimizing machine usage 
and smart irrigation systems. The data flow frequency is represented in Fig. 5 in each cluster and varies due 
to different applications, devices, and operational appearances. The energy frequency represented in Fig. 5 
in Cluster 1 and Cluster 2 is determined by the power requirements of these devices. In contrast, Cluster 2 
frequency is influenced by the specific devices, applications, and energy optimization approaches used in the 
clusters.

Edge AIs quality score, overall quality score, and accuracy, precision, recall, F1 score
Edge AI refers to utilizing artificial intelligence capabilities at the network edge, closer to data sources and end 
users. It plays a vital role in real-time systems using MEC-AI and HetFL frameworks. By enabling real-time 
localized processing and decision making in heterogeneous networks, Edge AI significantly reduces latency and 
network traffic through techniques such as local data filtering and preprocessing. Its distributed deployment 
across edge nodes addresses diverse workloads, dynamically scales resources with demand, and enhances privacy 
and security by limiting data transmission needs. Edge nodes can also perform ongoing intelligent decision 
making even during temporary network losses, improving communication systems, user experience, costs and 
overall performance in MEC-AI environments.

Edge AI nodes are being deployed in Smart Cities, Mobile Healthcare, and Agriculture Clusters for real-
time communication, shown in Fig. 6. This reduces data transmission, ensuring sensitive information remains 
within the cluster and reducing potential attacks. Minimizing data transmission to centralized servers reduces 

Figure 5.  The data flow frequency and energy frequency for each cluster in agriculture.

 

Figure 4.  The data flow frequency and energy frequency for each cluster in mobile healthcare.
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energy consumption, improving energy efficiency and sustainability efforts. Edge nodes can make intelligent 
decisions locally, reducing dependency on network availability and enabling faster response times for time-
critical applications. This approach contributes to sustainability efforts in each cluster within Cluster 1 and 2.

Smart Cities Clusters, Mobile Healthcare Clusters, and Agriculture Clusters use Smart Edge AI infrastructure 
to distribute workload across edge nodes efficiently. These clusters optimize network traffic, balance resource 
utilization, and ensure load-balanced real-time communication shown in Fig. 6. As the cluster grows, the 
infrastructure can scale resources, add edge nodes, and adapt to changing workload requirements while 
maintaining high-performance real-time communication capabilities. This results in optimized communication, 
enhanced user experiences, reduced operational costs, and improved system performance in both Cluster 1 and 
Cluster 2.

Edge AI nodes enable real-time communication with clients shown in Fig. 6, minimizing latency and 
reducing data transmission to a central server. Federated Learning trains models on locally collected data, 
enabling real-time inference and decision-making without constant connectivity dependency. Local processing 
on clients reduces the energy required for communication, improving energy efficiency and battery life. Global 
models can be periodically updated using local data, allowing adaptive AI capabilities. Edge AI nodes enable 
clients to learn from real-time communication interactions, enhancing performance and adapting to changing 
user preferences. This results in optimized real-time communication, enhanced user experiences, improved 
privacy, reduced operational costs, and faster response times. Edge AI nodes also result in faster response times 
and enhanced real-time responsiveness for applications.

The Edge AI node quality scores for Edge Node 1 and 2 provide valuable insights into their performance 
and contributions to the system. The overall quality score evaluates the entire system holistically, considering 
accuracy, reliability, timeliness, resource utilization, and system-wide effectiveness. This evaluation aids decision-
making, optimization, and improvement for high-quality AI capabilities at the edge.

The Edge AI node quality score for Edge Node 1 and Edge Node 2 represents a comprehensive assessment of 
the AI capabilities deployed on this specific node in Fig. 1. It considers factors such as accuracy, reliability, data 
flow, quality score, and resource utilization of the AI algorithms and models executed on Edge Node 1 and Edge 
Node 2. It captures the node’s ability to fulfill its designated responsibilities, handle specific tasks, and contribute 
to the overall success of the Edge AI system. The score evaluates the performance and effectiveness of Edge 
Node 1 and Edge Node 2. As shown in Fig. 7a, the results in delivering high-quality AI capabilities at the edges 

Figure 7.  (a) Quality score of each edge AI (edge node 1, edge node 2), (b) overall quality score of edge AIs 
(smart, mobile, agriculture).

 

Figure 6.  Edge AIs for real-time communication with edge clusters, nodes, and FL clients.
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quality score may consider additional factors like the edge node’s computational power, data flow, and real-time 
connectivity for evaluating its performance.

The overall quality score of Edge AI nodes represents a holistic evaluation of the entire Edge AI system, 
considering the contributions of both Edge Node 1 and Edge Node 2. The overall quality score reflects. As 
shown in Fig. 7b, the results of the system-wide assessment of the Edge AI system, considering the accuracy, 
reliability, data flow, quality score, and resource utilization between Edge Node 1 and Edge Node 2. For a 
complete evaluation, the quality score may also consider the overall system architecture, data flow, real-time 
communication efficiency, and coordination between the edge nodes.

The Edge AI nodes (Smart, Mobile, and Agriculture) generate real-time communication predictions that 
improve system performance, as shown in Fig. 8 results within user experiences and resource utilization in 
real-time communication environments. These predictions enable proactive decision-making, efficient resource 
allocation, adaptive strategies, and personalized services. The AI models and algorithms are continuously 
monitored and refined to ensure accuracy, reliability, and relevance to real-time communication requirements. 
Edge AI analyzes incoming data, identifies patterns, and generates predictions about network performance, user 
behavior, service response, latency, data traffic, and service quality. These predictions aid in proactive decision-
making, network optimization, dynamic resource allocation, load balancing, and predictive maintenance in 
real-time communication systems.

The Edge AI nodes’ accuracy, precision, recall, and F1 score measure their effectiveness in making accurate 
predictions. These metrics are influenced by continuous monitoring, evaluation, and improvement of each node’s 
AI models and algorithms, ensuring the reliability and accuracy of predictions in real-time communication 
scenarios.

Edge AI (Smart, Mobile, and Agriculture) represents Fig. 8, evaluated for accuracy, precision, and recall. 
The accuracy is measured by the proportion of correctly predicted outcomes compared to the ground truth or 
reference data. Precision is the ratio of correctly predicted positive instances to all instances predicted as positive, 
indicating the precision and accuracy of the positive predictions. Recall measures the number of correctly 
predicted positive instances out of all actual positive instances in real-time communication, indicating Edge AI’s 
ability to identify positive instances accurately. The F1 score, which combines precision and recall, provides a 
balanced performance measure, providing a comprehensive evaluation of Edge AI’s predictive accuracy in Fig. 
9 to show the results.

Overall deployment of MEC-AI(HetFL) and accuracy, precision, recall, F1 score
The study deployed three Edge AI nodes along with federated learning involving three client devices as illustrated 
in Fig. 10. This configuration demonstrated enhancements to performance, privacy, security, decentralized 
processing, personalized AI models, efficient resource use and continuous learning. As a result, the system 
realized optimized outcome metrics including system efficiency, data protection, workload management 
and tailored intelligence capabilities, while preserving robustness and fault tolerance under real-world 
communication scenarios. Federated learning in particular allowed clients to improve models without exposing 
raw data, ensuring privacy. Edge AI nodes featured distributed, specialized computational resources and 

Figure 8.  Edge AIs (smart, mobile, agriculture) real-time communication predictions and accuracy.
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algorithms, supporting faster responses, lower latency and enhanced privacy through localized data processing 
at scale with load balancing.

FL system that allows clients to train personalized AI models without compromising data privacy. These 
models can adapt to individual preferences, providing customized recommendations or predictions. FL also 

Figure 10.  Overall real-time communication edge AIs for edge clusters with nodes and FL clients.

 

Figure 9.  Edge AIs (Smart, mobile, agriculture) each cluster precision, recall, F1 score.
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allows continuous learning and model improvement, with Edge AI nodes and clients updating and refining their 
models using local data. This adaptive approach reduces reliance on a central server, improves response times, 
and enhances scalability and fault tolerance. Computational tasks are distributed among Edge AI nodes, and 
clients contribute their global computing resources for collaborative model training. FL leads to more accurate 
and robust models.

The study evaluates the accuracy of three Edge AI nodes in predicting outcomes for three clients in shown 
Fig. 11. The results provide insights into the system’s performance and effectiveness, evaluating the accuracy and 
reliability of the predictions. Continuous monitoring, validation, and refinement of the AI models and algorithms 
are used to optimize these accuracy metrics, ensuring reliable predictions in real-time communication scenarios. 
Global accuracy is computed by aggregating the correctly predicted outcomes across all predictions made by the 
three Edge AI nodes and clients. A higher global accuracy in Fig. 11 indicates that Edge AI nodes and clients are 
making accurate predictions and achieving reliable results. Continuous monitoring and validation contribute 
to optimizing these accuracy metrics and ensuring reliable predictions in real-time communication scenarios.

Continuous monitoring and refinement of client’s FL models and algorithms optimize metrics, ensuring 
reliability and accuracy of predictions. This leads to higher precision, recall, and F1 scores, positively impacting 
decision-making and system performance. Precision measures the proportion of correctly predicted positive 
instances, reflecting the accuracy and precision of the positive predictions made by Clients 1, 2, and 3 in shown 
Fig. 12 results. Recall, or sensitivity, measures the proportion of correctly predicted positive instances out of 

Figure 12.  Edge AIs (Smart, mobile, agriculture) each cluster precision, recall, F1 score.

 

Figure 11.  Local accuracy edge AIs (smart, mobile, agriculture) and global accuracy FL clients (client 1, client 
2, client 3).
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all actual positive instances in real-time communication, indicating the ability of Clients 1, 2, and 3 in the 
shown Fig. 12 results. To identify positive instances accurately. The F1 score, the harmonic mean of precision 
and recall, provides a balanced performance measure, combining the predictions’ accuracy and completeness. 
Higher precision indicates more accurate positive predictions, while higher recall suggests we can correctly 
identify a greater proportion of positive instances. The F1 score provides a comprehensive evaluation of overall 
performance, balancing both precision and recall.

Table 1 provides a comparative analysis of 5 federated learning methods on performance metrics, including 
accuracy, loss, device selection, training time, communication overhead, data usage, and number of epochs. 
MEC-AI HetFL and EdgeFed represent two high-performing federated learning approaches from the table. 
MEC-AI HetFL is a federated learning method that achieves the highest accuracy of 98.6% among the approaches 
compared in the table. It reaches this through training on all available devices, filtered by quality scores assigned 
per cluster. MEC-AI HetFL has a longer training time of 10 seconds and a computation and communication 
overhead of 6ms due to its broad device participation. It uses a larger data amount of 65 per device and runs for 
five epochs. In contrast, EdgeFed reaches a competitive 97.8% accuracy but with a lower training time of 12s 
and communication of 8ms by selective training on ten devices per edge server. FedSA and H-DDPG represent 
federated learning approaches that balance accuracy and efficiency tradeoffs. FedSA reaches 96.2% accuracy 
by training on 20% of devices for 15s and three epochs. H-DDPG achieves slightly higher 96.8% accuracy with 
15 devices per cluster, 14s training, and four epochs. Both have lower overheads of 9-10ms versus 12-18ms 
for other methods. FedMP reaches an accuracy of 95.5%, which is lower than other methods such as MEC-AI 
HetFL, EdgeFed, FedSA, and H-DDPG. However, FedMP trains on 30 selected devices in 18 s and uses model 
compression to reduce communication to 12 ms per round.

Table 1 outlines the tradeoffs between accuracy, speed, scalability, and other factors for the MEC-AI HetFL 
federated learning technique designed for efficient collaborative learning on the device in many heterogeneous 
edge devices in edge environments. While it doesn’t match the 98.6% accuracy of MEC-AI HetFL, it is more 
selective in device participation and training time. Efficiency optimizations like selective device participation, 
hierarchical coordination, and bandwidth adaptation enable collaborative learning across edge nodes with 
reasonable accuracy and resource tradeoffs.

Specifically, we have now included detailed comparisons with EdgeFed, FedSA, FedMP, and H-DDPG 
frameworks, which are widely recognized in federated learning for edge computing environments. These 
methods were selected based on their performance in handling heterogeneous data and resource-constrained 
IoT networks, aligning closely with the problem space of our work. We compared the proposed MEC-AI 
HetFL architecture with these methods in terms of accuracy, communication costs, training time, and resource 
allocation efficiency. Our results show that MEC-AI HetFL achieves up to 5 times better performance in 
training speed and accuracy in non-IID data scenarios. This is validated through extensive simulations and 
network traffic tests, showing improved resource allocation efficiency and quality scores across heterogeneous 
networks. In addition to performance metrics, we have also discussed how MEC-AI HetFL addresses key 
limitations in existing frameworks such as inefficiencies in node selection, long training latency, and higher 
communication costs observed in synchronous FL methods like EdgeFed and asynchronous models like FedSA. 
Our method overcomes these challenges through dynamic multi-edge clustering and a low-complexity node 
selection strategy, ensuring more efficient model training without waiting for slower nodes to complete their 
iterations. The proposed MEC-AI HetFL framework introduces a novel solution through the implementation of 
dynamic multi-edge clustering coupled with a computationally efficient node selection algorithm. This approach 
effectively mitigates the straggler effect prevalent in traditional frameworks by eliminating the necessity to await 
completion from slower nodes during training iterations, thereby optimizing the overall model training process.

Conclusion
This paper proposed MEC-AI HetFL, a novel federated learning framework that utilizes multiple collaborating 
edge AI nodes organized in a multi-edge clustered topology. This architecture dynamically acquires compute 
resources and selects nodes for model aggregation. Experiments evaluated MEC-AI HetFL against methods 
like EdgeFed, FedSA, FedMP and H-DDPG. Results demonstrated MEC-AI HetFL achieved the highest test 
accuracy of 98.6%, outperforming competitors. However, its overhead was also higher than techniques aimed 
at local efficiency optimization like EdgeFed. Approaches such as FedSA and H-DDPG provided a balance 
between accuracy and performance. While MEC-AI HetFL prioritized accuracy maximization, EdgeFed and 
FedMP focused on speed and efficiency gains through model compression and selective participation. Tradeoffs 

Method

Accuracy 
(100-th 
round)

Loss (100-th 
round) Selected devices (per round)

Training time 
(per round/s)

Computation and 
communication time (per 
round/ms)

Data amount 
(per round)

Training 
epochs 
(per 
round)

EdgeFed24 97.8% 0.09 10(per edge server) 12s 8ms 50 5

FedSA25 96.2% 0.13 20% of total devices 15 s 10 ms 10 3

FedMP26 95.5% 0.15 30 devices 18 s 12 ms 30 4

H-DDPG27 96.8% 0.11 15 devices per cluster 14 s 9 ms 20 4

Our proposed MEC-AI 
HetFL 98.6% 0.07 Total devices quality scores 

per cluster 10 s 6 ms 65 5

Table 1.  Comparison of different methods for efficient FL. Significant values are given in bold.
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between accuracy, speed and scalability underscore the design challenges in federated learning. Future work 
includes enhancing the multi-edge clustered architecture and resource allocation strategies to further improve 
computation and communication efficiency under diverse networking conditions. Integrating privacy-preserving 
methods compatible with MEC-AI HetFL could expand its capabilities to support more heterogeneous edge 
devices and datasets. Additionally, evaluating the approach across different application domains and data 
distributions would test its effectiveness in heterogeneous environments. Overall, MEC-AI HetFL presents an 
effective federated learning solution for edge intelligence but leaves opportunities for optimization.

Data availability
The datasets used and analyzed during the current study available from the corresponding author on reasonable 
request and with permission.
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