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A B S T R A C T

Oil palm tree detection and classification from coconut and banana trees is vital for increasing the production of 
oil palm businesses globally, particularly in Malaysia. Since oil palm, coconut, and banana trees share common 
characteristics such as tree shape and structure, classification is challenging. Further, this work considers images 
captured by drones, which adds complexity to the classification problem. Unlike most existing methods that 
primarily detect oil palm trees, the proposed work aims to detect and classify multiple tree types. Inspired by the 
success of the Segment Anything Model (SAM), a generalized model for object segmentation, we adapted SAM for 
detecting and localizing oil palm, coconut, and banana trees in drone images. Similarly, motivated by the effi-
ciency and effective feature extraction of EfficientNetB3, we integrated it for the classification task. The proposed 
model combines SAM for detection and EfficientNetB3 for classification in an end-to-end architecture. To 
evaluate its performance, we conducted experiments on a dataset collected from a Malaysian drone services 
company, featuring frames captured across diverse locations. Results demonstrate that the proposed method 
significantly outperforms state-of-the-art approaches. For detection, the proposed SAM achieves F1-scores of 97 
%, 89 %, and 91 % for oil palm, coconut, and banana trees, respectively. For classification, the proposed model 
achieves F1 scores of 92 %, 88 %, and 91 % for oil palm, coconut, and banana trees, respectively. The results 
show that the proposed method is superior to the existing methods.

1. Introduction

According to the Malaysian Palm Oil Council [1], in 2020, Malaysia 
held a significant position in the global palm oil industry, contributing 
substantially to both production and exports, with shares of 25.8 % and 
34.3 %, respectively. After Indonesia, Malaysia has become the 
second-largest producer of oil palm in the world. In 2021, Malaysia’s oil 
palm plantations covered a total area of 5.74 million hectares (Mha), 
yielding an approximate production of 18.12 million tonnes (Mt) of 
palm oil [2]. Ranked as Malaysia’s fourth-largest industrial crop, coco-
nut follows oil palm, rubber, and rice. Under favorable conditions, 
including a suitable climate, sufficient rainfall, and a conducive envi-
ronment, coconut trees can readily produce fruit [3]. According to the 
Ministry of Agriculture and Food Industries [4], as of 2020, the area of 
coconut plantations in Peninsular Malaysia was 55,573.1 hectares (ha), 
producing 451,693.1 metric tonnes (t) of coconuts. Meanwhile, in 
Sabah, Sarawak, and Labuan, coconut plantations cover 29,368.9 

hectares (ha), yielding a total production of 109,291.3 metric tonnes (t).
Similarly, bananas have been recognized as a key fruit for export 

markets [5]. According to statistics from the Ministry of Agriculture and 
Food Industries [6] for 2018, the planted area of banana trees in Johor 
was 8304 hectares (ha), yielding 116,966 metric tonnes (t). Pahang 
ranked second with 4975 hectares (ha), producing 62,421 metric tonnes 
(t). Another state, Sabah, has banana plantations covering 3602 hectares 
(ha), producing 43,835 metric tonnes (t) of bananas. It is noted that 
Malaysia’s banana exports amounted to USD 12.6 million in 2021, 
positioning the country as the 51st largest exporter of bananas globally. 
In the same year, bananas ranked as the 582nd most exported product 
from Malaysia [7]. For visualization, the statistics of different tree types 
in terms of area and production are represented in Fig. 1. In summary, 
the above discussion suggests that there is high demand for improving 
the production of the three mentioned crops. However, meeting the 
current demand is challenging due to unforeseen causes, including 
multiple diseases and unpredictable changes in nature. To alleviate this 
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problem, it is necessary to identify healthy and unhealthy trees, which in 
turn requires the detection and classification of oil palm, coconut, and 
banana trees to determine the reasons for declining production.

Models have been developed in the past for detecting oil palm trees 
and counting them from drone images [8–10]. However, these models 
are limited to detection and counting and do not include classification. 
The complexity of detection and classification increases, especially 
when trees of similar species coexist within the same plantation area. 
Additionally, the inherent visual similarities shared by these trees, when 
observed from an aerial view, make the problem of detection and clas-
sification even more complex and challenging. This is evident from the 
sample images presented in Fig. 2 and Fig. 3, where one can see crowded 
oil palm trees, coconut trees, and mixed tree species, and where the 
state-of-the-art method [8] fails to detect all the trees in all three images 
properly. Although the existing method [8] was developed for palm tree 
counting in remotely sensed images, it does not perform well with the 
images shown in Fig. 2. On the other hand, the proposed model performs 
better than the existing method as shown in Fig. 3. When detection fails, 
it automatically affects classification performance. Thus, one can 
conclude that the detection and classification of oil palm, coconut, and 
banana trees remain an open challenge.

Hence, this work proposes a new unified model that integrates a 
model called the Segment Anything Model (SAM) for detection and 
EfficientNetB3 for classification. The motivation for exploring SAM is 
that this model has strong generalization ability and was developed 
using an advanced language model for segmenting different objects, 
animals, and people [11]. This work adapts the existing SAM to detect 
trees regardless of type. Similarly, EfficientNet is an efficient model for 
effective feature extraction [12], and we adapt EfficientNetB3 for clas-
sification. Overall, the proposed work intelligently fuses both models to 
achieve the best results for detection and classification. The contribu-
tions are threefold: (i) Exploring the well-known segmentation model 
(SAM) for detecting oil palm, coconut, and banana trees; (ii) Deploying 
EfficientNetB3 in a novel way for the classification of oil palm, coconut, 
and banana trees; (iii) The way the proposed work fuses these models 
into an end-to-end solution for successful classification.

2. Related work

As mentioned in the previous section, there are not many methods 
for classification of trees. Therefore, we review the related methods of 
tree counting and detection and classification.

Fig. 1. Statistics for coconut and banana plantations in terms of total area and production in 2020 and 2018 respectively.

Fig. 2. Detecting trees by the existing method [8].

Fig. 3. Detecting trees irrespective of different types by the proposed method.
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In 2018, the research [13] focused on the creation and evaluation of 
an automated algorithm utilizing deep learning principles to construct 
an inventory of individual oil-palm trees. The methodology involves the 
integration of outcomes from two separate convolutional neural net-
works (CNNs) for achieving the best results. However, the key limitation 
is its reliance on orthomosaics derived from RGB imagery collected by 
UAVs with a pixel spacing of 10–20 cm/pixel. This limitation may affect 
the generalizability. The method [14] introduced an interesting appli-
cation of deep learning in individual palm tree inventory using 
high-resolution remote sensing imagery. The research advocates for the 

implementation of the RetinaNet, a cutting-edge deep learning detection 
method to establish a model capable of classifying and pinpointing palm 
trees within the study area through RGB imagery. However, the method 
is fine tuned on particular dataset to improve the performance. The 
authors [8] focus on the automatic detection and counting of oil palm 
trees using Microsoft Bing Maps Very High Resolution (VHR) satellite 
imagery and Unmanned Aerial Vehicle (UAV) image data. This data is 
processed through a combination of semi-automatic image processing 
and deep learning techniques. However, the primary limitation of this 
method is the need for extensive manual data labeling.

Fig. 4. End-to-End Proposed model for classification of palm, coconut and banana trees.

Fig. 5. The proposed SAM architeture for detecting trees.
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The authors [15] conducted a study utilizing high-resolution satellite 
images to identify oil palm trees across a substantial area in Malaysia. 
The authors gathered 20,000 sample coordinates, dividing them 
randomly into 17,000 for training and 3000 for validation. Employing a 
two-stage convolutional neural network (TS-CNN), the method incor-
porated a region proposal network and a land-cover classification 
network based on the AlexNet architecture. The method works well for 
simple images but not images containing crowded trees. In 2020, the 
researchers [16] developed deep learning techniques, specifically the 
Faster RCNN approach, for detecting oil palm trees from UAV images. İt 
is noted that the peformance of the method depends on a large amount 
of labelled data. The authors [17] proposed a combination of image 
processing techniques and deep learning algorithms to detect and count 
banana plants in a farm. However, the limitation of this method is that it 
only focuses on detecting and counting banana plants. According to the 
work [18], used a deep learning-based system for automated palm tree 
detection and geolocation from UAV images. The models used Faster 
R-CNN, YOLOv3, YOLOv4, and EfficientDet for tree detection. The study 
[19] explores the use of deep learning techniques, specifically employ-
ing Masked Region-based Convolutional Neural Networks (Mask 
R-CNN) with ResNet50 and ResNet101 architectures, for the identifi-
cation and segmentation of coconut trees in aerial imagery. The 
approach requires high-resolution aerial imagery, which may not be 
available in all areas.

In summary, it is noted from the review that most methods focused 
detection but not classification. In addition, none of the methods aimed 
at developing single model for detection and classification of three 
different types of trees, namely, oil palm, coconut and banana trees. 
Therefore, this work aims to develop a model for detection and 
classification.

3. Proposed methodology

As discussed in the previous section, the classification of oil palm, 
coconut, and banana trees is challenging. To reduce the complexity of 
classification, the proposed work detects tree regions irrespective of tree 
types by excluding the background information. The detection step is 
based on the observation that oil palm, coconut, and banana trees share 
common characteristics, namely shape and structure. Therefore, to 
detect the trees irrespective of type, we adapt the Segment Anything 
Model (SAM) in this work, which outputs the tree regions. Although the 
structure of oil palm, coconut, and banana trees is almost the same, the 
leaves and branches of the crowns of each tree type differ. This obser-
vation motivated us to explore EfficientNetB3 for classification by 
feeding the output of detection as input. The steps of the proposed work 
are shown in Fig. 4, where one can see an end-to-end model for detection 
and classification.

3.1. Segment Anything Model (SAM) for localizing trees regions

SAM is a promptable segmentation model developed by the FAIR 
team at Meta AI [11], as shown in Fig. 5. It demonstrates the steps of 
SAM for detecting trees. The localization prompts (e.g., bounding boxes) 
are encoded and projected into the embedding space as visual features. 
The bounding boxes help specify the regions within the image where 
trees are located, enabling the model to focus on these specific areas for 
further processing. Given the bounding boxes, SAM localizes the tree 
regions from the background. This localization is crucial as it simplifies 
the image by removing irrelevant details and focusing on the tree crown 
structures. The mask decoder is responsible for generating localization 
masks based on the encoded features and localization prompts. It con-
sists of several lightweight convolutional layers and a mask decoder 
head. The final output is a set of localization masks for the objects of 
interest, such as coconut, banana, and palm trees, based on the provided 
prompts. This localization process forms the foundation for subsequent 
classification, enabling the extraction of meaningful features unique to 
each tree species.

3.2. Classification of palm, coconut and banana trees

The localized tree regions provided by the step presented in the 
previous section serve as input for classification. As mentioned in the 
proposed methodology section, the arrangement of leaves and branches 
in the crowns of oil palm, coconut, and banana trees is unique. This 
observation leads to the proposal of EfficientNetB3 for classification. In 
the process of developing a classification model, the proposed deep 
learning algorithm is Google’s EfficientNet as shown in Fig. 6.

Google EfficientNet is a noteworthy family of convolutional neural 
network (CNN) models specifically designed to excel in image classifi-
cation tasks by achieving a harmonious balance between accuracy and 
efficiency. EfficientNets introduce a novel scaling approach through a 
compound coefficient, which uniformly scales all dimensions of depth, 
width, and resolution [12]. EfficientNets are built upon a baseline 
network, which is a mobile-sized CNN model called MobileNet. This 
baseline network serves as the starting point for scaling. EfficientNets 
use MBConv [12] as the building block for their convolutional layers. 
This work involves transfer learning using a pre-trained EfficientNetB3 
model, originally trained on the ImageNet benchmark dataset.

To use EfficientNetB3 for tree classification with segmented images 
obtained from the Segment Anything Model (SAM), it is necessary to 
preprocess the localized tree images to match the input size of the 
chosen EfficientNetB3 model. To reduce the spatial dimensions of the 
feature maps to a single vector, a GlobalMaxPooling2D layer is added on 
top of the EfficientNetB3 backbone, which can then be fed into the 
subsequent fully connected layers. After the GlobalMaxPooling2D layer, 

Fig. 6. The general architecture of EfficientNetB3 consists of 7 blocks, each containing a variable number of modules.
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a Dropout layer with a probability of 0.2 is added to the network to 
enhance the model’s generalization ability. The final Dense layer, with 3 
units (for palm, coconut, and banana), produces logits for each class. The 
Softmax activation function converts these logits into probabilities, 
allowing the model to classify the input localized tree image into one of 
the three tree classes. The effectiveness of the proposed EfficientNetB3 is 
illustrated in Fig. 7, where the model classifies the tree correctly.

4. Experimental results

For experimentation, we constructed our own dataset with the 
assistance of a drone services company. To evaluate the performance of 
the proposed method, we conducted an ablation study, along with 
detection and classification experiments. To demonstrate the effective-
ness of the proposed method and its superiority over state-of-the-art 
techniques, we implemented ViT and MobileNet V2 for classification 
and YOLOv3 for detection in a comparative study. ViT utilizes a 
transformer-based architecture, treating image patches as tokens to 
effectively capture long-range dependencies and global features. In 
contrast, MobileNet V2 [21] is a lightweight convolutional neural 

Fig. 7. Classification of palm, coconut, and banana trees of the proposed method.

Fig. 8. Sample images of different trees of our dataset. (a) crowded palm trees, (b) Sparsely distributed coconut treees, (c) Overlapped banana trees and (d) Mixed of 
palm, coconut and banana trees.

Table 1 
Implementation Details of ViT.

Hyperparameters Values

Input image size (224, 224, 3)
Patch size 16
Number of channels 3
Embedding dimension 768
Number of encoder layers 12
Number of attention heads 12
Hidden size (MLP dimension) 3072
Dropout rate 0.1
Output layer activation function Softmax
Epochs 30
Batch size 5
Optimizer Adam
Initial learning rate 0.001
Loss function Cross-entropy

Table 2 
Implementation details of the Proposed EfficientNetB3.

Hyperparameters Values

Input shape (224, 224, 3)
Dropout rate 0.2
Output layer activation function Softmax
Epochs 30
Batch size 4
Optimizer RMSprop
Initial learning rate 2 × 10^− 5

Learning rate decay factor 0.9
Loss function Categorical cross-entropy
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network (CNN) designed for mobile and embedded devices. It employs 
depthwise separable convolutions and an inverted residual structure, 
striking a balance between efficiency and performance. For the detec-
tion task, we employed an object-based deep learning method with 
YOLOv3 [8], which is known for its real-time object detection capabil-
ities. YOLOv3 uses a single neural network to predict bounding boxes 
and class probabilities, making it efficient for detecting and localizing 
objects in images.

4.1. Dataset and evaluation

Sample images captured by drones are shown in Fig. 8, where it can 
be seen that each sample has its complexities in detecting trees and 
classification. The first image shown in Fig.8(a) represents crowded oil 
palm trees, which are dense so it is not so easy to separate trees. The 
second image shown in Fig. 8(b) contains coconut trees which are all 
scattered with other plants as a background. The third image in Fig. 8(c)
shows the banana tree with the house and other objects as background. 
The fourth image in Fig. 8(d) includes oil palm, coconut, and banana 
trees with complex backgrounds. Overall, the collected data represent 
all possible cases of real situations in Malaysia. In addition, external 
factors such as open environment, day and evening make the dataset 
more complex.

Since the data is collected from the company for experimentation, 

the details of the drone and the payload are not available to the public. 
This is part of the agreement and copyright between our work and the 
company. In general, as per our knowledge, the standard drone with a 
standard configuration is used for capturing videos. The videos are 
captured at different times of the day.

The data collection occurred in the afternoon, within the timeframe 
of 10AM to 6PM. The dataset is carefully curated to include a diverse 
representation of banana, coconut, and palm trees in different lighting 
conditions and environmental settings. It encompasses both natural 
habitats and agricultural plantations to reflect real-world scenarios 
accurately. Recognizing the importance of a balanced dataset for 
effective classification, a deliberate data augmentation strategy was 
implemented to augment the available images and achieve a more 
equitable distribution among the tree species. The augmented dataset 
for each species was expanded to 450 images. The training set for each 
species comprised 315 images, while the validation set included 135 
images, and 25 original images were reserved as testing set, ensuring 
sufficient data for training, validation, and testing for the classification 
model. The dataset sourced from the drone services company forms a 
critical foundation for the successful implementation and validation of 
our localization and classification methodologies for banana, coconut, 
and palm trees classification.

For measuring the performance of the proposed method, we use 
standard metrics as defined in Eqs. (1)-(4). For trees localization and 

Table 3 
Validating the performance of different variants of the Google EfficientNet in terms of classification.

Architectures Palm tree Coconut tree Banana tree

P R F Accuracy P R F Accuracy P R F Accuracy

B0 0.84 0.80 0.84 0.88 0.76 0.741 0.76 0.84 0.83 0.80 0.81 0.88
B1 0.84 0.86 0.85 0.90 0.79 0.81 0.81 0.86 0.84 0.82 0.83 0.89
B2 0.88 0.92 0.90 0.93 0.85 0.84 0.85 0.89 0.87 0.84 0.85 0.90
B3 0.889 0.96 0.92 0.94 0.87 0.89 0.88 0.92 0.95 0.88 0.91 0.94

Fig. 9. Detecting trees irrespective of types and background complexities by the proposed method.
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classification, Accuracy (1), Recall (2), Precision (3) and F-Score (4) are 
used. 

Accuracy =
TP + TN

TP + TN + FP + FN
(1) 

Precision =
TP

TP + FP
(2) 

Recall =
TP

TP + FN
(3) 

F1 − Score = 2 ∗
(Precision ∗ Recall)
(Precision + Recalll)

(4) 

To demonstrate the superiority of the proposed method over state-of- 
the-art approaches, we implemented the method from [8], which was 
designed for counting oil palm trees in remote sensing images, to 

compare its detection performance with the proposed method. Since the 
method [8] uses deep learning for oil palm tree counting as the proposed 
work, it is relevant to compare it with the proposed method to show that 
the scope is limited to oil palm tree counting. For classification, we 
implemented the ViT [20] as it is popular like Efficient for visual feature 
extraction and the method [21] which was developed for tree species 
classification. The approach [21] uses the MobileNetwork for classifi-
cation and it can classify different trees. This is the reason to choose the 
method for comparing with the proposed method. The implementation 
details of the existing ViT and the proposed EfficientNetB3 are presented 
in Table 1 and Table 2, respectively. These details can be used for 
reprodudcibiltiy of the propsoed method for classfication.

4.2. Ablation study

In the proposed methodology section, the work uses the 

Fig. 10. Detecting trees irrespective of types and background complexities trees by the existing method.

Table 4 
Detection performance of the proposed and existing methods.

Methods Palm tree Coconut tree Banana tree

P R F P R F P R F

Proposed SAM 0.98 0.97 0.97 ​ 0.89 0.88 0.89 0.92 0.92 0.91
Putra et al. [8] 0.90 0.95 0.93 ​ 0.75 0.77 0.76 0.78 0.82 0.80

Table 5 
Classification performance of the proposed and existing models.

Methods Palm tree Coconut tree Banana tree

P R F Acc P R F Acc P R F Acc

Proposed Method 0.88 0.96 0.92 0.94 0.87 0.89 0.88 0.92 0.95 0.88 0.91 0.94
ViT 0.91 0.92 0.92 0.94 0.83 0.84 0.83 0.89 0.87 0.88 0.87 0.92
Carvalho et al. [21] 0.85 0.90 0.87 0.92 0.83 0.84 0.83 0.82 0.82 0.85 0.83 0.88
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EfficientNetB3 variant to classify oil palm, coconut, and banana trees. 
However, it is noted that there are other variants of an EfficientNet, 
namely, B0, B1, and B2. To show the effectiveness of B3, we conducted 
experiments on our dataset for B0, B1, and B2 and calculated the mea-
sures for all three categories of trees in Table 3. It is observed from 
Table 3 that the B3 is the best for all three categories in terms of all the 
measures. This shows that the B3 is better than B0, B1, and B2. It is also 
true that B2 is better than B1 while B1 is better than B0. Therefore, as the 
EfficientNet model advances, the model’s performance improves. 
Hence, we can conclude that B3 is effective compared to B0, B1, and B2 
for the classification of oil palm, coconut, and banana trees.

4.3. Experiments on detection and localization

Qualitative results for detection of tree irrespective of types and 
categories are shown in Fig. 9(a)-(d), where it is noted that the proposed 
SAM works well for all the adverse situations. This shows that the 
adapting SAM is capable of achieving the best detection performance. In 
the same way, when we look at the results of the existing method [8] for 
the same images as shown in Fig. 10(a)-(d), the existing method does not 
perform well compared to the proposed model as it misses trees in all the 
images.

The key reason is that since the scope of the method is limited to oil 
palm tree detection and counting, it detects oil palm and coconut trees, 
but it fails completely to detect banana trees. This indicates that the 
existing method [8] is not robust to different types of trees and it lacks 
generalization ability compared to the proposed method. On the other 
hand, the way the proposed work adapts the SAM makes a huge dif-
ference for multiple types of trees in different situations.

The quantitative results of both the proposed and existing methods, 
as presented in Table 4, lead to the same conclusions. In Table 4, the 
detection results exhibit outstanding performance across all three tree 
types compared to the existing method [8]. The model shows high 
precision, recall, and F1-scores, indicating its robust capability in 
accurately detecting these tree types. These results underscore the 
model’s overall effectiveness, particularly excelling with palm trees 
while maintaining high accuracy for banana and coconut trees, making 
it a highly reliable for detection tasks. When we analyse the performance 
of the proposed method on all the three types of trees, the results are 

Fig. 11. Comparison of classification performance by different methods across various metrics.

Fig. 12. Confusion matrix for the proposed method.

Fig. 13. Training loss vs epochs comparison accros methods.

Fig. 14. Validation loss vs epochs comparison accross methods.
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almost consistent. This shows that the proposed model is stable and 
reliable. In the case of existing method [8], the results are not consistent 
and hence the method is not reliable.

4.4. Experimental on classification

The performance of the proposed method, ViT, and the existing 
methods across all three categories is presented in Table 5 and Fig. 11. It 
shows that the proposed method outperforms all other methods across 
all three categories in terms of all measures, except for the classification 
of oil palm trees, where the ViT method performs better. Therefore, one 
can argue that the proposed model is superior to the state-of-the-art 
method for classification of oil palm, coconut, and banana trees. The 
same conclusions can be drawn from Fig. 11. In addition, the confusion 
matrix shown in Fig. 12 shows the proposed method is consistent and 
stable for classification of each class. Since the Vision Transformer is also 
good at extracting visual features like the proposed EfficientNetB3, it 
performs better for oil palm tree classification, but it does not perform 
well for the other two categories. The reason is that trees do not provide 
many visual features; rather, they provide more texture features. Addi-
tionally, the oil palm tree provides a rich texture pattern compared to 
coconut and banana trees. So, the ViT scores the best results for oil palm 
trees compared to the other two trees.

However, when we consider the overall performance of the proposed 
method on all three categories, our method is the best. On the other 
hand, the existing method [21], based on MobileNetV2, is primarily 
designed for computational efficiency rather than extracting nuanced 
features from diverse tree species. While it excels in lightweight appli-
cations, its reliance on depthwise separable convolutions and linear 
bottlenecks makes it less capable of capturing the distinct texture and 
visual features necessary for the successful classification of oil palm, 
coconut, and banana trees. This limitation highlights the superiority of 
the proposed method, which demonstrates a more robust feature 
extraction capability tailored for this specific task. When we look at the 
experiments on training and validation loss vs the number of epochs as 
shown in Fig. 13 and Fig. 14, the proposed method is efficient in terms of 
training and validation compared to the existing models. The reason is 
the proposed EfficientNetB3 uses the lightweight MobileNet for feature 
extraction and classification.

Sometimes, when the images are affected by shadow, lighting and 
too high distance, the method may miss to extract vital information from 
the images as shown in Fig. 15(a) and Fig. 15(b), where we can see the 
crown shape visibility is obscured. In these situations, the proposed 
model does not perform well and hence it fails to detect correct region, 
which leads to misclassification. This is challenging but it is beyond the 
scope of the present study. However, this problem can be fixed exploring 
Transformer for extracting local information such that it can detect trees 
regions properly. If the detection steps outputs tree regions correctly, the 
method can classify successfully, which will be our future work.

5. Conclusion and future work

In this study, we have proposed a new end-to-end model for detec-
tion and classification of oil palm, coconut and banana trees. The model 
called Segment Anything Model is explored for tree region detection 
irrespective of types. The detected and localized regions are supplied to 
the proposed EfficientNetB3 for feature extraction and classification. We 
believe this is the first work made an attempt to detect and classify the 
three types of trees in drone images. The way the proposed work fuses 
detection and classification model is the key contribution of the pro-
posed work compared to the existing works. The experiments on com-
plex and diverse datasets demonstrate the effectiveness of the proposed 
method over state-of-the-art methods. However, when the images 
captured by drone lost vital information especially shapes like crown 
and trunk textures, the proposed model does not perform well. In this 
situation, the detection steps miss an important region in the images. 
This leads to misclassification. This can be solved by investigating 
Transformer based models with large computer vision models, which 
will be our future work.
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