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Abstract

An inverse dynamics multi-segment model of the badg combined with
optimisation techniques to simulate normal walkmghe sagittal plane on level
ground. Walking is formulated as an optimal mossktsubject to multiple
constraints with minimisation of mechanical eneegpenditure over a complete gait
cycle being the performance criterion. All segmentations and ground reactions
were predicted from only three simple gait desorp{(inputs): walking velocity,
cycle period and double stance duration. Quantgatomparisons of the model
predictions with gait measurements show that thdeh@produced the significant
characteristics of normal gait in the sagittal plafihe simulation results suggest that
minimising energy expenditure is a primary contbjective in normal walking.
However, there is also some evidence for the engstef multiple concurrent

performance objectives.

Nomenclature

Xans Yan coordinates of ankle joint centre in global refeeframe

Xans Y linear accelerations of ankle joint centre in glaieéerence frame
AX., relative displacement of ankle joint alox@xis in stance phase
(" x coordinate of ankle joint at heel strike

6., W, ay angular displacement, velocity and acceleratioiloof segment



coordinates of thé"i joint centre in global reference frame
linear accelerations of th® ijoint centre in global reference frame
length of |" body segment

angular displacement, velocity and acceleratidmoofy segment
mass of ' segment

translational acceleration vector for tHesegment’s mass centre
j™ resultant joint force acting on th& segment

resultant external force acting on tHesegment

gravitational vector

moment of inertia of thé"isegment

angular displacement and acceleration of body segme
net muscle moment acting on tiesegment at th&jjoint
resultant external moment acting on tle@égment

moment of the resultant joint force at tH&j&int acting on the"l
segment

ground reaction force and moment acting on lefigit foot

net muscle torque acting dtjoint

coefficients in Fourier series representifigégment angle trajectory

walking frequency

walking cycle period
angular velocity of proximal and distal segmerif'goint

mechanical energy expenditure over a walking cycle



V, average walking velocity over a walking cycle
L ankle joint displacement over a walking cycle
U, friction coefficient between the foot and the grdwsurface

I ntroduction

Although the biomechanics of walking is well undecgl (McMahon, 1984; Zajac et
al., 2003a, 2003b), little is known about the neaoatrol strategies involved. Much
of the research has been empirical, and few hameséml on gait simulation (Chow
and Jacobson, 1971, Davy and Audu, 1987; Marshall. €1989; Yamaguchi, 1990;
Koopman, 1995; Anderson and Pandy, 2001). In ptigdicgait simulation,

optimisation techniques have often been employeters&v muscle forces and

movements are determined by minimising a cost fanct

The most popular approach to gait prediction hanle combine optimisation with
forward dynamics, probably because this coincidéh whe natural sequence of
neuromuscular control (Zajac and Winters, 1990; &guchi, 1990, Pandy, 2001).
However, since the system differential equationstnim@ numerically integrated, the
forward dynamics method leads to very long simafatimes. In addition, realistic
initial guesses for all control inputs (e.g. musatgivations) and initial values for all
state variables (e.g. joint angular positions aelbaities) are required to ensure that
reasonable gait patterns can be obtained (Pandyl)20rhis depends on the
availability of measurement data (Marshall et #089; Anderson and Pandy, 2001)

and compromises the capability of this approaca aedictive modelling tool.



In contrast, the inverse dynamics method is vefigieht computationally as it does
not require numerical integration of the systenfedéntial equations. In addition,
initial values for optimisation parameters can éevethout the need for measurement
data and initial values for the state variableswemeecessary. When inverse dynamics
is applied in gait prediction, simple mathematitaictions are used to represent the
trajectories of the generalized coordinates (Yem lidagurka, 1987; Koopman, 1995),

where the function coefficients are the optimisatrariables.

Only a few gait predication studies have employe@iise dynamics and optimisation
(Yen and Nagurka, 1987; Channon, 1992; Koopman,5]13%hevallereau and
Aoustin, 2001). Most of these have considered dhby single support phase or
assume an instantaneous double support phasedusabon). In addition, the foot
segment was often neglected or assumed to be flathe floor during stance.
Moreover, additional trajectory constraints wergéeofimposed on the segmental
motions to simplify the optimisation problem. Fomeple, Yen and Nagurka (1987)
modelled the human skeletal system as a five-segriekage. However, the
trajectories of the body segments were only prediéor the single stance phase, the
trunk was assumed to be upright throughout thee¢yarhd the model was forced to
move at a constant forward speed. Koopman (1999)lemd an eight-segment
three-dimensional model to simulate normal walkioger the whole gait cycle.
However, all of the motions at the hip, knee anllenvere constrained to follow
measured data or set to zero, the aim being tagbrtheé unmeasured trunk and pelvic

rotations, which were represented by Fourier series



In this paper, we present a combined inverse dycg@nd optimisation method to
predict normal human walking. In contrast to prergicstudies, the model predicts a
complete gait cycle, including a normal double supphase. The foot segment is
allowed to rotate freely during stance, rather thamaining flat on the floor. In

addition, no predefined or measured trajectory taimgs are imposed on segmental
motions. The gait motions and joint torques arealigted from only three simple gait
descriptors, average walking speed, cycle periatl double stance duration, which

minimizes the requirements for experimental data.

Methods

The multi-segment model

The human body was modelled as a planar (sagi#aépseven-segment system
(Figure 1). The interaction between the foot arelftbor was modelled as a rigid
contact, where the contact point is determinechiyshape of the foot’s plantar

surface and the foot orientation.

Referring to Figure 1, the segmental angkesé,, ..., 8, were used to describe the

orientation of each body segment with respectéogtbbal reference frame. In the
double support phase, these segmental angles teadl mulependent because the

model becomes a closed loop mechanism. The toffués, ..., T, are the net

muscle moments acting on each joint to drive théiraagment model.



Anthropometric data, including segment massesye@ftmass positions and
moments of inertia, are based on the data of da (£%96), which were modified for

the HAT segment.
Kinematics

In this study, the stance foot was modelled agid body with a curved surface
rolling on the ground without slipping (Figure 8uch that the foot kinematics during

the stance phase are described by

{Axan = 1(6x) )

Yan = 9(61)

where Ax,, = x,, —xI" , wherex,, is the currenk coordinate of the ankle joint, and

(hs)
an

X;,” is thex coordinate of the ankle joint at heel strike.

Equations (1) were determined using kinematic dapauced in the gait laboratory
using a six camera Qualisys motion analysis systémre the ankle joint was
considered to be the mid-point between lateralraadial malleolus (Ren et al, 2005).
Figure 3 shows the output of the foot model whenrtil over shape is described by a
best fit third order Fourier series. The relativeitigs of heel-strike and toe-off were

also based on measurement data.

Differentiating Equations (1) twice, the accelerati®@f the ankle joint centre are,



2
Xon = d f2 B‘)ﬁz +imﬁ
dé, dé, @
2
Yon = d gz mﬁz +d_g|]7ft
dé, dé,

During walking there is at least one foot in cohtaith the ground throughout the
gait cycle. Thus, the positions of the other jonires in the multi-segment model

were derived from the location of the stance ajoil&.

X =%+ 2(1())1, Cost)
3)
Y = Yo+ (1)) T, 3in6)

=

wherem is the number of segments in the chain connetiagtance ankle joint to

the " joint and!(j) is a sign function, which is equal to 1 when thgraent

belongs to the stance limb, or equal to -1 if thgnsent is in the contralateral limb.

Differentiating Equation (3) twice, the acceleragoof the joint centres are,

X =X, —Zm:(l (j) O, Mo, (3in6, + af [t0sH,))
(4)
Vi = Vor — 2 (1()) O {af (8in6, - a; [€0s8,))

=1

Thus, given the segment angles, Equations (1))twéfe used to calculate the

coordinates of the joint centres and their accatera. Thereafter, the positions and



accelerations of each body segment mass centredeaxed using anthropometric

data.
Kinetics

The inverse dynamics method was employed to cakydant kinetics and

mechanical energy expenditure during walking. Sinteredictive modelling, the
ground reactions are initially unknown, the invedyaamics method must be based
only on segmental motions. This differs from thewntional implementation of
inverse dynamics used in gait laboratory studies{&v, 1990; Siegler and Liu, 1997),

where the calculations start from the measuredrgtoaactions.

The equations of motion of ti8 body segment can be written as follows,

(5a & b)

where the segment hats joints connecting it to other segments.

By combining the equations of motion of all bodgisents, the sums of the external
forces and moments can be derived. Since, duririggivga the only external forces
and moments acting on the human body, other tharitgy are the ground reactions,
these expressions can be written as,

Zlfgi :im Eﬂa_g)
N (6a & b)



wheren is the number of body segments in the model.

Therefore, during the swing phase, the ground i@aébrce acting on the single
supporting foot can be obtained directly from Egqua{6a). However, in double
support phase, the ground reaction forces and miof@€P) are indeterminate. In
order to solve this problem, the linear transfauasptions shown in Figure 4, and
introduced in Ren et al, 2005, have been used tetibe transfer of the ground
reactions from one foot to the other during theldesupport phase. As Figure 4
shows, these linear transfer assumptions are id ggeeement with published ground

reaction measurements (Winter, 1990).

During gait simulation, firstly, the ground reactiforces on each foot are calculated
from Equation (6a) and the linear transfer relatfops. Starting from the supporting
feet and working up, segment by segment, the aasufibrce at each joint is
calculated using Equation (5a). Then, the grouadtren moments on each foot are
obtained from Equation (6b) and the linear transdt&ationship for the centres of
pressure. Starting from the feet and working upreayg by segment again, the net
muscle moments at each joint are calculated usintion (5b). A detailed
description of this inverse dynamics calculatioogaeiss has been given elsewhere

(Ren et al, 2005).

Optimisation and the constraints associated with gait

It has been observed in experimental studies #w@plp’s self-selected walking speed

normally corresponds to minimum metabolic energyeexiture (Ralston, 1976;

10



Cavagna and Kaneko, 1977). Therefore, in this stindyoptimisation problem was
described as: find segment trajectories that aehiles specified gait parameters,
whilst minimizing energy cost, and satisfying tlomstraints associated with a

walking gait.

The segment trajectories were represented by eturier series,

6 =al) + 3 (al’ bosk @t) + b’ (sin(k (1)) ™

k=1

wheren is the order of the Fourier series ané277/T . is the walking frequency,
whereT, is the period of the gait cycle. One of the adagas of using a set of

Fourier series is that they provide a represemtaifdhe gait motions that is implicitly

cyclic, avoiding the need to introduce explicit straints.

Power spectrum analysis of reflective marker das@ing normal walking, has shown
that most of the signal power (99.7%) is contaimeflequencies below 6Hz (Winter,
1990). Therefore, a set of ®rder Fourier series were employed to represent th
segmental rotations, resulting in a total of 11 encoefficients for each segment,

which were used as the optimisation parameters.

In normal walking, bilateral symmetry can be asstintieat is, movements of the left
limb mirror movements of the right limb with a halfcle phase difference. Thus, the
number of DOF representing the 7-segment modeldsaed to 4, resulting in 44

Fourier coefficients being used as optimisatiorapeters. However, it should be
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noted that doing this does not impose any symnaamgtraint on trunk motion. In
fact, the optimiser can choose whichever pattetnuoik motion is most energy

efficient.

As suggested by experimental observations of wglkimergetics (Ralston, 1976;
Cavagna and Kaneke, 1977; Inman et al, 1994), amalrenergy criterion was
employed as the objective function. In particulae total joint work over the gait

cycle was minimised.

Task constraints, biomechanical constraints anét@mwental constraints were
implemented in the optimisation scheme. The tasisttaints (input gait descriptors)

were average walking velocity,, cycle periodT_, and double stance duration. The

biomechanical constraints prevent joint hyperextersor other unrealistic
movements. The environmental constraints reprebentules of ground interaction

during walking.

All of the above leads to the following mathemdtaeafinition of the optimisation
problem. Minimise mechanical energy expenditurer aveomplete gait cycle, which

is defined as follows,
Minimise E,_ = EZ‘T, 123 —(uf,”)‘ dt
i=1

whereT, is the net muscle moment at thgaint, e’ and )’ are the angular

velocities of the proximal and distal segments eetipely. The optimisation

parameters ara}’, al”, b (i=1,2,3,4k=1,2,3,4,5), which are the coefficients of the

12



5™ order Fourier series representing the rotatiortsunk, thigh, shank and foot.
Furthermore, the optimisation is subject to théofeing constraints:

(1) Segment motion constraints:

0<@(t)<m tO[0T,] (1=1,2,3,4)

(2) Joint motion constraints:

8% < ,(t)-6,(t) < 8

min — max?! “min —

62 < 6,(t) - 6,(t) < 62

e L[0T
(3) Kinematic constraints:

Yip(t) >0 for a swing foot andy,,(t) = @or a stance foot, wherg,, is the vertical

position of the foot’s lowest point.

(4) Kinetic constraints:

F,(t)>0 and- 4, < RO < u, for a stance foot, wherg, is the friction coefficient

F,(t)
between the foot and the ground surface
(5) Sride length constraint:

Xan (TC) - Xan (O) :Va D-C

For the purposes of calculating the energy cosh fitee inverse dynamics calculations,
200 discrete calculation points were used ovegtiecycle. The constraints defined
above, and the representation of the segmentadimasaby a set of finite Fourier
series, ensure that solutions for this optimisatimyblem are valid cyclic walking

gaits. However, this does not guarantee that thpwirealistic.

The optimisation scheme was implemented in MATLAghg a Sequential Quadratic
Programming (SQP) algorithm (Gill et al., 1981 )nfrthe optimisation toolbox. The

three input gait descriptors (average walking viéyo¢, = 1.5 m/s, gait cycle period

13



T.=1.0 s and double stance duration = 0.18 s) weatareed from the gait

measurement data of one male subject (age: 38yeaight: 101.7kg, height: 178cm).
A detailed description of the experimental proceduras been given elsewhere (Ren
et al, 2005). The initial values of the optimisatigarameters (Fourier coefficients)

were set such that the model stands upright atidséay. In other words, except for
the constant offset termsy’), all of the Fourier coefficients were set to zdro

order to avoid finding a single local minimum, @ifént initial values were randomly
selected. These all represented stationary postioss to the upright position, as
these were found to have a very good chance ofergimg to a solution. Due to the

highly non-linear nature of the gait model, theppeared to be many local minima.

Results

Although many optimisation solutions were foundsdxhon the major features of the
gait patterns, they appeared to fall into 4 distfamilies of solutions, with only small
differences between members of the same familyb@lieve that these four families
represent just four local minima and that the shiffiérences are related to the
precision of the optimisation process and the sgitgiof the objective function close
to the true minima. The four gait patterns (faes)iare illustrated in Figure 5. Each
family of gait patterns is represented by the mambth the lowest energy cost. The
gait patterns in Figures 5(a), 5(b) and 5(c) diffem normal walking in certain
respects, which results in higher mechanical enexggnditure. The solution with
the lowest energy consumption (Figure 5(d)) alsbdg the most realistic gait pattern.

This suggests that deviations from a normal gdtepalead to increased energy cost,

14



which provides further evidence that minimisatidrenergy consumption is a feature

of normal walking.

The predicted torso and lower limb joint rotatidasthe minimum energy solution
are depicted in Figure 6 and compared with gaitsueament data. Over most of the
gait cycle, the majority of the predicted motioms en good agreement with the
measurement data. The largest differences ocdueitrunk segment. Although the
overall trend agrees with the gait measurementstanceported data in the literature
(Inman et al., 1994), the amplitude of fluctuatismoticeably larger. This difference
could be due to the arms and pelvis not being densd, which probably moderate
the trunk’s angular fluctuations during normal watk Another notable discrepancy
is thigh rotation, which is much lower than the swad data shortly after opposite
heel strike, thereby resulting in an increased easfghigh rotation. This is probably
because the model does not include pelvic transvetation, which increases stride
length, and the model compensates by increasinthitpe’s angular displacement to

achieve the specified stride length.

In Figure 7, the predicted ground reaction foraescempared with force plate data.

Although agreement is reasonable where trendscereeened, there are unexpected

fluctuations in the predicted forces. This probadniges from model simplifications,

for example, because rotations of the pelvis agieated.

Discussion
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In this study, all segmental motions and groundtreas were predicted from only
three simple gait descriptors: average forwardaigtpgait cycle period and double
stance duration, which minimizes the requiremenitsrfeasurement data. No
prescribed motion patterns or measured trajectaregs imposed on the model. This
is in contrast to previous work using a forward ayrcs approach to gait prediction,
where the initial and final kinematic states whialeen to be as measured and

imposed as optimisation constraints (Anderson arli?, 2001).

The predicted motions agree well with the measuntmiata over most of the gait
cycle. The agreement with measured ground reafiti@es is reasonable, but there
are unexpected fluctuations. Moreover, among thal lminima found, the solutions
with the lowest energy consumption produced thetmeadistic gait patterns. This
implies that minimizing energy cost is a primarytoraontrol objective in normal
walking. This seems a reasonable inference folotiver limbs, since it has been
found that the cyclic movement of the legs accotortshe majority of the energy

cost of walking (Pierrynowski et al, 1980). Thissigoported by the fact that the
predicted motions of the lower limbs showed bettgreement with the measured data

than those of the trunk segment.

The large predicted trunk motions are partly exydiby the fact that the arms and
pelvis are not modelled. However, it has been shiovexperimental studies that
head motion is smoother than that of the pelvistaegshoulder (Cappozzo et al.,
1978; Cappozzo, 1981), which may be due to theirement to protect the visual and
vestibular systems from excessive mechanical diahae. If so, minimisation of head

excursions, rather than energy cost, may be timegoyi control criterion for trunk
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motions. This suggests that multiple performangeatives are employed in human

walking (Marshall et al, 1989).

The differences between the model predictions aperamental data are probably a
result of the limitations of the seven-segment nhadany of the discrepancies may
be due to the model being limited to the sagittahe and the fact that the pelvis and
arms have been omitted. Pelvic transverse rotateases stride length and
decreases the angular thigh excursion. Moreovéricadt can help to decrease and

smooth the trajectory of the body mass centre (inetal, 1994).

The use of inverse dynamics, instead of forwardadyias, has several advantages
including its computational efficiency, which isryemportant for predictive models
that are based on optimisation techniques. Singaun@erical integration of the
differential equations is involved, the executiond for each optimisation iteration is
greatly reduced. For example, the prediction mpdabosed in this paper required
only 20 minutes of CPU time to converge to a minierergy solution (Intel Pentium
4, 3.2 GHz). Another advantage of inverse dynarnsissmpler implementation of the

kinematic and kinetic constraints associated wistkung.

The authors plan to extend this work by creatiffigilahree dimensional gait
prediction model. In addition, some of the varialteat are currently fixed (gait cycle
duration, stride length etc) could be free to v@uying optimisation, allowing further

investigation of the velocity-stride length relatship during human walking.
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Figuresand Captions

2" metatarsal
0 2" metatarsal

Figurel The seven-segment model including 6 joints aedalowing segments:
the right and left thighs, shanks, and feet togethtéh a HAT segment (head, arms

and trunk). Segmental anglés, &,, ..., &, are defined with respect to the X-axis of

the global reference frame, counter-clockwise beogjtive. T, T,, ..., T, are the

net muscle moments acting at each joint, counteekelise being positive.
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heel strike

Figure2 The ankle-foot kinematic relationships duringtfamlover in the stance
phase. The foot angular displacement is definethéyine connecting the ankle joint
centre and the"@ metatarsal, and theaxis. The displacement of the ankle joint along

thex-axis is measured from the position at heel strike.
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heel strike toe off

N
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—
[+
S
foot rollover angle [deg]
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normalized gait cycle (%)

Ankle joint position X [m]
o
e

Calculated

O Measurement data

Ankle joint position Y [m]

Foot rollover angle [deg]

Figure 3 Mathematical representation of ankle-foot kinensatiaring stance phase,
(a) x coordinate of ankle joint and (g)coordinate of ankle joint, using’®rder
Fourier series (black lines) compared with measerdrdata (circles). The subject
(age: 38years, weight: 101.7kg, height: 178cm) e@lit 1.52 m/s, and the cycle
period was 0.98 s. Inset is the time trajectorgtahce foot rotation angle in the

sagittal plane from heel strike to toe off, i.@nr32% to 100% of the gait cycle.
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Figure4 Calculated transfer ratios (solid line), basedim@ar assumptions,

compared with measurement data from Winter (198Q). F, , F, andF; are the

v
horizontal and vertical ground forces at the rigihd left foot.CoP. and CoR are
centres of pressure for right and left foGoP is defined as ground reaction moment
about the ankle joint divided by vertical groundcM, /F, . In the double support
phase from right heel contact (HCR) to left toe(@%®L), the vertical force transfer

ratior, , increases from O to 1, the horizontal force transdtior,  increases from

e to 1Y), while theCoP transfer ratior, ,, increases from 0 to 1.

t_fx 1 t_cop
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(a) stiff-knee gait, energy cost: 510.50 J

Figure5 Some typical gait patterns (local minima) founulidg the random
optimisation runs. The model (weight 101.7 kg) veallat 1.50 m/s, with a cycle
period of 1.0 s. The right limb swing phase is frono 32%, and the stance phase is
from 32% to 100%. The double support phase is f8@no 50% and from 82 to
100%. (a) stiff-knee gait with limited knee flexidaring swing phase, mechanical
energy expenditure 510.50J. (b) inadequate knemsixin in stance phase, energy
cost 419.39J. (c) excessive ankle plantar fleximh@nsequently inadequate knee
extension at opposite heel strike, energy costl383.(d) gait pattern which best

reproduced natural human walking, lowest energy 285.22J.
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Figure 6 Predicted rotations of the trunk (a), right H), fight knee (c) and right
ankle (d) in the sagittal plane (black lines), camgal with measured data (grey lines)
from 4 repeated trials for one subject (age: 38emeight: 101.7kg, height: 178cm).
The average walking speed was 1.50 m/s, and thagaeycle period was 1.0 s. The
swing phase for the right limb is from 0 to 32%gdhe stance phase is from 32% to

100%. The double support phase is from 32 to 508&d@m 82 to 100%.
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Figure7 Predicted anterior-posterior ground reactiondd@) and vertical ground

reaction force (b) (black lines), compared withareled force plate data (grey lines)

from 4 repeated trials for one subject (age: 38yemeight: 101.7kg, height: 178cm).

The average walking speed was 1.50 m/s, and thrageycle period was 1.0 s. The

swing phase for the right limb is from 0 to 32%gdhe stance phase is from 32% to

100%. The double support phase is from 32 to 508&d@m 82 to 100%.
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