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Abstract Social media platforms have enabled users to share their thoughts,
ideas, and opinions on different subject matters and meanwhile generate lots of
information which can be adopted to understand people’s emotion towards cer-
tain products. This information can be effectively applied for Aspect Category
Detection (ACD). Similarly, people’s emotions and recommendation based Arti-
ficial Intelligence (AI) powered systems are in trend to assist vendors and other
customers to improve their standards. These systems have applications in all sorts
of business available on multiple platforms. However, the current conventional
approaches fail in providing promising results. Thus, in this paper, we propose
novel convolutional attention based bidirectional modified LSTM by combining
the techniques of the next word, next sequence, and pattern prediction with ACD.
The proposed approach extracts significant features from public reviews to detect
entity and attributes pair, which are treated as a sequence or pattern from a given
opinion. Next, we trained our word vectors with the proposed model to strengthen
the ACD process. Empirically, we compare the approach with the state-of-the-
art ACD models that use SemEval-2015, SemEval-2016, and SentiHood datasets.
Results show that the proposed approach effectively achieve 78.96% F1-Score on
SemEval-2015, 79.10% F1-Score on SemEval-2016, and 79.03% F1-Score on Sen-
tiHood which is higher than the existing approaches.
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1 Introduction

The industrial internet of things (IIoT) is the use of smart interconnected sen-
sors and instruments to enhance manufacturing and industrial processes. IIoT or
industry 4.0 is characterized as machines, PCs, and people empowering intelli-
gent modern tasks utilizing advanced data analytics for transformational business
results Liao et al. (2019). A combination of social Media with IIoT has been pro-
gressively seen in industrial applications, for example, the manufacturing indus-
try, education industry, smart devices industry, restaurant industry, automobile
industry, marketing, and retail industry, etc Liao et al. (2019). IIoT uses the in-
tensity of sensors, actuators, and constant examination to exploit the information
that context-defined machines have delivered in modern settings for a considerable
length of time Tripathi et al. (2020); Deep et al. (2019); Musaddiq et al. (2018);
Iwendi et al. (2020a).

Fig. 1 depicts the major IoT roles in the modern world. The smart devices are
connected by communication technologies to the internet that acts as a medium
to connect any individual with other smart devices. This forms the internet of
things (IoT) to interchange data or information based on which other devices can
decide to execute a particular instance. IoT devices are widely deployed in various
applications such as smart restaurants, vehicular ad-hoc networks, body sensor
networks (BSN), and smart cities. Thus, IoT connectivity enables electronic sys-
tems to exchange real-world information in a digital form to perform autonomous
features Gope et al. (2020). This establishes a need for innovation and automation
in daily-performed typical manual tasks. In the diverse fields of business devel-
opment and customer satisfaction, IoT and AI-automation play a vital role in
providing comfort to both, the customer and vendor. Thus, if an adequately intel-
ligent model is used for both, it can increase the comfort of customers and revenue
for a vendor as the latest computer technique offers intelligent suggestions to the
user according to their choice and vendor for profit maximization Hartanto and
Utama (2020); Thanavisarnkajon and Jankaew (2020).

Machines use low-level language (i.e., Assembly) to understand real-world in-
struction and the same is with the human. Humans use language to communicate
since their evolution, but this process is not as simple in the case of machines.
Understanding language is a difficult task for machines which leads to ambiguity.
This ambiguity of language makes Natural Language Processing (NLP) a challeng-
ing task for the computer to learn Kumar et al. (2020). Different NLP technique
is being used by a machine to understand, analyze, and drive meaning from text
sentences in a smart and useful way. We use NLP techniques in our work to address
the problem of ACD and text classification. We use the NLP based techniques of
the next word, next sequence, and pattern predictions with the combination of
ACD.

Social media is expanding rapidly on the web. Every Social site contains bulks
of text data that researchers and organizations use for building models Kiriu et al.
(2019); Siriaraya et al. (2019); Mittal et al. (2019). Analysis of this vast amount
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Fig. 1: Graphical Representation of Modern IoT advancements and Usage Pur-
poses.

of text data helps the researchers to extract people’s ideas and reviews for deci-
sion making and the prediction of future decisions Wu et al. (2020); Kutia et al.
(2019); Iwendi et al. (2020b). Also, understanding the demands of customers and
their satisfaction level is one of the primary goals of tech consumer giants like
Amazon, Yelp, and Apple to name a few. Keeping in view these things, we target
opinion-mining and text classification problems to predict how people think about
different things which include their perceptions, their expression of opinions, the
way different people (agents) respond to different topics, and how their opinions
about a subject change over time. These predictions are of great help for organiza-
tions and consumer-oriented businesses to enhance their sales and provide quality
services according to the demand of the customers.

Researchers focused on understanding and classifying opinionated text con-
tents that are scattered in the form of unstructured data (i.e., Twitter, Facebook)
Babu et al. (2017); Cliche (2017). Sentiment Analysis (SA) in this aspect, is gain-
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ing sufficient importance to understand the opinions expressed in a piece of text
Koumpouri et al. (2015). It is a method that classifies the review sentences in bina-
ries (positive or negative). This might lead to the other thousands of possible ways
and dimensions through which opinions might be classified into. Consider a review
that ”Subway’s Teriyaki Chicken was delicious but expensive”. If we apply Senti-
ment Analysis on this particular review, it will be placed in the category of conflict
sentiments because it is reflecting the positive as well as negative sentiments at the
same time. However, if we observe, we can conclude that the sentiment expressed
for the food ”Subway Teriyaki Chicken” is positive, but the price is making the
product unattractive for the customer. So whenever the customer joins any online
site, first he analyzes the other people’s reviews about that particular product in
which he is interested and then decides whether he wants to buy it or not. Orga-
nizations and companies are using the same techniques to improve their services
and solve their issues related to customer care. Before a person decides to visit
a restaurant, he is particularly interested to know about their quality of food,
the environment, the ambiance, and their service quality. To get this information,
the candidate looks for external (unbiased) reviews. People give their opinions,
mostly in the form of comments or star ratings. Usually, it is quite tricky for a
computer system to understand these reviews. Moreover, manually analyzing the
vast number of reviews is also not possible.

To our best knowledge, existing work focused on domain-specific aspect-based
sentiment analysis by targeting aspect only, use pre-trained word vectors (i.e.,
glove), and also lack in providing efficient accuracy to detect the aspect Cliche
(2017); Marzieh Saeidi and Riedel (2016). Thus, in this research work, we focus
on generalized aspect based category detection rather than sentiment analysis and
use our custom word vectors for the detection of customer opinion. We develop a
Common sense model to predict the next word sequence by semantic aspect and
contextual information to extract the category from customer reviews.

The main contributions of this work can be summarized as follows:

– Propose a novel Convolutional Attention Based Bidirectional Modified LSTM
for Aspect Category Detection (ACD) of online English restaurant reviews in
the restaurant industry.

– Proposed approach combines the method of next word, next sequence, and
pattern prediction with ACD.

– Reformulate the sequence to label the problem into a sequence to sequence
classification by using our custom words vectors.

– Proposed approach effectively enhances the detection rate of aspect category
with consistent performance in comparison with existing studies.

The remainder of the paper is structured as follows. Section 2 provides the
background of our approach consisting of Opinion Mining (OM), Aspect Category
Detection (ACD), Sentiment Analysis (SA), and presents an overview of the re-
lated work on the background. Our technical contribution is presented in Section
3 and demonstrates the running example of our approach. Section 4 discusses the
experimental setup and empirical results. Finally, in Section 5 concludes the pa-
per by outlining the contributions of the proposed approach and stating future
directions.
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2 Related Work

This section provides the background of Aspect Category detection (ACD) and
Long term Short Memory (LSTM). It also presents the state-of-the-art studies
related to Aspect based category detection in which we proposed the methodology
to predict if the sequence of the next word based on semantic aspect and contextual
information using attention-based modified LSTM model.

2.1 Aspect Category Detection (ACD)

In ACD, the task is to detect every entity (E) and attribute (A) pair represented
as (E#A) to which a user review is being expressed in a sentence. Categories
for an entity (E) and attribute (A) should be assigned from a set (e.g. Laptop,
Restaurant) and attribute types (e.g. price, quality). The Fig. 2 represents how to
extract entity attribute pair from any sentence.(food=entity) and (Cost & Qual-
ity=attribute). Opinion mining is used to describe the user’s opinion, emotions,

Fig. 2: Aspect detection of a customer opinion

and attitude. A Social application like Facebook, Stack Exchange, and Twitter are
the sites where a large amount of raw data is available. This data can be beneficial
for ACD.

2.2 Sum of Word Vectors (SWV)

We analyze all the word vector methods Like Normalized Average Word Vec-
tors, Normalized word vectors, Average Sum of the vectors (Average-SUM), L2-
Normalized average Word Vectors (L2-NAV), a difference of word vectors (DWV),
Concatenate both sentence vectors that is (CONCT-Vec), etc and compare them
with a sum of word vector (SWV) method. The word vectors are summed up and
used as sentence features for the LSTM classifier. This approach is presented in
Mikolov et al. (2013) sum of word vector is used to represent the sentence using
this Equation 1 and Graphical representation of SWV is shown in Fig. 3.

SWV =

∑N
i=2
−→wi

N
(1)
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Fig. 3: Red plot on the left shows the sentence vector training set. The black
plot on the right shows the test set. These plots of sentence vectors are plotted
using t-Distributed Stochastic Neighbor Embedding (t-SNE) technique to reduce
dimension.

2.3 Long term Short Memory (LSTM)

Long Short Term Memory (LSTM) networks are introduced by Hochreiter &
Schmidhuber (1997). LSTM is explicitly designed for targeting long term depen-
dencies. LSTM networks can remember various kinds of information for a long
time. This works amazingly well in various kinds of sequential problems without
encountering the problems like exploding gradient or vanishing gradient. Their
default behavior is to remember information for long periods. LSTM internally
decides what to keep in memory and what to discard and then merge the current
memory, previous state, and the input. Like all recurring neural networks that
have repeating modules of the neural network, RNN has a similar but simplified
structure such as a single Hyperbolic tangent (tanh) layer.

2.4 Literature of Natural Language Processing and Machine Learning Models

Authors inMikolov et al. (2013) showed how Word2Vec works with unsupervised
dataset. They used skip-gram (SG) and a continuous bag of words (CBOW) to
catch surrounding words. They used a model named NLANGP to extract Opinion
Target Expression (OPE). However, this paper uses unsupervised datasets, and
predictions are based on similarities. Also, they only extracted the target words
and neglected the aspects. In Manning et al. (2014), the author solves this is-
sue by working on detecting OTE by using named entity recognition (NER). For
Sentiment analysis on aspects-categories, the author used Stanford CoreNLP for
pre-processing, Part of Speech (POS) tagging. The POS tagging method is, how-
ever, not favorable in aspect category detection. They also haven’t worked much
on aspect categories. For this reason, Saias (2015) proposed a system Sentinel, in
which the author worked on extracting features and syntactic features. His pro-
posed model is divided into two parts 1) assigning sentences to multiple entities
2) making the correct pair of E#A. They used a machine learning methodol-
ogy for this task. The limitation for this is that they used machine learning for
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feature extraction and neglected word vectors. To use vector-based features, au-
thors in Alghunaim (2015) targeted the vector-based features for extracting aspect
categories and aspect terms. However, it is seen that feature extraction from ma-
chine learning is not as effective in category detection so for better accuracy. The
authors in Maddikunta et al. (2020) proposed a machine-learning algorithm to
locate the optimum venue to initialize the business based on the customer avail-
ability and demand of the particular item. The algorithm considers the quality
of recommendation in terms of average service time, and customer-business ratio
while providing recommendations to the user. The authors in Gadekallu et al.
(2019) proposed their experimental work domain-specific feature-based heuristic
which provides movie reviews on aspect-level. The aspect-oriented system exam-
ines word-based evaluations from actors of movies and tag aspects. The authors
claim that integrating syntactical information in the models is dynamic to the
sentiment analysis method.

Deep learning techniques for the extraction of semantic and contextual infor-
mation. Authors in Wang and Liu (2015) focused on extracting aspect category
and sentiment analysis using deep learning for feature extraction. To improve this,
the author in Siwei Lai and Zhao (2015) proposed a model to extract the contex-
tual information to learn the word representations. The proposed model uses a
Recursive NN structure to capture the contextual information and builds the rep-
resentation of text using CNN. However, the semantic and contextual information
is lacking in this proposed model so to improve this, Liu et al. (2016) is introduced.
In this paper, the author proposed to multitask learning framework based on RNN
architecture (text sequence model with multitask learning). The author targeted
two different mechanisms for the model, shared information, and shared layers.
The entire RNN is trained jointly to perform different tasks. This framework is
used to learn arbitrary mapping text into SVR (semantic vector representations)
with shared layers. As this paper is RNN based so the handling of contextual
information is limited so to solve this issue and get better accuracy. The authors
in Asghar et al. (2020) proposed a deep learning model incorporated with a hy-
bridized Fuzzy model for computing customer recommendations for vendors which
assists them to improve their service quality. The proposed model initially uses
Bidirectional Long Short Term Memory followed by Fuzzy logic with an attention
mechanism to perform the computation over customer choices.

Attention architecture models for aspect detection. Authors in Yequan Wang
and Zhu (2016) introduced in which the author revealed that the sentence polarity
is not only related to the content, but it is also based upon the essential aspect.
The proposed work revolved around Attention LSTM to classify the Aspect based
Sentiment Analysis (ABSA). This attention architecture concentrates on various
parts of a sentence when aspects are extracted as input data. The results of pro-
posed attention mechanisms (AE-LSTM and ATAE-LSTM) are very prominent
for aspect level sentiment analysis. This work continued in this paper Fei Liu and
Baldwin (2018), where the author proposed a novel architecture to keep track of
numerous aspect entities independently. This architecture is based upon an Update
mechanism known as delayed memory (external “memory chains”). The proposed
model is based upon GRU architecture. This model is trained to track and update
the entity states at the right period with an external memory mechanism.

Cliche (2017) presented the study about the Twitter sentiment classifier. In
this paper, the author proposed a model using LSTM networks and CNN which
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are trained on the SemEval 2017 Twitter sentiment dataset. Aspect category de-
tection is also added with sentiment analysis in this paper Marzieh Saeidi and
Riedel (2016), where the author introduced the aspect-base sentiment analysis
(ABSA) task. The main goal of this paper is to extract the fine-grained infor-
mation w.r.t entities in a user review. To handle all the issues and limitations
suffered by the papers mentioned above in aspect category detection, this Paper
Yukun Ma and Cambria (2018), proposes a novel method to target ABSA by
exploiting knowledge-based common sense. The author incorporated the LSTM
network with an attention-based mechanism and sentence level attention. Here,
knowledge-based common sense is used for sentiment classification. A hierarchical
attention model is proposed to target ABSA. Effective commonsense knowledge is
incorporated into a deep neural network.

The authors in Yadollahi et al. (2017) focused on sentiment analysis which plays
a crucial part in Opinion Mining (OM). Some major OM tasks are also covered in
this paper like Subjectivity Detection (Detection of objectivity and subjectivity
in the given text), Opinion Polarity Classification, Opinion Summarization. The
techniques and methodologies of OM describe in Liu (2012) are machine learn-
ing and NLP. For text classification, SVM performance is much better than any
other classifier. It is because SVM works on the principle of structural risk mini-
mization as compare to the Naive Bayes classifier which performs efficiently where
features are highly dependent. K-mean algorithm is used where opinions are re-
lated to each other, and there is a need to cluster them, as done in paper Zhou
et al. (2017) describes how OM is combined with topic modeling. The paper Babu
et al. (2017) targets the problems related to noisy data, teaches how to make a
cluster of related tweets, and handles unstructured data. In this paper, the au-
thor identified the groups of people with similar reviews about product features
and understand the sentiment. In Koumpouri et al. (2015), the author combined
different techniques for sentiment classification including Bag of words, lexicon-
based approach, statistical-based, and content-based. The author in Wu and Wang
(2017)developed a feature-based sentiment analysis model using ReviewMiner. It
uses the LARA analyzer algorithm which analyzes the reviews from each category.

Authors in Touati et al. (2016) the author focuses on OM in Arabic and pro-
poses a new discriminative model called Conditional Random Fields (CRF). This
model works in 4 phases of data extraction from news articles then create Lexicon,
it extracts sentences from opinion and tokenizes them using AROA Tool, then by
applying CRF for OM and SA. In paperIsmail et al. (2016) author develops a model
for sentiment analysis on Arabic reviews. The proposed model not only works as
sentiment analysis but also summarizes the opinions. Teerapong Sungsri (2017) In
this paper, the author focused on non-English language (Thai) sentiment analysis.
Feature-based opinion mining is used to analyze the opinion in different aspects. In
Che et al. (2015) paper, the Author adds a sentiment sentence compression in the
proposed framework, before feature extraction data pass off from sentiment sen-
tence compression (Sent Comp). It compresses the complicated sentiment sentence
into a shorter sentence.
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Table 1: Summary of existing studies focusing sentient analysis and aspect based
sentiment analysis

Paper Focus Limitation

Cliche (2017)
Author proposed GRU model for
twitter sentiments analysis

Short sentences are used for the job.
For context relation information GRU perform
average with attention Low F1-score

Christos Baziotis and Doulkeridis (2017)
Authors proposed Attention module and
Siamese bi-directional LSTM for message
level and topic-based sentiment analysis

Did not focus on aspects based sentiment
analysis binary classification for significant
feature extraction model rely on attention
module and LSTM rather than CNN layers.

Yukun Ma and Cambria (2018)
Author targeted the Aspect base
sentiment analysis using the sentence
level attention mode

Focused on aspects of dependent sentence
attention while ignoring the context for significant
feature extraction model rely on attention
module and LSTM rather than CNN layers.

3 Proposed Approach for Aspect Category Detection

In this section, we provide a brief overview of the proposed approach to imple-
ment an efficient system that increases the performance of ACD for Sentence Level
Aspect-Based Sentiment Analysis. We transform the problem statement into a
sequence-2-sequence classification task such that each sentence is represented by a
vector that succeeds by a classifier to predict the aspect-categories. Fig. 4 present
the steps of our proposed approach. The proposed approach comprise of: data col-
lection, pre-processing, Word2Vec, sentence representation, and MLSTM model.

Fig. 4: Overall taxonomy of the proposed approach
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3.1 Data Prepossessing and Word Embedding

Data Preprocessing is that segment in which the data gets Encoded into a state
at which it can be easily parsed in the machine learning process. First, to Clean
the dataset by removing the stop words, extra white spaces, special characters,
and punctuation. In the next phase, the dataset is split into testing and train-
ing data. Then we train our Word2Vec model on 6 lac training sentences and
get 231,778 unique words from these sentences. We take a training sentence and
concatenate it with its label to create our training example. This is a demo sen-
tence ”For the price, you cannot eat this well in Manhattan” and these are its
target labels RESTAURANT#PRICES, FOOD#QUALITY. What we did is we
concatenate the demo sentence with its label and create a new sequence like this
”For the price, you cannot eat this well in Manhattan RESTAURANT#PRICES,
FOOD#QUALITY. Thus this is how we generate a training sentence that is used
to predict the next sequence.

3.2 Word2Vec Model

Word2Vec is a technique to learn word embeddings using shallow neural network.
To train Word2Vec, we use a skip-gram (SG) model on 10,00K Yelp and 4000 sen-
tences from the given training set using the Gensim Rahim library in python Lan-
guage. We set different hyperparameters (e.g., context window, min-word count,
number of word dimensions) to train the Word2Vec model. The value of these
parameters highly influences the quality of word vectors. We tune parameters to
train Word2Vec so that they suit best to our required task. The following are the
5 parameters that we currently use to control the word vector’s quality.

– Word Dimensions: To control the size of word-embedding, we use 400 word-
dimensions.

– Min word Count: To control the word count, minimum numbers of the word
allowed in the Word2Vec model.

– Number of workers: For the training process no threads used to manage to the
desired parallelism.

– Context: Size of the context window.
– Down Sampling: To control the frequent-words in text corpus while training.

Our down sampling ranges are from 1e-5 to 1e-3.

3.3 Attention Mechanism Base Bi-directional MLSTM

Our work is based on Aspect-based category detection in which we propose the
methodology of sequence-to-sequence prediction. The architecture which we use
for this task is based on attention base MLSTM Networks which is a modified ver-
sion of LSTM where we add PSt−1 previous cell state information in each memory
cell.
In the modified LSTM, we embed the information from the previous cell into the
current cell. The current cell state, using the information (forget gate gf informa-
tion as well as input gate gi information) from the previous cell state PSt−1 this
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can make better decisions and can tune its weights more efficiently and faster as
shown in Equation 2, 3, 6. In this way, our sequence to sequence model can learn
our input sequences in a better way as shown in Equation 4, 5. We also embed the
attention mechanism with our MLSTM model which can predict a better output
sequence.

gf = σ(Wf [PSt−1, ht−1, xt] + bf ) (2)

gi = σ(Wi[PSt−1, ht−1, xt] + bi) (3)

S̃t = tanh(Ws[ht − 1, xt] + bs) (4)

St = gf ∗ PSt−1 + gi ∗ S̃t (5)

go = σ(Wo[St, ht−1, xt] + bo) (6)

Where ht−1 represents Equation 7:

ht = go ∗ tanh(St) (7)

We solve the text classification and sentence Aspect Categories Detecting
(ACD) problem by concatenating the given labels with a sentence and then treat it
as a training example or by treating labels as the last words in a sentence. We mold
the sequence-to-label classification problem to sequence-to-sequence classification
problems but concatenate the labels with the given sentence. This type of method
allows us to apply the attention mechanism with the bi-directional MLSTM net-
work for ACD Task in which we aim to predict the next words in the sequence by
the previous significant words given. To make our system more efficient, fast, and
to extract better features for accurate prediction of the series, we integrate CNN
(Convolutional Neural Network) with the proposed model. We use word vectors
for the representation of each word in the sentence sequence and combine the CNN
and attention mechanism with MLSTM to predict the sequence of next words. For
the Attention Mechanism, we use these equations by JK.Chorowski and Bengio
(2015).

Ci =
∑
i=1

ajihi (8)

aji = softmax(fattn(hi, sj)) (9)

fattn(hi, sj) = vatanh([Wahi,Wasj−1]) (10)

Where Ci represents context vector, ai represents attention scores, hi represents
present hidden state, sj−1 represents previous hidden state and fattn(hi, sj) rep-
resents attention function used to capture the alignment between input that is i
and output that is j . This mechanism works by generating the weights of signif-
icant words which represent in Equation 9 and 10. These weights are multiplied
with their respective word vectors. The results are then added up to form a single
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Fig. 5: Attention mechanism with MLSTM

context vector as represent in Equation 8. This context vectorCi is then used for
the prediction of the sequence. Fig. 5 represents the attention mechanism with
MLSTM.
In Fig. 5 h = 0, 1, 2... represents the MLSTM cells, g(i) represent the output
sequence and a = 0, 1, 2.. represents the weights of the words given by attention
mechanism. Our proposed approach comprises of four parts: 1) Convolutional Neu-
ral Network (Conv NN), 2) MLSTM model, 3) Attention Mechanism (AM), and
4) Prediction.

1. Data is fed to CNN which returns significant words sequence of the given
sentence.

2. To check the context and aspect of the data, we pass it to MLSTM Model. The
model will also learn from the sequence w.r.t context and aspect of the words
and will tune its weights accordingly.

3. The Attention Mechanism will assign weights to the words in the sentence
according to their significance. After this, it will multiply the weights of the
words with corresponding word vectors and will generate a context vector after
adding them up.

4. The context vector is used to predict the sequence of the next words.

Algorithm 1 Opinion Mining And Text Classification

1: procedure Text Labeling(Data)
2: Sent Seq ← Sent.concat(Labels)
3: Word V ec← Embedding(Sent Seq)
4: return Word V ec
5: Significant Words← CNN(Word V ec)
6: Context Aspect Check ←MLSTM(Significant Words)
7: Word Weight← Attention Mechanism
8: Context V ec←

∑
Word Weight×Word V ec

9: Next Word← Predict Class(Context V ec)
10: return Next Word
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3.4 Training and Testing Phase

The proposed CNN attention base bi-direction MLSTM model comprises 3 layers.
We use 300 memory units in the first layer and 250 memory units in the third and
second layers. The bi-direction MLSTM network uses dropout with a probability of
0.2. The dense layer of our model is fully connected to the hidden layer of MLSTM.
We add CNN layers before MLSTM layers to efficiently extract significant words
from sequences. The output layer predicts the next word. We use the Softmax
activation function to ensure the character of normalized probability in our output.
To optimize the log-loss (cross-entropy), we use the ADAM optimization algorithm
to speed up the process. Bi-direction LSTM network is slow to train (it’s about
200 sec per epoch on our CPU). Because of our optimization requirements, we use
model check-pointing to record all the network weights to file every time progress
in loss is detected at the end of the epoch.

To test the proposed model, the attention mechanism is used to predict the
required sequence. A function is created that takes the input which includes our
model, Word2Vec dictionary, seed text, and several categories. Then, the test
sentence was converted into a vector sequence. When we execute the function,
it takes a test sentence as an input, predicts the sequence of the next words,
and returns the vectors of the sequence of the words with the highest probability.
Like (”Pizza is tasty but expensive”) and returns ”Food#taste Food#Quality
Service#General” as output words sequence.

3.5 System Demonstration

In this section, we provide a short demo of our proposed work. In Fig. 6, we present
a test sentence as an input to our ACD model, where it returns the predicted cate-
gories against the input sentence sequence. In this demo, we use the SWV method
to represent sentences for training our model for making sequence predictions. Our
model returned sequence of categories is the same as it was provided in the test
examples. Such type of results represents that the SWV method is good enough
to represent long sentences as well.

4 Experimental Setup and Results

In this section, we explain the experimental setup of our approach. We evaluate the
Aspect Category Detection approach by computing F1-scores (micro-averaging).
These scores are based on the ratio between correctly classified labels, the set
of predictions and the gold-standard Pontiki et al. (2016) and Androutsopoulos
(2015) and Pontiki et al. (2016). We use Precision (P) and Recall (R), and F1-Score
(F1) to evaluate the performance of our proposed approach.

4.1 Dataset Selection

We use Pontiki et al. (2016) restaurant review dataset(SemEval-2015, SemEval-
2016). The dataset SemEval-2016 is annotated just like it was done previously for
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Fig. 6: ACD MLSTM model demonstration

SemEval-2015 so that the task should stay almost the same. The dataset contains
2000 unique training sentences and 676 test sentences. Out of these, 1708 reviews
in the training data and 576 reviews in the test data which are correctly labeled
with correct categories. Thus the left out sentences cannot be used in the SemEval-
2016 Task 5 final evaluation. In this way, we have 576 reviews for testing purposes
and 1708 reviews for training. The reviews are labeled with coarse categories of
aspects with their attributes listed in the form of (E#A) pairs. Each review is in
the form of a text sentence. Thus, it can have more than one category with each
sentence. Unique categories are 12 as shown in Fig. 7.

Fig. 7: Histogram of aspect categories distribution across restaurant reviews
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We use three aspect base data sets, namely SemEval-2015, SemEval-2016, and
SentiHood to evaluate the performance of the aforementioned approaches. Yelp
dataset is used for computing word embedding. In the following, a description of
each data set is provided.

– SemEval-20151 : SemEval-2015 Task 12 (SE-ABSA15) provided datasets an-
notated with aspect terms (e.g., ”hard disk”, ”pizza”) and their polarity for
restaurant and laptop reviews, as well as coarser aspect categories (e.g., price)
and their polarity only for restaurants. It contains 2200 Training Examples
and 685 Test examples.

– SemEval-20162 : The dataset of SemEval-2016 is annotated just like it was done
previously for SemEval-2015 so that the task should stay almost the same. It
contains 2258 Training Examples and 783 Test Examples.

– SentiHood3: SentiHood is a dataset for the task of aspect-based sentiment anal-
ysis (ABSA).It’s based on the text taken from the question-answering platform
of Yahoo Answers. There are 5,215 sentences in this dataset. 3,862 sentences
have a single target while the remaining 1,353 have multiple targets. We use
Sentihood because it can be used as a benchmark for comparing our model
with existing models (i.e., ).

– Yelp reviews4: The Yelp dataset is obtained from the Yelp-Dataset Challenge.
This dataset contains 1,569,264 samples that review texts.

4.2 Results

A Three-layered MLSTM network model is used with signal layer CNN for As-
pect Category Detection. First, we use our pre-trained Word2Vec to convert all
the sentences to word vectors. Then we use 85% of sentences (reviews) from the
training set to train the model. We use 1452 sentences (reviews) for training and
256 sentences (reviews) for validation from a total of 1708 labeled sentences. The
performance of the model can be highly affected by many hyperparameters in the
MLSTM network. To overcome this, we tune those parameters to make our model
more efficient for the task of ACD. The detail of the parameter is shown in Table
2.

We use Word Vectors (WVs) to represent sentences. These vector represen-
tations use simple arithmetic operations like sum, subtract, average. This aggre-
gating operation is then performed on both un-normalized and normalized WVs.
Our research has shown that the sum of WVs methods for sentence vector repre-
sentation performs better in the ACD task. Instead of normalizing representation
methods of a sentence-vector.

Table 3 presents the results of the normalized representation of sentence-vectors
in ACD (Simple Word Averaging Method). In this given category, we use 2 meth-
ods to represent feature WVs of a sentence. First by taking Average

∑
WV s and

2nd one is the Difference of WVs. But both methods perform less than the best
score given in Sentic LSTM. Average

∑
WV s method score 5th position and the

1 Available for download from http://alt.qcri.org/semeval2015/task12/
2 Available for download from http://alt.qcri.org/semeval2016/task5/
3 http://annotate-neighborhood.com/download/download.html
4 Available for download from https://www.kaggle.com/yelp-dataset/yelp-dataset
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Table 2: Details of the proposed MLSTM model

Parameter Value

Batch size 128
Epochs 120
Decay rate 0.086
Internal layer 3
No of hidden layers 3
Hidden units at first layer 300
Hidden units at second layer 250
Hidden units at Third layer 250
Activation function (non-linearity) RELU
Learning Optimizer Adam (Stochastic)
Regularization L2-regularization= 0.003

Average difference of WVs score 7th position in un-constraint systems as shown
in Table 3.

Table 3: Normalized representation of sentence-vectors in ACD (Simple Word Av-
eraging Method)

Sentence/word Features Precision Recall F1 Score
Average sum of the WVs 66.68 77.81 71.81 (Rank 5)
Average difference of the WVs 62.89 79.82 70.35 (Rank 7)

In Table 4 we use the count of sentence-words to normalize the sum of WVs
known as the average word vector. In this method, we focus on average WVs for
normalization rather than the word counts. So for this experiment, we focus on
2 methods using normalized average WVs. The first one is normalized average
word-vectors (Normalized average WVs L1) in which we use L1-norm to Nor-
malized average WVs L1 and we use L2-norm to Normalized 2nd average WVs
L2. Experiment results show Normalized average WVs L1 performs better than
Normalized average WVs L2 and score 4th in an un-constraint system.

Table 4: Normalized average word vectors

Sentence/word Features Precision Recall F1 Score
Normalized average WVs L1 74.66 73.31 73.31 (Rank 4)
Normalized average WVs L2 65.89 77.56 71.25 (Rank 5)

Table 5 shows in this experiment, we use 2 simplified versions of a sentence
vector method which are non-averaging techniques used to represent the semantics.
In the first method, we just sum up all the WVs of a sentence to obtain a one
big sentence vector and then normalized it with L1-norm to obtain the ultimate
sentence vector. The second method we use L2-norm to normalize the resultant
sum of the WVs. These are the pretty simple method, but when we train our
model using such type of sentence representations, then we figured out that norm
vector L1 and norm vector L2 is performing better than Normalized average WVs.
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Our normalized vector L1 method and normalized norm vector L2 scored 3rd and
4th rank in the category of un-constraint systems.

Table 5: Normalized word vectors

Sentence/word Features Precision Recall F1 Score
Normalized WVs L1 77.54 72.50 74.93 (Rank 3)
Normalized WVs L2 69.56 77.56 73.79 (Rank 4)

Table 6 shows the results of the Unnormalized representation of sentence-
vectors in ACD (Addition and Subtraction of Word Vectors) on SemEval-2016.
In this section, we discuss the methodology for representing our sentence vectors.
we use 3 different strategies: the first one is Sum of the WVs (SWV), in which we
just sum up all the WVs of a sentence, the second one is to make the difference by
subtracting all the WVs and then represent a sentence with a final resultant vector,
known as the difference of WVs (DWV) and the third one is the Concatenation
of sentence vectors that is known as (CONCT-VEC). Its 2 times large vector as
compared to other methods used to accommodate the features from both SWV
and DWV methods. We trained our model individually on all 3 methods and the
results were outperformed all of the previous methods which we discussed before.

Table 6: Unnormalized representation of sentence-vectors in ACD (Addition and
Subtraction of Word Vectors)

Sentence/word Features Precision Recall F1 Score
Sum of the word vectors (SVW) 79.88 78.49 79.10 (Rank 1)
Difference of word vectors (DWV) 77.90 75.88 76.87 (Rank 1)
Concatenate sentence vectors (CONCT-VEC) 78.08 77.29 77.68 (Rank 1)

Table 7 shows the results of the proposed approach on three different datasets.
We get good results in all 3 datasets. However, It can be seen that the F1 score
of SenticLSTM of the Sentihood dataset is closer to ours, but the SenticLSTM is
domain-dependent. However, the score of our proposed model is better overall in
all 3 datasets. This proves that our model, unlike SenticLSTM, is more generic
than domain-dependent.
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Table 7: Comparison of results with state-of-the-art approaches

Datasest Models Strict Acc Macro F1-Score Micro F1-Score
Conv Bi-LSTM 63.16 70.01 68.07

Semeval-2015 Conv Bi-LSTM+AM 65.73 74.36 73.67
Sentic LSTM 67.34 76.44 73.82
MLSTM+AM 68.08 78.96 77.87
Conv Bi-LSTM 65.05 71.71 70.21

Semeval-2016 Conv Bi-LSTM+AM 65.78 75.91 75.11
Sentic LSTM 66.08 76.66 76.17
MLSTM+AM 68.08 79.10 78.54
Conv Bi-LSTM 60.04 69.28 67.76

Sentihood Conv Bi-LSTM+AM 64.76 75.61 74.08
Sentic LSTM 67.63 78.18 77.66
MLSTM+AM 69.95 79.03 78.31

Fig. 8 and 9 represent the loss and accuracy plot showed the results of our model
after every 5 epochs. The experiments show that the proposed model achieves a
promising F1-Score of 79.10%. Results showed that the proposed model is more
generic than existing models. The loss curve starts from 3.2% and goes down to
2.35% and then it becomes consistent.

Fig. 8: Trained MLSTM network model using Soft-max cross entropy accuracy
function
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Fig. 9: Trained MLSTM network model using Soft-max cross-entropy loss function

5 Conclusion and Future Work

In this research, a novel social media analytic based approach is proposed for
Aspect Category Detection of user reviews about restaurants. This approach eval-
uated the significance of the prediction of the sequence of the next words based
on the semantic aspect and contextual information for Aspect Category Detection
(ACD). Our approach convolutional attention based bidirectional modified LSTM
combines the techniques of the next word, next sequence, and pattern prediction
with ACD. Our proposed approach outperforms state-of-the-art ACD models over
the publicly available datasets: SemEval-2015, SemEval-2016 datasets, and Senti-
Hood. Our approach achieved 78.96% F1-Score on SemEval-2015, 79.10% F1-Score
on SemEval-2016, and 79.03% F1-Score on SentiHood which is higher than the ex-
isting ACD models. Results suggest that our proposed approach is best for Aspect
Category Detection and sentiment analysis. This study will help those organiza-
tions that mostly rely on public opinion. In the future, we intend to work on the
following research problems: A) Associate aspect categories with sentiments. Sen-
tences (reviews) will be represented as attributes and aspect words. Such types of
sentences will be passed to a Model to detect aspect categories. After detecting
the aspect-categories, the dependency of a parse tree of a given sentence will be
generated. B) Sentence Words that are associated with the aspect are detected ac-
cording to the attribute words. Those words will then classified as positive words
or negative words by using a classifier model Also the model will be able to perform
all the operations based on the live feed according to customer satisfaction.
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