
Abstract

Online social networks play an important role in marketing services. Influence maximization is a major challenge given its 
goal to find the most influential users in a social network. Increasing the number of influenced users at the end of a 
diffusion process while decreasing the time of diffusion are two main objectives of the influence maximization problem. 
The goal of this paper is to find multiple sets of influential users such that each of them is the best set to spread influence 
for a specific time bound. Considering two adverse objectives, increasing influence and decreasing diffusion time, we 
employ the NSGA-II algorithm which is a powerful algorithm in multi-objective optimization to find different seed sets 
with high influence at different diffusion times. Since social networks are large, computing influence and diffusion time of 
all chromosomes in each iteration will be challenging and computationally expensive. Therefore, we propose two methods 
which can estimate the expected influence and diffusion time of a seed set in an efficient manner. Providing the set of all 
potentially optimal solutions, help a decision maker evaluate the tradeoffs between the two objectives, i.e., the number of 
influenced users and diffusion time. In addition, we develop an approach for selecting seed sets, which have optimal 
influence for specific time bounds, from the resulting Pareto front of the NSGA-II. Finally, we show that applying our 
algorithm to real social networks outperforms existing algorithms for influence maximization problem. The results show a 
good compromise between two objectives and the final seed sets result in high influence for different time bounds.
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1. Introduction

Millions of people around the world subscribe to popular social networks such as Facebook,

twitter, google+ and other social media. The high usage of social networks provides a good 

opportunity for social network analysis. There are many different research directions in social 

network analysis, including information diffusion [1–3], community detection [4–7], link prediction 

[8–10] and behaviour analysis [11,12].

As mentioned before, one of the main research interests in social network is analysing 

information diffusion. Information diffusion is an important mechanism for viral marketing. Viral 

marketing is a marketing strategy that is based on the influence between individuals such as 

families, friends or colleagues [13,14]. Sociological studies have shown that information coming 

from close relatives has strong impact on an individual’s decision and in this way a trend, behaviour 

or information can propagate on the network [1]. Consequently, finding the most influential users in 

a network becomes a critical task. The challenge of finding the k most influential users in a social 

network is called influence maximization [3]. The set containing these influential users is called a 

seed set. The activation of this set of nodes can maximize the expected spread of information in the 

network.

Influence maximization is widely studied and many different approaches have been considered to 



identify scalable solutions for finding the most influential users [15–19]. Many of these approaches 

did not consider the time required to achieve influence spread during the maximization process. 

But, in some cases, time could be a feature and has various levels of importance in different 

marketing applications. For instance, marketers in a clothing company have to advertise and 

maximize the number of sales of the winter products in cold seasons. As an example, customers 

may start to become aware of winter collection of boots and coats from early winter and there is a 

limited time for advertisement of such products.  In addition to influence, i.e., the number of active 

users, diffusion time also becomes critical. In other applications, time may be less important, 

therefore, maximizing the influence over unlimited time would suffice. 

Diffusion time is the elapsed time from the beginning of information spread until no other user 

can be activated. This time depends on the delay (time taken) by each user to spread information. 

Since users have different propagation delays, different seed sets may reach their final influence 

spread after spanning different diffusion times. Liu et al. [17] showed that a seed set which can 

maximize the amount of influence without considering any time bound is not necessarily the best 

choice for those applications which have a specific time bound.

Given that increasing influence and decreasing diffusion time are two adverse objectives, there 

would be several seed sets each having the best influence for a specific time bound. Finding all 

these sets at the same time will help decision makers to select the best seed set that fits to their 

needs. 

The objective of this paper is to find near-optimal seed sets for different time bounds 

simultaneously. We have sought solutions that have more influence in specific time bounds and 

have compared our results with other approaches.

The major contributions of our paper are as follows:

 We show the relationship between influence and time in information diffusion process and

propose a novel problem which aims to find near-optimal seed sets for different time bounds

simultaneously.

 We propose an algorithm which is able to select the optimal seed sets from the results of NSGA-

II algorithm [20].

 We propose two heuristics to estimate the amount of influence spread and diffusion time in the



NSGA-II algorithm in order to reduce the running time of the algorithm.

 We compare the results of our approach with an existing algorithm for influence maximization

which considers time limitation in its calculations and also with two other heuristic methods, on

three real datasets.

This paper is organized as follows. In section 2, we briefly review research in the area of

influence maximization problem and explain multi-objective optimization and the NSGA-II 

algorithm. In section 3, we present our proposed method and explain how we have employed multi- 

objective solution for our problem and how we have handled the large scale issue of social 

networks. In section 4, we show the result of applying our approach on real datasets. Conclusion of 

our work and future work are brought in section 5.

2. Related works

The influence maximization problem aims to find k nodes in a social network that directly and

indirectly influence the largest number of nodes under a predefined diffusion model. Richardson et 

al. [21,22] studied the problem of influence maximization and modelled it using the Markov 

random field method. This problem was first formulated as a discrete optimization problem by 

Kempe et al. in 2003 [16]. They modelled a social network as a directed graph, in which nodes are 

individuals and edges represent relationships between them. In their work, they presented two 

stochastic diffusion models: an independent cascade (IC) model and a linear threshold (LT) model. 

These have become baselines for other works on the influence maximization problem. In addition, 

they proved that the influence maximization problem is NP-hard and proposed a greedy algorithm 

with a (1-1/e) approximation guarantee of an optimal solution.

It is proved that the problem of calculating the exact influence spread of a seed set is NP-hard 

under IC [23] and LT [24] models. Due to the complexity of the simulation approach to find 

influence spread, a set of algorithms such as CELF [25], CELF++ [26], STATICGREEDY [27], 

RIS [28] and TIM [29] are proposed that improve the runtime of Kempe’s algorithm, while 

maintaining the influence spread guarantee.

In contrast to approximation algorithms, several studies use heuristic methods for selection of 

influential nodes in influence maximization problem, among which, we can mention LDAG [24] 

and SIMPATH [30] for LT model as well as MIA [23,31] and IRIE [32] for IC model.  



Most of the previous works in this area have focused only on the coverage of seed set. Tang et al. 

[33] introduced node diversity as a second objective function. They defined diversified social 

influence maximization, formulated it as an optimization problem and provided a greedy solution.  

Gunasekara et al. [20] used the NSGA-II algorithm to identify the set of key players in the social 

networks, by considering two objectives, eigenvector centrality and the distance between key 

players. 

Very recently, some works have noticed to time aspect in the diffusion process. Gomez-rodriguez 

et al. [34,35] proposed methods for learning the network structure and transmission rates from 

temporal propagation data. Goyal et al. [36], suggested methods for estimating the parameters of 

static and time-dependent models from the propagation data. Mohammadi et al. [37], introduced 

Time-Sensitive Influence Maximization problem, in which the dependency of information value to 

time is incorporated into influence maximization process. They have mentioned that in the time-

sensitive applications, not only the coverage size, but also the time of activation matters. Liu et al. 

[17] introduced time constrained influence maximization in which the goal is to find a set of users 

which can maximize the amount of influence in a limited time bound. They defined an influence 

spreading path concept and proposed scalable algorithms that can be scaled to large social networks. 

However in their work, one needs to run such an algorithm with different time bounds in order to 

find suitable seed sets for each particular time bound. The selection of seed nodes in the Liu's 

approach is in a greedy manner. A node will be added to the current seed set if it gives the highest 

influence gain in a limited time bound. This process is repeated until the desired number of seeds is 

achieved. 

In our work, we have considered both the coverage size and the diffusion time as the objectives 

of influence propagation. In fact, increasing coverage size and decreasing diffusion time are two 

conflicting objectives that we consider in the selection of seed nodes. This introduce a new multi-

objective optimization problem, which we employ NSGA-II algorithm for solving it. Given the 

massive scale of social networks, we propose two efficient methods for estimating influence and 

diffusion time to reduce the execution time of NSGA-II in our problem.

Furthermore, we discuss the results under time constraints and propose an algorithm for selecting 

influential nodes in specific time bounds. We compare the influence spread of our approach with 

results obtained by Liu et al. [17], for specific time bounds. The details of experiments are given in 



section 4.

2.1. Influence maximization and diffusion models

In this section, we present the influence maximization problem and the Independent Cascade (IC) 

model. We expand them to consider time in the diffusion process and present a latency aware IC 

model and a time constrained influence maximization problem.

Definition 1: Given a directed social network G=(V, E), where V represents the set of nodes and 

E represents the set of edges between them, positive number k < |V| and propagation probability Puv 

between each edge uv, the goal of the influence maximization problem is to find the seed set S 

containing k nodes where the expected number of active nodes using S, σT(S), is maximized at the 

end of the diffusion process. 

Several models have been presented to demonstrate how influence propagates in a social network 

[16,38,39].  One of the most popular models for describing influence propagation is the independent 

cascade (IC) model which is presented by Kempe et al. [16]. In this model, each node can be in 

active or inactive state. Inactive nodes can become active but active nodes will stay active. In a 

diffusion process based on this model, each active node u which is activated at step t, has a single 

chance to activate all of its currently inactive neighbors at step t+1. An active node u can activate its 

inactive neighbor v with probability Puv ∈ [0, 1] which is called propagation probability and is 

assigned on the edge that connects them.

The IC model does not consider time in the diffusion process so it is not suitable to use this 

model when time needs to be considered. Liu et al. [17] expanded the IC model to consider time 

and presented a Latency Aware Independent Cascade (LAIC) model. In the LAIC model, if node u 

which is activated at time t, could successfully activate its inactive neighbor v, the activation time of 

node v will be t+δt with a probability Puv.Pu
lat (δt) where δt is influencing delay and is drawn from a 

delay distribution Pu
lat (δt). Based on this model, they introduced the time constrained influence 

maximization problem.

 Definition 2:  Given a social network G = (V, E), time bound T, positive integer k < |V|, 

activating probability Puv ∈ [0,1] and latency distribution Pu
lat for each u ∈ V, find a seed set S⊂V of 

k nodes, such that the expected number of nodes influenced by S within time T, σT (S), is 



maximized under the LAIC model [17].

2.2. Multi-objective optimization 

Definition 3: The process of maximizing or minimizing multiple objective functions subject to a 

set of constraints is called multi-objective optimization. Multi-objective optimization can be 

mathematically formulated as Eq. (1):
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In this equation, the goal is to maximize d objective functions subject to m inequality constraints 

and e equality constraints. A similar equation can be written for the minimization problem such that 

minimizing  f(x) is equal to maximizing 1/(f(x)) or  –f(x). 

Since there are more than one objective functions in the multi-objective optimization problem, 

there does not exist a single solution that simultaneously optimizes all objectives. Instead, there 

exists a set of solutions called Pareto optimal or non-dominated sets which mean that no other 

solution dominates them [40]. Solution A dominates solution B if and only if A is better than B in all 

objectives. The set of all Pareto optimal solutions is called Pareto front. Solutions in Pareto front are 

tradeoffs between different objectives. Recently, multi-objective optimization methods are used for 

solving different problems in social networks. Gunasekara et al. [20] applied multi-objective 

optimization to find set of key players in a network that maximize both the average Eigenvector 

centrality and distance between the key players. In another work, Bucur et al. proposed a multi-

objective evolutionary algorithm to maximize the influence and minimize the size of seed set 

concurrently [41]. Zuo et al. [42] used evolutionary multi-objective optimization for personalized 

recommendation and in [5,7] multi-objective evolutionary algorithms are proposed for community 

detection problem.

There are many different algorithms for solving the multi-objective optimization problem. These 

include PAES [43], SPEA [44], and the Non-dominated Sorting Genetic Algorithm II (NSGA-II) 

[45]. The NSGA-II is the most powerful algorithm among these because of its lower computational 



complexity and its ability to provide an approach which is able to come closer to the true Pareto 

front than other methods.

Considering the two objectives of decreasing diffusion time and increasing influence, we used 

the NSGA-II algorithm to find the Pareto front which contains seed sets that are non-dominant to 

each other in terms of diffusion time and influence. By yielding all of the potentially optimal 

solutions, a decision maker can make tradeoffs between the two objectives. In the next section, we 

briefly describe the NSGA-II algorithm.

2.3. Non-dominated Sorting Genetic Algorithm II (NSGA-II)

The Non-dominated Sorting Genetic Algorithm II (NSGA-II) algorithm is a multi-objective 

evolutionary algorithm, which was first presented by Deb et al. [45]. In this algorithm, a random 

parent population is initially created. NSGA-II then uses a fast non-dominated sorting approach to 

find different fronts from a population. Each front contains individuals that are non-dominated to 

each other, which means that no individual yields better results for all the objective functions than 

other individuals in the same front with respect to all objectives.

Each individual will be assigned a fitness (rank) equal to its nondomination level (1 is the best, 2 

is next best level and so on). Binary tournament, one point crossover and mutation operators will be 

used to create an offspring population and after combining them with a parent population a mating 

pool will be created. The fast non-dominated sorting approach will be applied to this combined 

population and a fitness value will be assigned to each individual.

New generation will be achieved using a non-domination concept, which selects a new 

population from individuals in lower fronts. If a population size is greater than the number of 

individuals in the first front, all its members will be added to the new population. This process will 

continue for all following fronts until a predefined number of individuals, i.e. population size, have 

been reached. During the selection process, if the number of individuals in the next front is greater 

than the remaining free space in the new population, NSGA-II uses a crowded-comparison 

approach. For employing this approach, in addition to fitness value a new parameter called 

crowding distance is calculated for each individual. The crowding distance is a measure of how 

close an individual is to its neighbors.

Having the crowding distance and the fitness (rank) of individuals, the selection process works as 



follow. Between two solutions with differing nondomination ranks, the selection process prefers the 

solution with the lower (better) rank. If both solutions belong to the same front, then it prefers the 

solution that is located in a lesser crowded region. This approach guides the selection process 

toward a uniformly spread-out Pareto optimal front [45]. This procedure will be continued until a 

predefined condition such as the maximum number of iterations is satisfied.

3. Methods

In this section, we explain our proposed method to find influential users for different time

bounds. First, we show the relationship between the amount of influence and the diffusion time of 

different seed sets. Then we apply the NSGA-II algorithm to find the seed sets in Pareto front which 

are non-dominant to each other while they dominate other solutions that are not present in the 

Pareto front. Since diffusion in the LAIC model is a stochastic process, the expected influence of 

each chromosome in NSGA-II algorithm should be calculated using Monte Carlo simulation [17] 

which is computationally expensive. To reduce time complexity, instead of using Monte Carlo 

simulation, we use two heuristics to calculate amount of influence and diffusion time of each seed. 

We show that all solutions found in Pareto optimal are not necessarily acceptable for a time bound 

equal to their diffusion time. We propose an algorithm to select the best seed set from the Pareto 

front for a given time bound. This is explained in the following sections.

3.1. Relation between diffusion time and influence

In the real world social networks, an active node can activate its inactive neighbours with a 

delay. It is trivial to get more active nodes at the cost of increasing the diffusion time. This property 

of influence spread is shown in Fig 1 where influence spread is measured as a function of time. In 

this figure we used a Dolphin social network [46], which is a social network of frequent 

associations between 62 dolphins in a community living off Doubtful Sound, New Zealand. We 

considered all possible combinations of seed sets of size 2. We used Poisson distribution to estimate 

delay distribution as its parameter chosen uniformly at random between 1 and 20 for each node. We 

used a weighted cascade approach to assign propagation probability Puv to the edge connecting 

nodes u and v, which is equal to 1/(in-degree of node v) [23]. Monte Carlo (MC) simulation with 

5000 iterations is used to calculate the influence of each node. After calculating the influence and 



diffusion time of each seed set node, we considered the maximum activation time among nodes as 

diffusion time.

Fig 1. Influence spread vs. diffusion time in Dolphin social network (k=2)

In some applications, diffusion time is of paramount importance because influence on users after 

a specific amount of time becomes worthless [17,47] or less valuable [37], although, in some other 

applications time may not be so critical. Consequently, finding the optimal seed set for a particular 

time bound might be required for an application of interest.  

As discussed earlier, influence and diffusion time are two adverse objectives (higher influence is 

desired, but in a shorter time), these objectives lead us to use multi-objective optimization to find 

optimal solutions for different time bounds.  

3.2. Applying NSGA-II algorithm to influence maximization problem

We use the NSGA-II algorithm to find the Pareto optimal set of size 2 for the Dolphin social 

network. We consider 300 iterations and 100 random binary chromosomes as the initial population. 

Each chromosome represents a seed set. The size of each chromosome is equal to the number of 

nodes in the network. If a node is included in the seed set, we put 1 in its position in the 

chromosome and otherwise we place 0. We also used one point crossover and bitwise mutation to 

create offspring. After applying these operators to parents, each new offspring is checked to ensure 



  

that the number of seeds in a chromosome is equal to the desired size of the seed set. Fig 2 shows the 

result of applying the NSGA-II algorithm to the Dolphin social network.

Fig 2. Pareto optimal calculated with NSGA-II in Dolphin social network (k=2)

The triangles in Fig 2 show the resulting Pareto front of using the NSGA-II algorithm. These sets 

are non-dominant to each other, which means that none of them is better than the other in both 

influence and diffusion time.

The process of optimizing objectives, i.e., diffusion time and influence, is achieved without 

considering any time bound and we do not limit any of the seed sets to stop spreading their 

influence after a time bound has passed. As a result, a seed set with high influence and high 

diffusion time, may also be the best choice for smaller time bounds, which means that if we 

calculate the influence of this seed set, considering time limitation, we can earn more influence than 

the influence earned by a seed set which Pareto front has chosen for that time value. We calculate 

the influence of a seed set with limited time bound using Liu's approach [17].

An example of calculating the influence of seed sets belonging to the optimal front with higher 

diffusion time by imposing a lower time bound is shown in Fig 3. Considering the two seed sets 

shown in triangles, i.e., seed set sj with influence  and diffusion time Tj = 36 and seed set si sj 10.5 

with influence  and time Ti = 10. If we calculate the influence of seed set sj with time si 4.1 



bound of Ti (i.e. T=10), the amount of earned influence is equal to 7.3, (crossed circle in Fig 3) 

which is higher than influence of seed set si that is in the Pareto optimal set.

Fig 3. Recalculating the influence of seed sets in the optimal front by imposing a lower time bound

Based on this observation, we compute the influence of seed sets in the Pareto front with higher 

diffusion time by imposing lower time bounds, to not miss better seed sets for each time bound. 

Therefore, we present our Selecting Optimal Set (SOS) algorithm which is able to assign best seed 

sets to each specific time bound among seed sets found in Pareto optimal.

Using Algorithm 1 (SOS algorithm), we are able to find the best seed sets with highest influence 

for different time bounds. The procedure of this algorithm is described in the next subsection.

3.3. Selecting Optimal Set algorithm

We propose the SOS algorithm to find the best seed sets with the highest influence for different 

time bounds. The SOS algorithm is shown in Algorithm 1. Line 2 in the algorithm sorts the Pareto 

optimal sets based on time in increasing order, which allows us to compare seed sets according to 

their influence and diffusion time. Line 3 to 10, compare the influence of seed set si with the 

influence of other seed sets that are calculated in a limited time bound equal to the diffusion time of 

seed set si (Ti). Therefore,  if seed set sj (j ≠ i) has the most influence for time bound Ti among all 

other seed sets, it will be considered in the final result as the best seed for time bound equal to Ti. As 



in the procedure of Algorithm 1, we will eliminate some seed sets that are dominated by others. 

Algorithm 1: SOS 
Input: network G=(V,E), Pareto optimal set S of seed sets, 
Output: New set of seed sets (N)
1:  N  
2: Sort S based on time, in increasing order
3: for all seed set si  S do
4:     N(i) = si
5:    for all seed set sj  S and j > i do
6:     calculate influence of seed set sj with 

  time bound equal to diffusion time of  seed set si ( ) ,new j iS T

7:     if (  ) then   , ( )new j iS T N i 

          N(i) = sj
8:     end if
9:  end for
10: end for
11: return N

If a special time bound is desired which is not provided in the output Pareto front, we compute 

the influence of all the seed sets in the Pareto front that have diffusion times higher than that 

particular time bound, using a limited time bound equal to that time, and report the best influence at 

that time bound.

3.4. Efficient Computation of Influence Spread and Diffusion Time

Although running a Monte Carlo simulation returns a good estimation of influence spread and 

diffusion time for a seed set, it demands huge computational time. In our proposed method, we have 

to use several chromosomes as seed sets, and need to find the influence and diffusion time of all of 

them in each iteration. Therefore, employing Monte Carlo simulations would be impractical when 

dealing with large social networks. To resolve this difficulty and reduce the computational 

requirement, we use two heuristics to calculate the influence and diffusion time of each seed set as 

described in the following sections.

3.4.1. Estimating Expected Influence

We use the Expected Diffusion Value (EDV) method proposed by Jiang et al. [48] to directly 



calculate the expectation of influence for a seed set without performing Monte Carlo simulation. 

Suppose Nout is the set of out-neighbours of seed set S, Nin(w) is the set of in-neighbours of node 

 that belongs to seed set S, and Pvw is the probability that node v activates node w. An outw N

estimation of influence of seed set S can be calculated using Eq. (2)
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influenced by at least one of seed nodes. The sum of these values over all can be outw N

considered as an estimation of diffusion value of S.

3.4.2. Estimating Expected Diffusion Time

To reduce the cost of calculating diffusion time, we propose a method to compute the average 

diffusion time of a seed set. Consider a graph of three nodes as shown in Fig 4. In this figure, nodes 

u and v are seed sets which try to activate node w with probability Puw and Pvw, respectively. The 

parameters of the delay distributions (Poisson distribution) for these two nodes are  and . v u

Fig 4 A graph containing three nodes where u and v are seed sets.

There are four different scenarios for activation of node w by u and v:

1. Node u successfully activates node w, but v fails to do so. The probability of occurrence of this

is  Puw . (1-Pvw).



2. Node v successfully activates node w, but u fails to do so. The probability of occurrence of this

is (1-Puw).Pvw.

3. Both u and v successfully activate w. The probability of occurrence of this is Puw.Pvw.

4. Both u and v fail to activate w, therefore w stays inactive. The probability of occurrence of this

is (1-Puw).(1-Pvw).

Based on these scenarios we can calculate the average activation time of node w, i. e.   wE T

using Eq. (3): 
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Where  is the activation delay with Poisson distribution and mean parameter . The    

expectation of such delay from Poisson distribution is . We calculate the expectation  [( )]E   

of minimum of two Poisson random numbers using Eq. (4):
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We use the above equation to estimate the average diffusion time of a seed set. In order to avoid 

premature convergence, we extend these calculations to two neighbouring hops when more than 

35% of chromosomes become similar.

In the next section we show the experimental results using real world social network datasets.



4. Results and Discussion

To evaluate our method, we applied it on three real world networks. The properties of these

networks are shown in Table 1.

Table 1 Dataset Properties 

Network WikiVote NetHEPT Epinions

Number of Nodes 7115 15K 75K

Number of Edges 103K 62K 508K

Clustering Coefficient 0.2089 0.3120 0.1378

The first dataset, WikiVote, is a Wikipedia voting network, in which nodes represent users and 

edges from node i to j represents that node i votes for node j. This dataset can be obtained from [49].

NetHEPT, is a collaboration network extracted from arXiv.org’s High Energy Physics Theory 

section. Nodes in this network represent authors and if two authors collaborate, there is an arc in 

both directions between them. This dataset is obtainable from [50].

The last dataset, Epinions, is related to a who trust-whom social network of a general consumer 

review site Epinions.com. Each node in this dataset shows a member of the site and a directed edge 

from u to v means v trusting u (and thus u has influence on v). This dataset can be obtained from 

[49].

For our experiments, we use binary chromosomes, with one point crossover and bitwise 

mutations. The crossover probability and mutation probability are set to 0.9 and 0.01, respectively. 

We decrease mutation probability in each iteration by 5%. 

We consider more chromosomes for larger networks, since the search space is larger in those 

graphs. It should be mentioned that since we represent a candidate solution as a bit string of size 

equal to the number of nodes in the target network, our method consumes high memory, which 

makes it hardly scalable on large networks. Using a more memory-efficient individual 

representation is a promising direction and is left as our future work. The number of chromosomes 

and iterations we used for different datasets are shown in Table 2.



Table 2. Number of iterations and chromosomes in employed datasets

Dataset WikiVote NetHEPT Epinions

Number of chromosomes 1000 2000 3000

Number of iterations 2000 3000 4000

Poisson distribution is used to create delays in activating each node and its parameters are drawn 

randomly between 1 and 20. We pre-calculate the values of the expected minimum of each 2 

Poisson numbers using Eq. (4) to avoid recalculating them in each iteration during optimization. We 

compare our results with the Influence Spreading Path (ISP) method proposed by Liu et al. [17].  In 

this method they calculate σT(S∪{v}) and σT(S), (σT(S) is the influence of seed set S in time bound T) 

by using an influence spreading path and using a greedy algorithm to select the  optimal seed set. 

The threshold parameter for this algorithm is set to . This parameter controls the number of 510

influence spreading paths for the ISP method [17]. The parameter for the Poisson distribution of 

each node is a random number between 1 and 20. In addition, the results are compared with Degree 

heuristic and Random method. In Degree heuristic, k nodes with highest degree are selected as seed 

set. In Random method, k nodes are selected randomly.

Fig 5 to 7 show the results of influence spread for WikiVote, NetHEPT, and Epinions datasets, 

respectively, with different time bounds for seed sets of size 50. In these figures, the horizontal axis 

represents different time bounds and the vertical axis represents the influence spread of selected 

seed set by each method. As shown in Fig 5 to 7, our approach outperforms Degree and Random 

methods in all cases. Furthermore, it is able to find seed sets that have equal or higher influence 

than ISP method. Consequently, our approach not only finds influential nodes for different time 

bounds simultaneously but also for a specific time bound it outperforms other methods in terms of 

influence spread.

As it is illustrated in Fig 5, in WikiVote dataset, the influence spread of different methods after 

time bound 70 are not significantly changed. This indicates that most of the influenced nodes in 

WikiVote dataset can be activated before T= 70. In NetHEPT dataset, the influence spread is not 

changed significantly after T=85 but the slope of increasing influence spread is steeper in NetHEPT 

in comparison to WikiVote dataset, since NetHEPT is a larger network and diffusion of influence in 

this network takes more time. As it is observable in Fig 7, Epinions has the steepest slope of 



diffusion value over time in comparison to other datasets.

Fig 5 Results of influence spread on WikiVote dataset (K=50)



Fig 6 Results of influence spread on NetHEPT dataset (K=50)



Fig 7 Results of influence spread on Epinions dataset (K=50)

5. Conclusions

In this paper, we have considered both the coverage size and diffusion time as the objectives of

optimization in diffusion process. Considering two conflicting objectives, increasing influence and 

decreasing diffusion time, leads to a new multi-objective optimization problem which is neglected 

in previous works. For solving this problem, we employed NSGA-II algorithm which finds a set of 

non-dominant seed sets in terms of diffusion time and influence. Providing the set of all potentially 

optimal solutions, help a decision maker evaluate the tradeoffs between the two objectives. 

Furthermore, we proposed an algorithm to select best seed set for different time bounds from the 

results found by the NSGA-II algorithm. We used two heuristics to calculate the amount of 

diffusion time and influence of each seed set to reduce the computational time.



Our approach was applied to three real world datasets, which resulted in a significant increase 

spread over the state of the art algorithm. In fact, our proposed method not only can find influential 

nodes for different time bounds simultaneously but also for a specific time bound it outperforms 

previous works in terms of influence spread.

Although we have addressed a novel problem in this paper, there is space to improve the method 

in the future. One important aspect in applying multi-objective algorithms is the memory usage. 

Therefore, designing a memory-efficient algorithm can be considered as a future work. Reducing 

the memory usage will increase the scalability of our method. In addition, the proposed method in 

this paper is studied under LAIC model which is an extension of IC model. Extending other 

diffusion models such as Linear Threshold model to delayed version and analysing our algorithm 

under them is a promising research direction. 
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