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ABSTRACT 

 

The Boundary Element Method (BEM) can be used to predict the scattering of sound in 

rooms.  It reduces the problem of modelling the volume of air to one involving only the 

surfaces; hence the number of unknowns scales more favourably with problem size and 

frequency than it does for volumetric methods such as FEM and FDTD.  The time domain 

BEM predicts the transient scattering of sound, and is usually solved in an iterative manner by 

marching on in time from known initial conditions. 

Accurate representation of surface properties is crucial to obtain realistic simulations and the 

use of surface impedance is an established solution to this for frequency-domain problems.  

Recent research has successfully coupled digital filter representations of surface impedance to 

FDTD models, but the best way of achieving this for time domain BEM is currently 

unresolved.  These authors have previously published work which coupled a time domain 

BEM to a surface-reflectance well model.  This paper builds upon that work to couple state of 

the art material representations from FDTD with time domain BEM.  Accuracy, efficiency and 

effect on algorithm stability are compared. 
 



 

1. INTRODUCTION 

The Boundary Element Method (BEM) has been shown to be an excellent choice for 

simulation in Room Acoustics when the priority is to predict scattering from a small object 

extremely accurately [1].  In the BEM only the boundaries between obstacles and air are 

modelled as it is known how sound travels unobstructed. This produces smaller, simpler 

meshes compared to volumetric methods, such as finite element method and Finite Difference 

Time Domain (FDTD), and permits an unbounded volume of air to be modelled, making it 

ideal for free-field scattering scenarios.  Most BEMs assume harmonic excitation so the 

unknowns are time invariant and complex. Whilst this frequency domain analyses is a useful 

tool, the transient behaviour witnessed in the real world may only be recovered by solving 

many frequency domain models and then applying an inverse discrete Fourier transform.  

Accordingly applications such as auralisation have driven an interest in time domain 

modelling and many geometric, and more recently FDTD, algorithms have been published in 

pursuit of this.  The time invariant assumption may also be dropped from the BEM 

formulation, leading to the time domain BEM as investigated herein.  This approach was first 

published by Friedman and Shaw in 1962 [2], however computational cost and stability issues 

have plagued the method and commercial implementations have appeared only very recently 

[3].    Other work has focussed on extending the method to model features commonly found in 

room acoustics scenarios, for example the thin fins that occur on Schroeder Diffusers [4].  An 

accurate and efficient way to represent non-rigid obstacles, such as porous absorbent, is also 

crucial to obtaining realistic simulations.  Surface impedance is typically used to characterise 

this behaviour in the frequency domain and is ideally suited to use with the frequency domain 

BEM; an equivalent time domain model is sought.  Differential boundary conditions may be 

used to model simple compliant materials such as frequency-invariant absorption [5] [6] and 

limp membranes [7], but finding such models from arbitrary surface impedance data is more 

complicated [8].  Instead, various researchers tackling this challenge for FDTD have turned to 

digital filter representations [9] [10] [11], and this paper adapts the same approach to time 

domain BEM. 

 

2. BOUNDARY INTEGRAL FORMULATION 

 

A BEM to model scattering from an object has three distinct phases: first the sound incident 

on the object is calculated, then the total sound at the surface of the object is solved for by 

considering the mutual interactions of parts of the surface S, and finally the scattered sound is 

calculated from this total surface sound.  The scattered sound arising as a consequence of total 

sound on a surface is described by the Kirchhoff Integral Equation (KIE); this is the 

foundation of the time domain BEM: 
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x and y are 3D Cartesian vectors defining the observation and radiation points respectively 

and R = |x – y| is the distance between them (see Figure 1).  φ represents velocity potential, a 

non-physical quantity from which pressure and velocity may be derived according to Eqs. 2 



 

and 3, where ρ0 and c are the density of and speed of sound in air respectively.  A dot above a 

quantity represents temporal differentiation and temporal convolution is represented by∗ .  sϕ  

is the scattered sound and tϕ  is the total sound.  yn̂  is the surface normal vector at y and 

g(R,t) is the time domain Greens function which describes how sound travels from a point 

source to an observer, which intuitively comprises a delay term as a numerator and a reduction 

in magnitude with distance as the denominator.  ( )Kδ  is a dirac delta function: 
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If x approaches S then the total surface sound may be solved for.  However, rather than use 

this scheme directly it has been shown [12,13] that stability may be improved by using a 

variant called the Combined Field Integral Equation (CFIE), which is equivalent to the 

frequency domain Burton and Miller method [14] and will be used herein: 
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Figure 1. A scattering problem comprising an obstacle in a connected medium. 

 

3. SURFACE REFLECTANCE BOUNDARY CONDITION MODEL 

 

In time harmonic models the concept of surface impedance convenient abstracts the behaviour 

of the material into a frequency dependent complex scalar, defined at the ratio of total 

pressure to the inward component of total particle velocity: 

 

( ) ( ) ( )ωωω intt VPZ ,=          (6) 

 

The same relationship may be stated in the time domain as ( ) ( ) ( )tztvtp intt ∗= , . However, a 

( )tz  found by inverse discrete Fourier transform of ( )ωZ  is typically non-compact in time and 

requires future values of ( )tv int , .  This is due to the aggregation of cause and effect in the 

quantities tp  and intv , , and makes it unsuitable for use with a time-marching solver.  It has 

been suggested [15] that a convolution between waves travelling perpendicularly into and out 

of the body may be a more robust approach, and this concept has been developed for BEM for 
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the special case of obstacles with wells that are narrow with respect to wavelength [16].  This 

may be written in the time domain as: 

 

( ) ( ) ( )twtt inout ∗= ϕϕ          (7) 

 

where the time invariant surface reflection kernel ( )tw  is typically compact in time and 

expresses outϕ  using only past values of inϕ , hence is suitable for use with a time-marching 

solver.  The equivalent frequency domain statement involves the surface reflection kernel W: 

 

( ) ( ) ( )ωωω Winout Φ=Φ         (8) 

 

In the special case of a well the surface reflection kernel could be analytically identified as a 

delayed delta function and readily incorporated into the integration kernels.  However for an 

arbitrary material this is not the case so an alternate strategy is required.  Explicit convolution 

(as Eq. 7) is computationally expensive, making recursive digital filters an attractive option.  

As will be seen in the next section this is particularly convenient since the Marching On in 

Time (MOT) solver already demands the histories of the surface quantities, and these can be 

used to implement the digital filters.  The frequency domain surface reflection coefficient is 

used transformed into a z-domain filter definition and this in turn defines the difference 

equation for the boundary condition filter: 
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Figure 2. Plane waves propagating in and out of the obstacles perpendicular to S. 

 

4. DISCRETISATION SCHEME AND SOLVER 

 

In order to solve for the surface quantities numerically a discrete representation is required.  

The discretisation scheme herein uses as a weighted sum of basis functions where the 

boundary is partitioned into elements over which sound is considered constant within an 

instant and interpolated by a piecewise cubic polynomial in time.  Spatial resolution is defined 

by element size and temporal resolution by the time-step duration ∆t. 
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In the Marching On in Time (MOT) solver the discretisation weights are moved outside the 

integral of the KIE, creating a weighted sum of integrals that are dependent only on the 

surface geometry and independent of system excitation. Upon evaluation these integrals 

become interaction coefficients Zl that express scattered sound from the discretisation weights 

wj, creating a matrix equation that is solved from known initial conditions.  Causality dictates 

that past surface sound cannot be changed and future sound is irrelevant, hence at each time-

step tj = j∆t the algorithm is only solving for the current unknown weights.  Because the 

surface model involves incoming and outgoing waves, each term appears twice (except the 

excitation vector ej): 
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This matrix equation has twice as many unknowns as knowns so cannot be solved on its own, 

so the surface reflectance relationship must also be utilized.  Observation that the outgoing 

wave must be a causal function of the incoming wave prompts rearrangement of Eq. 10 to 

evaluate out
jw : 
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Under normal circumstances the filters are expected to be normalised to A0 = I.  Together 

these yield a solvable system of matrix equations. 

 

5. SIMULATIONS AND RESULTS 

 

Details and results of the simulations will be included in the lecture presentation.  These will 

focus on verification on flat homogenous obstacles, as is typical for the equivalent published 

FDTD models, including porous absorbers.  In addition the algorithm with also be verified 

against a frequency domain BEM model. 

 

4. CONCLUSIONS 

 

This paper has outlined a scheme for integrating a recursive digital filter model of the 

reflectance of a surface into a time domain BEM algorithm.   
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